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Charge-density-wave transport in orthorhombic TaS3.
II. Frequency-dependent conductivity
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Frequency- (e) dependent conductivity measurements are reported on the linear-chain

compound orthorhombic TaS3. A weak frequency dependence and positive dielectric con-
stant are observed due to one-dimensional fluctuations of charge-density waves (CDW's)
above the Peierls transition at Tp ——215 K. Below the phase transition the conductivity

strongly increases with increasing co, and the dielectric constant is of the order of 10 . The
small characteristic energies obtained from the observed e dependence give direct evidence

for the collective mode. When interpreted in terms of a classical model of the pinned

CDW, 0.(co) indicates a strongly overdamped response. A tunneling model developed by
Bardeen also leads to a consistent description of both 0.(co) and the electric-field- (E)
dependent dc conductivity 0(E). In this model the frequency-dependent response is due to
both a tunneling contribution and the response of the pinned mode. Below about 130 K the
observed frequency dependence suggests the development of a disordered CDW state.
These observations are compared with experiments performed on the linear-chain com-

pound NbSe3.

I. INTRODUCTION

In the preceding publication' (hereafter referred
to as I) we have reported the observation of strongly
electric-field- (E) dependent conductivity 0(E) in

the charge-density-wave (CDW) state of the linear-
chain compound orthorhombic TaS3. The non-
linear conductivity provides clear evidence for
charge transport carried by a collective mode, the
sliding charge-density wave, a mechanism suggested

by Frohlich more than 20 years ago. While vari-

ous phenomenological models can qualitatively
describe the main features of the nonlinear trans-

port (in particular the appearance of a sharp thresh-
old field and the saturation of the conductivity at
high electric fields), detailed fits suggest a tunnel-

ing ' mechanism. The low electric field strengths
which characterize the field-dependent conductivity
suggest small pinning energies for the CDW and
enormous characteristic lengths (of the order of mi-
crons) involved in the problem. At low tempera-
tures, the coherent response of the CDW is not ob-
served and we argued that, because of the absence
of coupling between CDW segments, a disordered
CDW state develops. The conductivity is also
nonmetallic (i.e., 0 decreases with decreasing tem-
perature) above the phase transition Tt ——215 K,
and we have suggested that one-dimensional (1D)

fiuctuations are responsible for this behavior.
In this paper we report the observation of strong-

ly frequency- (co) dependent conductivity and giant
dielectric constant e in the CDW state of
orthorhombic TaS3. Both represent small energies
associated with the pinning of the CDW. The
frequency-dependent conductivity, when interpreted
in terms of a classical description, suggests an over-

damped response. Analysis in terms of Bardeen's
tunneling model ' accounts for both the field- and

frequency-dependent response, with parameters
similar to those observed in the linear chain corn-

pound NbSe3. At low temperatures disorder effects
are evident in the co-dependent conductivity.

Frequency-dependent conductivity and a positive
dielectric constant are also observed above the
Peierls transition, although both are much less pro-
nounced than in the CDW state below Tp. This
provides further evidence for the 1D resistive fluc-
tuations above Tt and for the dynamic localization
which sets in as a consequence of the buildup of 1D
correlations.

This paper is organized as follows: In Sec. II we
describe the experimental techniques which were
used to study the frequency dependence of the con-
ductivity. In Sec. III we present our experimental
results. This is followed by a discussion in Sec. IV.
A comparison with NbSe3 in Sec. V is followed by
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the conclusion. Parts of our experiments were pub-
lished earlier. '

II. EXPERIMENTAL TECHNIQUES

TaS3 samples used for the frequency-dependent
conductivity measurements were from the same
preparation batch from which specimens for the
field-dependent conductivity measurements were
selected. Powder x-ray measurements' confirm that
the samples have the orthorhombic form.

%e have used three experimental methods to
determine cr(co) described in this report. In all cases
co/2m. denotes both the frequency at which the sam-

ple was driven and the frequency at which the
response was detected. Our methods allow simul-

taneous measurement of the in-phase and out-of-
phase components of the conductivity, Reer(co) and
Imcr(co). Between 4 MHz and 2.4 GHz a HP
8754A network analyzer was used to determine
0(co ). The measurement technique involved direct-

ly terminating a 50-0 coaxial cable with a TaS3
crystal, and then measuring the return loss of the
cable termination with the network analyzer. cr(co)
was easily extracted from the complex return loss
with the aid of a straightforward computer pro-
gram. A built-in network analyzer circuit, which
compensated for the finite cable length between the
sample and the measuring port, allowed a continu-
ous variation of the frequency between 4 and ap-
proximately 500 MHz. Measurements at 1 and 2.4
GHz used a cable length fixed at A, /2, where A, is
the wavelength of the excitation wave, and for these
frequencies co was held constant during the experi-
mental run, and only the temperature was varied.
A second rneasurernent method, operational be-

tween 5 and 100 MHz, used an active rf bridge cir-
cuit developed by us. In this method the TaS3 sarn-

ple was balanced by a parallel-combination variable
resistance and capacitance. The values of the bal-
ance resistance and capacitance, for a null bridge
output, were then used to compute Reer(co) and
Imo(co) for the sample. Both the network analyzer
and bridge methods used two-probe sample mount-

ing configurations„and contacts were made with
conductive silver paint. Careful comparisons be-
tween these two-probe measurements at ~ =0 and
separate four-probe dc measurements showed a con-
tact resistance at room temperature more than 2 or-
ders of magnitude less than the sample resistance,
and an even better ratio at lower temperatures.

Because of the short length (between 5 and 10
cm) of the coaxial cable used between sample and

measuring device for both above experimental
methods, a specially designed He gas-flow system
was used to vary the temperature. This system had
a temperature accuracy of about 1 K and a stability
better than 0.1 K at all temperatures.

Microwave measurements at 9.14 GHz used the
contactless cavity perturbation technique of Buro-
vov and Shchegolev. The complex dielectric con-
stant of the sample was determined from the nor-
malized frequency shift (5) and change in Q (b, ) of
a resonant cavity, obtained by inserting the sample
into and removing it from the cavity. The sample
was placed in a node of E-field maximum, oriented
with the long axis parallel to the E field in a TEo&&

mode of a cylindrical cavity. An HP 8620C x-band

sweeper was used to drive the frequency through
resonance, and a significant improvement in the
signal-to-noise ratio was achieved for the data by
using a multichannel signal averager, triggered by a
reference cavity. The sample cavity was placed in a
standard He cryostat with a long-term temperature
stability better than 1 K.

In the microwave analysis, the complex dielectric
function a* =a' —ie" is related to 5 and b, by

and

5 ——5
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where a is the filling factor and n the depolariza-
tion factor. Reo(co) and Imo. (co) are related to e"

by Reo(co) =coco@"and Imcr(co) =e' —1. Because of
the fiborous morphology of the TaS3 crystals, an
accurate determination of the exact value of the
conductivity at 9.1 GHz was not possible, and we
have therefore expressed our data normalized to the
room-temperature results. In order to insure the va-
lidity of the quasistatic analysis of Burovov and
Shchegolev, special care was taken to choose sam-
ples which were much smaller in diameter than the
classical skin depth at 9 GHz.

Typical crystal dimensions were 1 pm p 10
pm XO.S mm for the rf measurements and 1

pm& 10 pm)&2 mm for the cavity microwave mea-
surements. The long dimensions correspond to the
chain axis in TaS3, and all o(co) measurements re-
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ported here are with respect to this chain direction.
Owing to the inherent nonlinear dc transport prop-
erties observed in TaS3, it is important to keep the
amplitude of the ac driving field as small as possi-
ble. In all measurements the ac amplitude V„was
at least 1 order of magnitude smaller than the
threshold voltage VT for the onset of nonlinear dc
conductivity. Occasional checks were made to en-

sure that the measured ac conductivity o.(co) was in-

dependent of V„, as expected for the small-

perturbation limit. We therefore believe that our
cr(co) measurements are an accurate representation
of the V„~O limit.
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FIG. 2. Temperature dependence of the conductivity
of TaS3 at various frequencies.

III. EXPERIMENTAL RESULTS

The conductivity measured at dc, 2.4, and 9.1

GHz, is shown in Fig. 1 in the 0. vs 1/T representa-
tion. No frequency dependence is found at high
temperatures, where the dc conductivity displays a
metallic behavior, while in the semiconducting state
a strongly frequency-dependent conductivity is
found, and o measured in the GHz frequency re-

gion at low temperatures is orders of magnitude
larger than the dc conductivity. Figure 2 shows the
high-temperature behavior of the conductivity in
more detail. The frequency-independent conduc-
tivity observed down to approximately 240 K is fol-
lowed by a well-defined frequency dependence
which becomes more pronounced as the tempera-
ture decreases, and while the dc conductivity sharp-

ly decreases, the 9.1-GHz conductivity is (within ex-

perimental error) independent of T. For complete-
ness, we show the measured values of 5 and b„used
in the 9.1-GHz conductivity analysis, in Fig. 3.
The onset of the phase transition at Tp ——215 K is
signaled by the appearance of a frequency depen-
dence which is more pronounced below Tp. This is

5x10
I I

&&
I, M 0P+i8~& ~

o 5x10

evidenced by a sharp change of the slope do/dT.
measured at 2.4 GHz. The 9.1-GHz conductivity
increases with decreasing temperature down to
about 150 K, but this may be an artifact of the
analysis which neglects any influence of a finite
skin depth at this frequency. Owing to these ambi-

guities, and the semiqualitative nature of this exper-
imental data obtained at 9.1 GHz, we shall not use
these data when cr(co) is compared with the predic-
tions of various models.

The frequency dependence of Reo (co ) and
Imo(co) measured at various temperatures below TI
is shown in Fig. 4. The experiments between 4 and
500 MHz were performed during the same experi-
mental run, while the experimental points at 1.3 and
2.4 GHz were measured separately. Reo (co)

smoothly increases with increasing frequency, and
there is an associated maximum in Imcr(co) at fre-
quencies where Reo(co) shows the strongest fre-
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FIG. 1. Temperature dependence of the conductivity
of orthorhombic TaS3 at various frequencies.
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FIG. 3. Temperature dependence of the cavity shift
and absorption in TaS3 measured at 9.1 6Hz.
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FIG. 4. Frequency dependence of the real and imaginary parts of the conductivity, Reo(co) and Imo(co), at various

temperatures below Tp ——215 K. The symbols for Imo(a) refer to the same temperatures identified in the plot of'

Reo.(co ).

quency dependence. In contrast to the field-
dependent conductivity there is no threshold for the
onset of frequency-dependent conductivity, and the
frequency dependence extends to co~0. Below
about 130 K, the frequency dependence becomes
progressively more smeared with decreasing tem-
perature, and we do not see a saturation of Reo.(co)
or a maximum in Imcr(co), up to 2.4 GHz, in this
temperature range.

At room temperature the didectric constant e is
approximately equal to zero, while below Tz it is
dramatically large. Figure 5 shows e plotted as a
function of temperature in the high-temperature re-

gion, for various frequencies. The phase transition
at Tp is associated with a rapid increase in e, and
below 215 K e is approximately independent of the
temperature. %hile the dielectric constant is fre-
quency dependent in the measured frequency range,

this dependence is weak in the —10-MHz region.
We assume, therefore, that e measured at 10 MHz
is close to the low-frequency dielectric constant,
60~0.

10 — ~7

o
oo

6o 5x10 -+
+
OG

0

g 0

Ta S~

~ 10 MHz

30MHz
+ 60MHz

80MHz

180
I I -- I I

260 300

T(KI

FIG. 5. Temperature dependence of the dielectric
constant of TaS3 measured at various frequencies. The
transition temperature T~ is identified in the figure.
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IV. DISCUSSION

The temperature dependence of the low-field dc
conductivity, and the field-dependent conductivity
discussed in I, indicated that CDW phenomena
manifest themselves in three different temperature

regions. The strong decrease of crd, below room
temperature but above Tp was interpreted as evi-

dence for 1D resistive fluctuations. Below Tz but
above approximately 100 K the sharp threshold
field for the onset of dc nonlinearity was interpreted
as due to the coherent response of the CDW to the
external dc driving field. We also suggested that at
low temperatures a disordered CDW state develops.
In this section we interpret our experimental results
and discuss the various temperature regions
separately.

A. 1D fluctuation region, T g Tp

In the CDW fluctuating region, the progressive
development of 1D correlations with decreasing
temperature (evidenced by the appearance of diffuse
streaks in the x-ray spectra ) leads to a gradual

opening of a pseudogap around the Fermi surface.
The subsequent decrease of the number of carriers
which participate in the conduction process leads to
a decrease of the dc conductivity, as observed.
With this effect alone, one would observe a "metal-
lic" conductivity, with current carried by an extend-
ed electron state. Consequently the conductivity
would be independent of the frequency at frequen-
cies fuo&b, where b, is a measure of the width of
the pseudogap which develops above TI. Also
there would be no out-of-phase component to cT(co)

at frequencies fico &b. Both are in contrast to the
experimental observations. In Fig. 6(a) we show the
conductivity measured at 2.4 and 9.1 6Hz, normal-
ized to the dc conductivity measured at the same
temperature, while Fig. 6(b) shows the dielectric
constant measured at 10 MHz for the same tern-

perature region. Both are in contrast to what is ex-
pected for band transport, and we suggest that lo-
calization effects are important in this temperature
region.

Although a rigid division of the electron system
into uncondensed electrons and electrons which
build up the 1D correlations is somewhat arbitrary,
we can visualize the effect of fluctuating 1D CDW
segments as leading to random potentials seen by
the uncondensed electrons. This random potential
may lead to localization of the single-particle states,
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FIG. 6. (a) Temperature dependence of the normal-
ized conductivity o.{co)/O.d, for TaS3 above the Peierls
transition. (b) Temperature dependence of the low-

frequency (co/2m=10 MHz) dielectric constant above
the Peierls transition. The transition temperature T~ is
identified in the figure.

and subsequently to frequency-dependent conduc-
tivity and a positive dielectric constant, as observed
for highly anisotropic materials with static disor-
der. ' " Alternatively, 0(co) and e may reflect not
the uncondensed electrons, but the response of the
1D CD% segments, which are pinned by residual
impurities.

Either effect would lead to a frequency-
dependent response and a positive dielectric con-
stant which become more pronounced when T ap-
proaches TI. Localization may become more im-
portant as the temperature approaches TI from
above, because the density of states at the Fermi
surface, N(0), decreases with the opening up of the
pseudogap, and N(0)-g ' where g is the correla-
tion distance of the 1D CDW's. ' This suggests
that the gradual buildup of 1D correlations wiH in-
crease the number of normal electrons found in lo-
calized (single-particle) states, and consequently
both cr(co) and e become more pronounced. A&ter-

natively, since g is proportional to the number of
electrons condensed in the 1D CDW mode, the
dielectric constant and frequency response due to
these modes will increase with g. In the absence of
a detailed theory of the 1D Peierls-Frolich conduc-
tor we only note that both e(co) and cr(co)/o(0) ap-
pear to have the same temperature dependence as

g(T), evaluated from diffuse x-ray experiments, 9

demonstrating the close correlation between struc-
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tural evidences of 1D correlations and the associat-
ed anomalous transport phenomena.

B. Coherent CD%' state below Tp

Below the Peierls transition the CDW on neigh-

boring chains are correlated, leading to a 3D-
ordered CDW state, as evidenced by x-ray studies.
Several models discuss the response of the CDW to
external ac excitations. As discussed in I, both a
classical' ' and quantum-mechanical ' description
account for the main qualitative features of the
nonlinear conductivity, and a tunneling model ' de-

scribes the field dependence in detail in the non-

linear region.
Before comparing our experimental findings with

these theories we note that the frequency-dependent
part of the conductivity is independent of the tem-

perature between TI and approximately 130 K.
This is shown for the real part of the conductivity
in Fig. 7, where we have subtracted the dc com-
ponent of the conductivity from the measured
Re«T(«II). The temperature independence of the ima-

ginary part of the conductivity for the same tem-
perature range can be clearly seen in Fig. 4. Here a
subtraction is not necessary, since, in the frequency
range being considered, the uncondensed electrons
do not give an out-of-phase component to the
frequency-dependent response. We have also found
that the field dependence of the dc conductivity
o(E) is independent of the temperature in this re-

gion. "
Temperature-driven excitations therefore do not

play an important role in the frequency- (and field-)

dependent response. We therefore neglect the effect
of finite temperature on the CDW response, and
discuss only models where both o(co) and o(E) are
accounted for at T =0. All of these models assume
that at low electric field strength the CDW is
pinned and does not contribute to the dc conductivi-

ty.
The frequency-dependent conductivity for low

amplitudes ( V„«VT) reflects the dynamical

response of the pinned CDW mode, with possible
contributions also coming from the depinned (slid-

ing) CDW as discussed below. We will compare
our experiments to the predictions of both the clas-
sical and the tunneling models.

A phenomenological description of the pinned
CDW by Lee, Rice, and Anderson' assumes that
the response is classical, and can be described by the
response of a damped classical oscillator in the pres-
ence of an ac driving field

dx 1dx
dt ~ dt M

+coo x = e'"', (3)

2

Reo(ra) = l+
2 (coo—co ) (4a)

ne (~o—«0 )~
Im«7(co) =

M co

X l+ (o —co )
CO

(4b)

where M is the mass of the CDW (which can be as-

sociated with the Frohlich mass), r =M/I where I
is the damping constant, and «00=k/M with k the
restoring force. Equation (3) leads to a conductivity
as follows:
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where n is the effective charge density.
For a weakly damped system Re«T(«II) has a peak

and Imo(co) a zero crossing at «0=coo, and the
sharpness of the peak in Reo(co) is determined by
I/r. For an overdamped system with co«coII,
Re«T(co) smoothly increases from Re«T(«0) =0 at
co=0 to

ne ~Reo.(««I ~ co )=
M

X

10
I I I I I I I II

100

frequency tu/2' (MHZ'

1000

FIG. 7. Frequency dependence of the ac conductivity
of TaS3 at various temperatures. The dc conductivity
has been subtracted in each case.

and Im«7(««I) has a maximum. The crossover (co)
frequency is determined by co,„=coos. The response
of a weakly and strongly damped system is shown
in Fig. 8.

Comparing the observed frequency dependence
shown in Fig. 4 with the response expected for a
weakly and strongly damped system, it is evident
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that in the framework of a classical description, the
CDW response is overdamped. In this limit,

Reer(co ) = ne27-

1+(co„/co )'

ne v. co2

Imcr(co ) = 1

1+(co„/co )'

at frequencies co & coo.

We have fitted the measured Reer(co) and Imo(co)
to Eq. (3.3) and find a reasonable agreement. This
is shown in Fig. 9, with chosen parameters
co,J'2m'= 160 MHz and ne r/M = l. lad, .

Equation (5b) also leads to a low-frequency
dielectric constant, which, if one includes the dielec-
tric constant of the uncondensed electrons, is given

by

A cop Qp
e—1=— +

3 Q2
(6)

where the first term is the dielectric constant of a
one-dimensional semiconductor with a single-

FIG. 8. Real and imaginary parts of the conductivity,
Reo.{co) and Imo.{co), as calculated for an overdamped
and underdamped classical harmonic oscillator [see Eq.
(4)].

1.2—

I.O„-

&o~~,
/o

/o

0

/
'/

o/
o /
/

r
0 I I IIIII

10

0.5-

Q3 II

3 03-
E

0.2-

01- o

I I I I IIIII I I I I I IIII I

100 1000
frequency Io/2w (MHzj

FIG. 9. Reo.{co) and Imo. {co) measured for TaS3 at
T=210 K. The solid and dotted lines are fits to the
classical overdamped oscillator model, with parameters
given in the text.

particle gap 5, and co& (4irne——/m)'r is the plas-
ma frequency. The second term is the contribution
from the pinned mode, with Qz 4mne——/M With.

the pinned mode neglected, and using b =700 K, as
evaluated from the temperature dependence of the
low-field dc conductivity, and with co&-1 eV,
characteristic of a narrow-band semiconductor, one
obtains e= 10 orders of magnitude smaller than
the measured value. With the use of Eq. (6), and a
Frohlich mass M=10 m and n=10 ' cm, we
obtain a pinning frequency coo ——2)& 10' sec

The real and imaginary part of the conductivity
can be combined to give

Reer(co~ oo )
N CO07"=O)co ~

Imo (co~0)

and from the measured high-field conductivity and
low-frequency dielectric constant we obtain
co«——277 MHz which compares favorably with the
crossover frequency obtained from the measured
frequency dependence alone.

We conclude therefore, that a classical descrip-
tion of the pinned CDW mode gives a good account
of the measured frequency-dependence response
over a broad frequency range, with a consistent
description of the parameters involved. The
response of the CDW is strongly overdamped in
this model.

Next we compare our experiments with the pre-
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diction of the tunneling model, which —as we have
shown in I—gives an excellent quantitative descrip-
tion of the detailed form of the field-dependent con-
ductivity. Our discussion of o.(ro) will closely fol-
low the discussion of o(co) and 0(E) experiments
performed in NbSes. ' The model assumes that the
COW can tunnel across potential barriers, and a
semiconductor model ' was used to account for the
field-dependent conductivity. The tunneling proba-
bility P(E) evaluated for CDW tunneling leads to a
field-dependent conductivity,

Ep
cr(E) =A 1 — exp

Q 0.1
b O

O

b b

"pot

~/2m' ( MHz)

100 1000
I I I I I III I I I I I III I

T = 170K

100 200
+/2m (MHz)

I I I I IIII I I I I IIIII I I I I

100 )000
where A is a constant of proportionality,

2
7T'6gEo-

4he*up

where eg is the gap across which the CD%'s have
to tunnel, and e'/e =rri/MF The t.hreshold field is

given by Er es/e'L——, where L is the correlation
length of the CDW. Equation (8) gives an excellent
account of o(E) with Er 1.3 V/cm ——and Ep =SEE.

The frequency-dependent conductivity has two
contributions in this model, one coming from the
tunneling CDW's and the other from the response
of the pinned mode. To evaluate the first contribu-
tion, a model developed for superconductor-
insulator-superconductor (SIS) junctions by Tuck-
er' was used to obtain the frequency-dependent
conductivity. For a small-amplitude ac excitation
the theory leads to a direct scaling between the
field- and frequency-dependent conductivity,

(9)

where o' refers to the tunneling contribution of
o(co), and fico.r Ere "L. The e——nergy Rior is associ-
ated with the energy gap fuuz.

In Fig. 10 we show both o(co) and o(E) with the.
voltage and frequency scales adjusted to show the
scaling relation. It is apparent from Fig. 10 that
Eq. (9) is obeyed at frequencies corresponding to
E ~ 3Er, while below this frequency range
o(co) & o(E) suggesting an extra contribution to the
frequency-dependent conductivity. The scaling re-
lation [Eq. (9)] and Fig. 10 lead to a threshold fre-
quency pir/2~=25 MHz. Associating this fre-
quency with the pinning gap eg

——fico& leads to
eg ——16)& 10 ergs, or 0.11 K, orders of magnitude
smaller than the thermal energy kT.

The low-frequency contribution to the
frequency-dependent conductivity arises in this

model from the response of the pinned mode.
Adopting a classical approach [also used to describe
0(co) for a semiconductor], Eq. (3) leads to the
pinned-mode contribution,

~ 2/r2
cr (co)=e (rar) (~r pi)— (10)

. The frequency-dependent conductivity then may be
represented as the sum of the tunneling and
pinning-mode contribution,

o(~) =0'(pi)+o (co),

with 0'(co) given by Eq. (g) and &&(pi) by Eq. (1()).
In the inset of Fig. 10 we have plotted 0.(pi) —0'(pi),
with 0'(co) given by a scaling relation. o~(co) looks
like a damped response of a pinned mode, and a fit
to Eq. (10) leads to ca'r ——100 MHz and core = 1. In
the phenomenological description co&, which deter-
mines the frequency dependence of the pinned
mode, is the same as co~, the threshold frequency
obtained from the scaling of the field and frequency
dependence as shown in Fig. 10. There we obtain
coz. -4coT. %e note that in NbSe3, co&--co~ in both
CDW phases. ' Also in NbSe3, Eo is close to Ez
while in TaS3, Eo ——5E&. %hether a more complete
description which includes the clear distinction be-
tween the pinning gap fico&. and the energy Ace asso-
ciated with Eo leads to a difference between co& and

co& remains to be seen. Also, this discrepancy may
be the consequence of the model, where the tunnel-

ing across potential barriers is modeled by a gap in
the CDW excitation spectrum.

v(mv}

FIG. 10. o.(co) and 0.(E) in TaS3 at T=170 K. The
inset shows 0.(co)—0.(E), which may represent the
pinned-mode contribution 0 (e ) (see text).
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TABLE I. Parameters which characterize the field- and frequency-dependent transport in

TaS3 in the coherent CD% state and in NbSe3. The data presented for NbSe3 is for very pure
samples with a high residual resistivity ratio.

Er Eo
(V/cm) (V/cm)

coos/2m' d'or/2' eg =ficor L 2(0'
(MHz) (MHz) (10 erg) (pm) (LMm)

TaS3
T=170 K

NbSe3
30 K

0 1 10

0.11

0.22

10

3X 10'

240

50

16.5

7.4

0.5 0.13

NbSe3
T=42 K 0.012 0.024 2 K 10 45 3.5 2.3 12 12

'Obtained from 0.(co).
"Using L =6'g/(e~E&) and e*/e =m/MF ——10 '.
'From Eo Er[1——+L /(2(0)].

The parameters, obtained by fitting cr(co) and

0(E) to the classical and to the tunneling model, are
collected in Table I. The correlation length L was
calculated using L =es/e*E& Acor /e*E——& with
e/e' =m /Mz ——10, and the coherence distance go
was obtained from the relation

L
Eo —E&

0

Both L and go represent enormous length scales.
The number of electrons per chain corresponding to
L and go is of the order of 10 .

As the CDW's on the neighboring chains become
correlated, the co- and E-dependent conductivity
represents the response of correlated CDW seg-

ments, and the number of electrons involved in the
coherent response is much more than the number

given above.
Our experiments involving the joint application

of dc and ac fields will be described in a separate
publication. Here we only mention one
phenomenon, called photon-assisted tunneling,
which is predicted by the tunneling model. Aside
from the ac conductivity for low-amplitude ac
fields, the tunneling model also makes specific pre-
dictions of the response in the presence of ac and dc
fields. The consequence of the quantum aspects of
the theory is that the energy %co may be combined
with the energy e*EL provided by the dc field. In
particular, for a joint ac and dc driving voltage of
the form V= Vd, +V„coscot, one expects from the
classical description no excess dc conductivity un-

less Vd, + V„~V~. In the tunneling model, how-

ever, even for Vd, + V„&V~, the energy quantum
%co/e can span the difference between Vd, and Vz,
leading to a dc conductivity when

Vq, +fico/e* & Vr.
We have searched for this photon-assisted tunnel-

ing using various combinations of ac and dc fields

and ac frequencies. With a sensitivity more than 2
orders of magnitude larger than the excess dc con-
ductivity predicted from the tunneling theory we
did not observe photon-assisted tunneling phenome-
na.

We conclude, therefore, that the tunneling model

gives a good account for the field- and frequency-
dependent conductivity, but fails when both ac and

dc excitations are applied to the sample. The reason
for this discrepancy (which may be due to the sim-

plified description of the quantum-mechanical

model) has been discussed by Bardeen. Another

possibility for the failure to observe photon-assisted

tunneling is the presence of time-dependent effects
associated with the development of the collective
current carrying mode. These have been observed

in NbSe3, ' and are most probably also associated
with the CDW phenomena in TaS3.

C. Disordered CDW state at low temperatures

Below about T=100 K there is no evidence for a
sharp threshold field for the onset of nonlinear con-
duction and we do not observe sharp peaks in the
noise spectrum. We suggested in I that at low
temperatures the coherent response of the CDW
state is absent and we called this state the disor-
dered CDW state.

The most simple representation of the response
due to external ac excitations would be to assume
that different CDW regions are pinned with dif-
ferent pinning energies %cod, and that the
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frequency-dependent conductivity is the sum of
frequency-dependent responses of different CDW
regions. Such a model has already been worked out

by Portis ' to account for the frequency-dependent
response of the CDW in NbSe3. The consequence
of this distribution is a smearing of the frequency-
dependent response and a smooth increase of o with

co, in contrast to the rapid frequency dependence
given by Eq. (11).

This effect has been discussed recently from a
microscopic point of view by Feigelman and Vi-
noleus. They have shown that in the presence of
backscattering impurities the CDW leads to a
frequency-dependent response,

cr(co)=, (cor) ln (cor),
Pl

(12)

at low frequencies. Equation (12) has the same
form that was obtained for the frequency-dependent
conductivity for localized single-particle states and
is called the Mott-Berezinsky law. There, z is a
characteristic time associated with the localization.

A good approximation of Eq. (12) is a simple
power law,

0(co)=A co (13)

0.07-

0.05-

I I I I I I I I I I I I III I I

TaS&

T=90K

0.05-
I-

b

0.01
10 100 1000

frequency or/2' (MHz j

FIG. 11. Frequency dependence of the conductivity
of TaS3 at T=90 K. The full line is a fit to Eq. (13),
with a=0.27.

with a g 1 at low frequencies. In Fig. 11 we show
the frequency-dependent conductivity Reo(co) mea-
sured at 90 K. The full line is Eq. (13) with
a=0.27. It is evident that Eq. (13) leads to a good
description of the low-frequency conductivity over
2 orders of magnitude. [In case of frequency-
dependent conductivity observed in materials where
single-particle locahzation occurs, either cr(co) or
cr(co) cr(co =0) (i.—e., the excess frequency-
dependent conductivity) is plotted. Here 0'(co=0) is
small at 90 K, and a plot of cr(co) —o (co =0) is close
to 0.(co) displayed in the figure, and only low-

frequency (f (10 MHz) points are strongly affect-
ed.]

An obvious shortcoming of the model is that it
does not take finite-temperature effects into ac-
count, and therefore the temperature does not ap-
pear explicitly in Eqs. (12) and (13). In the case of
localized single-particle states the power law is ob-
served over a wide temperature range with e slowly
decreasing and A increasing with increasing tem-

perature. Owing to experimental limitations associ-
ated with the large sample resistance, we were not
able to measure the frequency-dependent conduc-
tivity in this temperature region.

We also note that because the same frequency
dependence is predicted both for single-particle
states localized by disorder, and by a random lo-

calization of CDW's by impurities, the observed

frequency dependence may also arise from impurity
states in the gap region. Indeed, we have argued in
I that the flattening off of the low-field dc conduc-
tivity at low temperatures is due to impurity states
which contribute to the dc transport at low tem-
peratures, where only a small number of thermally
excited states participate in the transport. These
impurity states can also give rise to a Ir(co) as given

by Eqs. (12) and (13) and shown in Fig. 10. De-
tailed studies on cr(T,co) in this region may clarify
the role of single-particle states and electrons con-
densed into the CDW state. We note, however, that
localized single-particle states do not lead to a con-
ductivity which strongly depends on the applied
electric field. The account, therefore, for both cr(co)

and cr(E), the effmt of the CDW has to be con-
sidered.

V. COMPARISON OF THE TaS3 and NbSe3

In I we have compared the field-dependent con-
ductivity observed in the coherent CDW state with
nonlinear effects measured in the linear-chain com-
pound NbSe3. In both materials a tunneling formu-
la describes cr(E) over a broad electric field range.
The characteristic fields Eo and Ez. are very small
in the low-temperature (T &59 K) CDW state of
NbSe3, where both parameters are approximately 2
orders of magnitude smaller than in TaS3 below Tz.
The upper CDW state of NbSe3 is characterized by
a field dependence between these two cases.

The co-dependent response is also very similar in
NbSe3 (Refs. 17, 25, and 26) and TaS3 in the
coherent CDW region. In both compounds Reo(co )

smoothly increases with co and Imcr(co) shows a
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maximum at frequencies where Reo'(co) shows the
strongest dependence. In terms then of a classical
model, the CDW response is strongly overdamped.
A tunneling model also describes a(co ) in both com-

pounds. There is also a strong correlation between
the field- and frequency-dependent transport in

both compounds. Broadly speaking, the low-

frequency dielectric constant is inversely propor-
tional to restoring forces associated with the poten-
tial in which the CDW is pinned, and the threshold
field is proportional to this potential. From this
crude argument one expects that @ED- is approxi-
mately constant. In Table I we have collected the
measured e and ET values for both CDW phases of
NbSe3 and for TaS3. AT is indeed approximately
the same for all three CDW phases as expected
from the above argument. This strongly suggests
that the pinning and subsequent depinning mechan-
ism is the same in NbSe3 and TaS3, and the differ-
ence in dimensionality and the absence of presence
of uncondensed electrons does not play a fundamen-

tal role in the CDW dynamics.
We have also remarked the difference between

the temperature dependence of o(E) in TaS3 and

NbSe3. In both CDW phases of NbSe3 the charac-
teristic fields Eo and ET diverge at the Peierls tran-

sition, while the field-dependent conductivity is in-

dependent of T up to Tz in TaS&. This difference
also shows up in the co-dependent transport studies
in TaS3 and NbSe3. The co-dependent response

moves to progressively higher frequencies when Tz
is approached from below in both CDW phases in

NbSe3, ' and also e~O at the Peierls transition.
In contrast to this, in TaS3 both o(co) and e are in-
dependent of T below Tz. Thus, the temperature
dependence of o(co) and o(E) a. re strongly correlat-
ed in both compounds.

The reason why both o.(E) and o(co) suggest
higher pinning energies in TaS3 than in NbSe3 is not
clear. If in TaS3 the CDW is commensurate with
the lattice, then the large pinning energies suggest
that pinning is dominately due to commensurabili-

ty. Alternatively, TaS3 may reflect the stronger
pinning by impurities or less pure specimens. Ex-
periments on Tas3 with various amounts of impuri-
ties may clarify this question.

VI. CONCLUSION

We have observed field- and frequency-dependent
conductivity associated with the development of the
Peierls-Frohlich CDW state in the highly anisotro-
pic conductor, orthorhombic TaS3.

A phase diagram which demonstrates the various
phenomena which are associated with the progres-
sive buildup of CDW correlations is shown in Fig.
12. At high temperatures (Ty 300 K) there is no
evidence for 1D CDW's. The conductivity is high
and shows metallic behavior, and it is independent

I Coherent CDW

I

commensurate
superstructure

(x rays)

! activated low-field behavior

I
ge —LL/kT

strongly nonlinear

I
«,=~(E)

sharp threshold ET
huge dielectric constant

e-107

j
MHz frequency

dependence
I o.„=o.(co )

I

narrow-band noise
for E&E~

1D Resistive
Fluctuations

Commensurate
superstructure

(x rays)

Disorderlike
low field od,

Strongly nonlinear

od, ——o.(E).
No sharp threshold

Large dielectric constant

ohmic
o g,@cr!E).

Orthorhombic TaS3

Disordered CDW I Metallic
I

I I

CDW fluctuations
(1D diffuse x rays)

I

nonmetallic o(T) j o~T-2.6&(10 0 'cm '
Anisotropic o./o. i-10'

I

I

I
I

I
I

I positive dielectric constant
I e&0 I

I

MHz frequency microwave frequency
dependence I dependence
o(N ) co I

no narrow-band noise no narrow-band noise
I

( t

—100 K Tp ——215 K -270 K
Temperature

FIG. 12. CDW regions in TaS3 as established from temperature, field- and frequency-dependent conductivity studies.
The x-ray observations are from Ref. 9.
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of frequency with no out-of-phase component, as
expected for a metal where current is carried by ex-

tended electron states. Below 300 K the progressive
buildup of 1D CDW's leads to a strong supression
of the conductivity, suggesting resistive fluctuations
and associated localization effects, as evidenced by
a frequency-dependent conductivity and positive
dielectric constant. These may reflect single-

particle localization effects on the dynamical

response of the CDW mode in the fluctuating re-

gion. We note that the situation here is different
from that observed in the organic conductor
tetrathiafulvalene-tetracyanoquinodimethane (TTF-
TCNQ), ' were in the 1D fluctuating CDW region
(T& 56 K) the conductivity strongly increases with

decreasing temperature.
At T=215 K a phase transition in orthorhombic

TaS3 occurs to a 3D-ordered CDW state. Strongly
nonlinear conductivity with a sharp threshold field,
and narrow-band noise phenomena point to a
coherent CDW response. In other words, the whole

sample responds to external ac or dc driving fields
in a highly coherent manner. The frequency-
dependent conductivity suggest small pinning ener-

gies (per electron), and provides direct evidence for
a collective mode which involves a large number of
condensed electrons. While a classical descrip-

tion' ' accounts for the qualitative features of
tr(E) and o(~o), a tunneling model provides a de-

tailed fit to both the field and frequency depen-
dence. Attempts to provide other evidences for
quantum effects, however, like photon-assisted tun-

neling, were unsuccessful. At low temperatures
there is no evidence for a coherent CDW response.
While impurity states may also lead to m-dependent

response in this temperature region, the observed
field dependence suggest that incoherent response of
various CDW segments play an important role in

this so-called disordered CDW state. The ac-dc
coupling experiments and detailed noise measure-
ments performed in the temperature region where a
coherent CDW response is observed will be reported
later.
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