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We investigate the effects of quadratic and trilinear symmetry breaking in a ¢3 field
theory for the (n + 1)-state Potts model by means of renormalized perturbation theory to
one-loop order in dimension d =6—e€. For n+1=2" the break in quadratic symmetry
splits the field into m critical and n —m noncritical components, and we allow for three tri-
linear couplings v,w,z between different field components. In the limit # =m =0 the Ham-
iltonian represents a bond-diluted Ising ferromagnet near the percolation threshold with an-
isotropy parameter i ~e /T and critical mass ¢ =p,(T)—p, where T is the absolute tem-
perature, p the concentration of occupied bonds, and p.(T) a point on the critical line. We
find that for any nonzero quadratic anisotropy there are only nonsymmetric trilinear
fixed-point (FP) couplings v*(fZ), w* (@), z*({X); E=ri /k and k is a scale parameter. The
multicritical percolation point v1;(0)=w{;(0) =z;(0)=(2€/7)!/? is the only symmetric FP
in the parameter space (v,w,z), and it is not completely stable under trilinear symmetry
breaking even in the absence of quadratic anisotropy, since the stability matrix has a mar-
ginal eigenvector. Starting from the percolation point we find that, despite a break in tri-
linear symmetry induced by quadratic anisotropy, there is a crossover to the critical line
with asymptotic mean-field exponents. The flow of the couplings and the effective ex-
ponents for the crossover are calculated. A further result is that trilinear symmetry break-
ing yields a new completely stable, asymmetric FP v} =z} =0, wi?(@)/(1+E?) =2¢/7,

1 OCTOBER 1982

with nonclassical critical exponents 7;= +€/21, vi ' —2=5¢/21 for all finite .

I. INTRODUCTION

In a quenched bond-diluted Ising model with a
fraction p <1 of occupied bonds the critical tem-
perature T,(p) decreases as p is decreased, becoming
zero at the percolation concentration p.. The criti-
cal behavior as function of bond concentration, for
any fixed and finite temperature 7, is assumed to be
classical with mean-field exponents above four di-
mensions. It has been argued that the percolation
threshold p=p,. at T =0 should be regarded as a
higher-order critical point.! 3

The thermally driven transition from the percola-
tion threshold to the critical line in random site-
diluted magnets with nonmagnetic impurities has
become of considerable experimental interest in re-
cent years® and it has been suggested that this tran-
sition is a realization of crossover in an anisotropic
one-state Potts model on a lattice.* This is the limit
n=0 of the (n + 1)-state Potts model® in which the
pair interaction K;e;(T)e;(T"’) between the n +1 vec-
tors e(T) (@=1,...,n +1; i=1,...,n) on the lat-
tice site T that point to the vertices of a hyper-
tetrahedron in n-dimensional space, is not the same
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for all components i.

In a previous publication,® in the following re-
ferred to as I, we report on a renormalization-group
(RG) study of crossover induced by quadratic sym-
metry breaking in a Potts ¢* field theory for the
(n +1)-state Potts model with emphasis on the
n =0 limit. This a ¢ field theory in which the tri-
linear coupling is given exclusively in terms of the
“Potts vectors” ef. It is shown there that a trilinear
coupling ud; ¢;¢;¢x (summation over repeated in-
dices) that is symmetric in the field components,
with a tensorial coefficient d;j =e/"e/'ef, is a rather
nonobvious assumption and we pointed out that the
quadratic symmetry breaking that is necessary for
the crossover from the percolation point to the criti-
cal line may induce a relevant break in trilinear
symmetry even very close to the percolation thresh-
old, which could yield to new critical behavior
described by a nonsymmetric fixed point of the RG
equations.

Multicritical points can be investigated by means
of symmetry-breaking perturbations and crossover
phenomena from high- to low-symmetry critical
behavior in anisotropic spin systems have already
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been extensively investigated by means of RG pro-
cedures in an n-component ¢* field theory.”® It
has been shown that anisotropy in the quartic term
in the Hamiltonian is irrelevant in the RG sense!”
whenever n <4—0(¢), where e=4—d, and that the
crossover in the disordered phase from O(n) to
O(m)—symmetric critical behavior (m <n) driven
by quadratic symmetry breaking can be described
by a single, isotropic, quartic coupling, in the case
of small n.

The effects of symmetry-breaking perturbations
to study multicritical points in ¢3 field theory be-
came of more recent concern. The three-state Potts
model with linear and quadratic symmetry breaking
has been investigated recently assuming trilinear
symmetry.!! An extended Potts ¢ field theory has
been suggested to describe the crossover in branched
polymers and it was shown that quadratic symme-
try breaking induces a crossover from the percola-
tion point to lattice-animal behavior, whereas a
break in trilinear symmetry, of a different kind than
the one discussed in I and in the present paper,
yields the behavior of 6 solvent branched poly-
mers.!? The results of the works done so far in ¢°
field theory indicate that the percolation point is a
multicritical point in the space of couplings that go
into the Hamiltonian.

The aim of the work that we report in this paper
is to gain further insight into the multicritical per-
colation point by studying the thermally driven
crossover in random ferromagnets. This enables us
to determine the stability of the percolation point to
a trilinear symmetry breaking which has, apparent-
ly, not been considered by other authors before.
Moreover, this is the first time, to our knowledge,
that the combined effects of quadratic and trilinear
symmetry breaking are discussed.

Our first purpose is to provide the details of the
calculations that illustrate the stringent constraint
that is implied by the choice of a symmetric trilin-
ear coupling done in I, in order to compare with
previous work by Stephen and Grest. Here, how-
ever, we go considerably further and exhibit the full
effects of trilinear symmetry breaking induced by
the break in quadratic symmetry that describes the
thermally driven crossover away from the percola-
tion point. We find that there is no crossover to a
symmetric trilinear fixed-point coupling and that
the only symmetric fixed point is the one associated
with percolation. In view that the (n 4 1)-state
Potts model is isomorphic to an n-vector model,
this is in sharp contrast to the crossover driven by
quadratic symmetry breaking with an isotropic
quartic coupling in an n-component ¢* field theory

for small n. Nevertheless, we show that the non-
symmetric trilinear fixed point that is reached in
the crossover from the percolation point yields the
classical asymptotic critical behavior with mean-
field exponents that one expects to have in dimen-
sion d > 4.

Our second purpose is to show that there is a
break in trilinear symmetry inherent to a Potts ¢°
field theory of the one-state Potts model. Indeed,
we find that even in the absence of quadratic sym-
metry breaking the percolation point is not com-
pletely stable to trilinear symmetry-breaking pertur-
bations, and that in a Hamiltonian parameter space
with three trilinear couplings that are relevant to
random ferromagnets there is an eigenvector that
corresponds to a marginal eigenvalue. If quadratic
symmetry breaking is then turned on we find that,
in the limit of extreme anisotropy, the nonsym-
metric fixed point that describes the random fer-
romagnet becomes a completely stable fixed point.
We also find a further, completely stable asym-
metric fixed point with new critical exponents that
is not reached from the percolation point and we
call this “asymmetric percolation.”

The main difference between the break in trilin-
ear symmetry in the Potts ¢> field theory considered
in the present work and that of the works by Harris,
Lubensky, and Isaacson,!? is that the trilinear cou-
plings of these authors are not given exclusively by
the n +1 n-dimensional Potts vectors e but rather
by set of n n-dimensional vectors and their trilinear
symmetry breaking involves always the additional
component. The implications of this difference are
pointed out in the present paper.

Our starting Hamiltonian with pair interactions
between the vectors e(T) singles out m one-spin
components in a representation of Wallace and
Young appropriate for an anisotropic n 4 1=2"-
state Potts model that can be expected to represent
a bond-diluted Ising ferromagnet in the replica limit
m =0. The resulting continuous-field Landau-
Ginzburg-Wilson Hamiltonian describes what we
call a Potts ¢° field theory, with quadratic symme-
try breaking in which the trilinear coupling has the
tensorial structure of the d; in terms of the Potts-
state vectors e/(F). Without the quadratic
symmetry-breaking term this is the Hamiltonian of
Amit’s work!® and the essentially equivalent one of
Priest and Lubensky!* for an isotropic trilinear in-
teraction.

The Landau-Ginzburg-Wilson Hamiltonian is
given in Sec. II. Quadratic symmetry breaking
splits the fields into “longitudinal” (or critical) and
“transverse” (or noncritical) components, with criti-
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cal and noncritical mass, respectively. In accor-
dance, three trilinear couplings are introduced to al-
low for possible trilinear symmetry breaking be-
tween different field components. A fourth trilin-
ear coupling, between critical-field components,
that was also renormalized in I for symmetry
reasons, need not be included here because it is asso-
ciated to a tensorial coefficient that vanishes identi-
cally in the irreducible three-point vertex functions.

Our RG procedure developed in Sec. III is
renormalized-perturbation theory (RPT) with the
dimensional regularization (DR) of ’t Hooft and
Veltman and generalized minimal subtraction
(GMS) of dimensional poles, as introduced by Amit
and Goldschmidt for ¢* field theory with quadratic
symmetry breaking. Our calculations are restricted
to one-loop order in dimension d =6—¢, and they
apply to the disordered phase. The bare two- and
three-point vertex functions have dimensional poles
in € that are subtracted out by means of wave-
function and coupling-constant renormalization, as
in the usual procedure of minimal subtraction.
There are additional logarithmic terms in the scaled
noncritical mass (or anisotropy parameter)
[ =ni/k, where k is a momentum-scale parameter,
that become singular in the limit of large i and that
are also subtracted in GMS. The calculation of the
tensorial coefficients is deferred to Appendix A and
the RG procedure, particularly the subtraction of
the large @ terms, is checked against a cutoff-
dependent version of RPT in Appendix B. The RG
equations for the irreducible vertex functions can be
found there. The Wilson B functions that deter-
mine the fixed points are discussed in Sec. IV,
where it is shown that the symmetric solution for
the renormalized trilinear couplings, v*(@)
=w*({@)=z*({), does not solve the fixed-point
equations for nonzero @, except with the trivial
v*=w*=z*=0. The new asymptotic nonsym-
metric fixed point and the asymmetric-percolation
fixed point are also discussed in Sec. IV. The criti-
cal crossover exponents are obtained there by means
of the other Wilson functions yf[) and ygz’, for i=1

and 2. It is also shown that asymmetric percolation
has critical exponents that are both nonclassical and
different from the usual percolation exponents. Our
results and further implications are summarized in
Sec. V.

tion p <1 of occupied bonds corresponds to an an-
isotropic (n + 1)-state Potts model, n 4+1=2", in
the replica limit m =0. The anisotropy parameter
that breaks the symmetry among the Potts opera-
tors is proportional to e ~2K, for an Ising pair in-
teraction K=J/T and T being the absolute tem-
perature.

We indicate by o,, u=1,...,m, the replicated
spin operators and we introduce n=2"—1 opera-
tors e;, i=1,...,n, formed by all distinct products
of the o,,’s:

ey=0, pu=L...,m

eq=...(aﬂav),...,(U#a,,a.,,),...,(0102,...,0,,,) ,
g=m+1,...,n.
(2.1)

In terms of the operators e;(T) defined on the lat-
tice site T the effective Hamiltonian of Ref. 4 is

H= ——2 KO Zei(T)ei(F’)
NN i

—K) 3 2s—1) 3 e, (Fley(F1) |,

§>2 {s}
2.2)

where the last sum runs over those e, that are a
product of s 0,,’s. Here,

2"'K0=——1n(1——p)+(m-—2)K1

and K;=[p/(1—p)]e X is the symmetry-breaking
field that favors the ordering of the spin variables
e, in Eq. (2.1). In the following greek subindices
run over longitudinal (critical) components and lat-
in over transverse (noncritical) ones as indicated in
Eq. (2.1) except i,j,k, that run over all. Also sum-
mation over repeated indices is used all through this
paper. ,

The ¢;’s defined in Eq. (2.1) form a representa-
tion of the n-+1 n-component vectors ef,
a=1,...,n+1, that point to the vertices of a hy-
pertetrahedron in n-dimensional space and that
describe the (n + 1)-state Potts model. In this repre-
sentation «a indicates the 2™ states of the m spin
variables o= +1 and a sum over a is understood as
a trace over the spin states.” The e satisfy the
Potts constraint

n+1
II. GENERAL FORMULATION AND z ef=0, (2.3a)
EFFECTIVE HAMILTONIAN a
It has been showed by Stephen and Grest* that efef=(n +1)8ap—1, (2.3b)
within the replica formalism the effective Hamil- efef=(n +1)5; . 2.3¢)

tonian for a random Ising ferromagnet with a frac-
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For a renormalization-group study of crossover
from the percolation threshold to the critical line in
a random ferromagnet it is sufficient to consider a
slightly simplified Hamiltonian with a single pair
interaction® K 164(T)eg(T') among transverse com-
ponents in Eq. (2.2). The Landau-Ginzburg-Wilson
(LGW) effective Hamiltonian, in dimension

d =6—¢, is then derived by using standard Gauss-
ian integration techniques and it has a quadratic
symmetry-breaking term for finite temperature T.
As we showed in I that quadratic anisotropy could
generate trilinear anisotropic couplings through the
RG procedure,’ we allow here for three different
trilinear couplings to start with and obtain

_ 1
H= [d% | 3(V$P+ 317+ 3793+ Tk %00dupbudy $p + 76 Wod g u$pbg + 51k *20dparbpy8, |

where ¢ is an n-component real field with m longi-
tudinal and (n —m) transverse components, ¢; and
5, such that ¢> =%+ ¢3 with

H1=¢u(X)B(X), $1=0,(X)$,() . 2.5)

The coupling constants vg,wq,z, are dimension-
less and k is an arbitrary momentum scale parame-
ter. The tensorial coefficients

n+1

di= 2, efefeg, i,jk=1,...,n (2.6a)
a=1

dypm =0, (2.6b)

are evaluated with the operators e/ of Eq. (2.1),
from where the last equality in Eq. (2.6b) follows.
The square of the critical mass ¢, and the noncritical
mass m are related to the scaling fields of the ran-
dom bond-diluted Ising model,! p~p.—p and
pa~e ~ X in the low-temperature limit through

tp+Am8, mlap, 2.7

with p, the mean-field value of the percolation con-
centration. We stress the absence of a trilinear cou-
pling among all longitudinal components due to the
vanishing of d,,,,, in Eq. (2.6b).

In dimension d > 4 the quartic terms in the LGW
Hamiltonian, which have not been written out, are
irrelevant in the RG sense and for a study of the
disordered phase, to which the present work is re-
stricted, they are not needed for the stability of the
thermodynamic quantities and, consequently, they
will be ignored in what follows.

III. DIMENSIONAL REGULARIZATION AND
GENERALIZED MINIMAL SUBTRACTION

We renormalize H by dimensional regularization
(DR) with!>!® generalized minimal subtraction®

(2.4)

‘ v
(GMS). As we are studying a fully anisotropic ¢°
field theory close to the critical dimensionality
d.=6, we need to introduce two wave-function re-
normalization constants, Z f,” and Z ff), for longitu-
dinal and transverse fields together with three di-
mensionless renormalized couplings v,w,z, and also
Z'D. Z'% that renormalize the longitudinal and
transverse two-point function with a ¢? insertion.!
The renormalization is done at the critical theory
for fixed . For a random ferromagnet this means
renormalization at a point on the critical line.
There are no critical-mass subtraction terms in di-
mensional regularization and we can proceed as
usual by taking the critical line as given by mean-
field theory. Here i° is the true transverse-inverse
susceptibility at criticality for the longitudinal com-
ponents and the fact that the theory can be correct-
ly renormalized by keeping m fixed follows along
the same lines as in ¢* field theory.>® Moreover,
this implies that the dimensionless [T =#i/k grows
to infinity in the asymptotic region x—0 and the
renormalization procedure should be carried out so
as to keep the theory finite in this limit. This is
done by the requirement that the renormalization
constants should cancel the leading dimensional
pole and the next-to-leading logarithmic singularity
in & order by order in the renormalized couplings v,
w, z, and €, in the dimensionally regularized theory.

The bare two- and three-point vertex functions
I‘}f) and I ffk) transform like the tensors 8;; and djj
in Eq. (2.6), and we obtain for the bare functions at
criticality

T =8,k 2 =8, Gl
T2 =8, (% +k?—3,) =8, T%, (3.1b)
rzV=s, rh, ' (3.2a)
F%”zSqu"(zz’“ , (3.2b)
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Ty =d,, Ty, (3.3a)
Ty =dup TS, (3.3b)
Topr=dpe, T, (3.3¢)

where the diagrams that contribute to the self-
energy parts and to the two-point vertex with ¢ in-
sertion I‘f-f’” are shown in Figs. 1 and 2 while those
for the three-point vertex functions are shown in
Figs. 3 and 4, to one-loop order. The evaluation of
these diagrams includes a tensorial factor due to the
summation over the internal indices of the coeffi-
cients dyj associated to each trilinear coupling in
the Hamiltonian of Eq. (2.4). The calculation of
these tensorial factors is lengthy although straight-
forward and it is performed through the systematic
use of Egs. (2.3) and Egs. (2.6), as it is shown in
Appendix A. It is, however, of importance to point
out here that the result of the tensorial sums for any
particular diagram depends also on the external in-
dices that are not summed over. This not only
brings out an overall tensorial factor §;; or d;j for
Ff-f) or Fffk) as indicated in Eq. (3.1)—(3.3), but also
changes the dependence on n and m of the weight
of each diagram. For instance the weight of dia-
gram d in Fig. 3 is (n +3 —3m) while the weight of
diagram 4 in the same figure is (n +2—3m).

The renormalization procedure by DR (Refs. 13

OO
v b

/7~ N\ / N
\\___//
c d
4
e

FIG. 1. One-loop contributions to the self-energy parts
3, (a and b) and 2, (c —e) of the longitudinal and trans-
verse two-point vertex functions in Eq. (3.1). Dashed and
solid internal lines represent longitudinal and transverse
free-field propagators, respectively. To each trilinear in-
teraction with one, two, or three solid lines is associated a
factor vod vy, Wolypg, OF Zodpg, Tespectively, and summa-
tions over internal indices is implied.

/ \
/ \ +
LN __ L _ _ S
a b
+
. . —
\ /
d e

TARIA

FIG. 2. One-loop contributions to the two-point vertex
functions with ¢? insertions T'%;"’ (@ —c) and T's>" (d —g).
Internal lines and trilinear interactions are as specified in
Fig. 1. The wiggly line indicates the insertion point.

and 15) and GMS (Ref. 8) proceeds as follows. A
given bare-vertex function, such as I“(12) in Eq. (3.1),
is given explicity to one-loop order by

M'Y=k?—(n +1)[v3(m—1)4,
+swin+1=2m)4,],
(3.4)

with 4, and A4, being the loop integrals with one
and two transverse propagators of diagrams a and b
of Fig. 1:

-2

A, =:c2fA/Kd‘{p(ﬁz+p2)‘1 p+% , (3.5a)
271
A=k [ ddp @4 pD)1 724+ ﬁ+% :
(3.5b)
where A is an arbitrary cutoff and
f=#i/k . (3.6)

Both integrals go like A?~* and are ultraviolet
divergent for d >4. DR consists!® in performing
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b
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P

FIG. 3. One-loop contributions to the vertex functions
I";ﬁ)? (@ —d) and I‘}}p’q (e —h). Internal lines and trilinear
interactions are as specified in Fig. 1.

1
[Al]sinngsing+k2fO dx x(1—x) [ln

, !
[42])sing=Asing +k fodxx(l——x) In

1 € ~2
Asing=—k2§; 1——In(1+a%)

4

Since the last terms in both Egs. (3.7) are regular
in € and finite for I — oo, they do not contribute to
this order. The singular contribution to both in-
tegrals is the same and given by Eq. (3.8). The lead-
ing singularity is a dimensional pole independent of
the anisotropy fi that is canceled by the renormali-
zation constants as in the theory with minimal sub-
traction (MS). However, the next-to-leading term
becomes singular when fI— o, and GMS consists
in requiring that the renormalization constants also
cancel these singularities so as to render the theory
finite when i— . We notice that the singular
contribution to all diagrams is the same as far as
they contain at least one internal transverse propa-

2% 4+x(1—x)

B 4x(1—x)

/ \ + 7\

/ \ / \
—— Y A N
a b

/
+ +
o c d

FIG. 4. One-loop contributions to the vertex functions
I"g),. Internal lines and trilinear interactions are as speci-
fied in Fig. 1. The tensorial sum associated to diagram b
vanishes identically.

the integrals for d <4, when they are convergent, by
letting A— o and then to continue analytically for
other values of d. The singularities at d =6—¢ will
appear now as a contribution to the mass term that
is absorbed in the critical ¢t =0, and as a dimension-
al pole in € in the coefficient of k2. The singular
parts'® of 4, and 4,, to the next-to-leading order,
are given by

2
k =2
B In(147°)

>

) (3.7)
LA ~2
" In(1+17)

ki

(3.8)

gator, while the integral for diagram c¢ in Fig. 1
gives

1
[AO]singz—k2?g . (3.9

Similarly, the singular part of the integrals that
contribute to I'j3) and T'{"" are

1

Lsingzz l_gln(lﬂ'ﬁz) (3.10)

for diagrams a—c and e —g in Fig. 2, all diagrams
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in Fig. 3, and diagrams b —d in Fig. 4, while
1
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Here, as usual, a factor K;=2%"'79T'(d /2) was
absorbed in the definition of vg,wg,z. Combining

[LO]sing=z ’ .11 the tensorial factors for each diagram with Egs.
(3.8)—(3.11) we obtain for the singular parts of the
for diagrams d in Fig. 2 and ¢ in Fig. 4. relevant bare-vertex functions in Egs. (3.1)—(3.3)
1
2
P k> 1+(”;L€” S+ |[(m — D03 430 +1—2m ] (3.12a)
2 2
I‘(22)zrﬁ2+k2l1+(n_6:l) v3+‘";” S+ |[m —1wd+ 31— 2m)z}] (3.12b)
2
P01+ 25 1 Lia(422) |[20m — 1003 4-(n +1—2m ] (3.13a)
2 2
r@h. +‘”t” p2 D"y L1+ |[20m — Dw§+(n—2m)zd] (3.13b)
2
I‘f,”:zk‘/z vo+(—niel—)— 1~§ln(l+fi2) [v(3,+(m—2)v(2)zo+2(m—2)v0w(2,+(n—+—3—3m)zow(2)]
(3.14)
2
) e w0+-(l—-—:—l)— 1= Sin(1+7%) |[203wo -+ (m 20w}
+2(m —2)owozg + (1 +2 —3m)wezd] (3.15)
2 2
I k2 | 2+ ‘”t” b3+ (”t” 1= Sin(1+72%) [[30m — Dwd 2+ (n —3m)z] (3.16)
|
It is easy to check that in the isotropic limit g=0 wo(v W,Z,€,0L), Zo(v,w,z;€,0), Z¢ (v, w,z;€,1),

Egs. (3.12)—(3.16) reproduce the vertex functions of
the symmetric Potts model in Ref. 13.

To remove the dimensional poles and the large-ii2
behavior of the vertex functions in Egs. (3.1)—(3.3)
we renormalize as follows:

Z,,(;I)F,(f‘,’:F(Rz,)w , (3.17a)
Z‘Z’F(”:Fﬁ?p’q ) (3.17b)

<1)F(2 A LAV (3.18a)
Z‘”I““’:I‘%‘}’ , (3.18b)
Z}#‘)(Z$¢2))1/2FL31)7=F5{3[)1VP , (3.19a)
(Zibl))x/zzibz)r:;)qzrg;m , (3.19b)
(fo) )3/2F(p3q:'=F(Iglzqf , (3.19¢)

by means of dimensionless functions vy(v,w,z,€,i),

¢2(v w,z;€,it) (i=1 or 2), and where v,w,z are re-

normalized couplings. For the thermally driven
crossover in random ferromagnets near the percola-
tion point we take as usual, in the following, the
limit m =n =0. The wave-function renormaliza-
tion constants are

1
w1 € _
Zy'=1 e ln( +3%) (= +5w?),
(3.20)
(2) 1 2 1 € ~2 2
p— _ —_ _1
Zg =1 e’ +3e 1 2n(l—{—y) w

Note that these are not the same, in distinction to
the symmetric theory considered in I.

The expansion of the bare couplings in terms of
renormalized ones obtained from Egs. (3.14) —(3.16)
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and Eq. (3.20) by requiring that the expansion coef-
ficients cancel the resultant singularities are

1 1
—v+= [1-Smm(1
v+ e v + ln( +i%)
X(—%v3+2vzz+4vw2—32w2) , (3.21)
1 1
wo—w+—wv +—1—2—— ——ln(l—{—y)

X (—26wv?+21w3 +48wvz —24wz?) ,

(3.22)

Zo=z+ zlz(zuz—4u3)

(3.23)

5
+— -—— 1+pm
e ln( 2) |zw

From Egs. (3.18) and (3.13) it follows that

1

Zy=1-= (=202 4+w?),
€

1— gln(lwz)

(3.24a)

z;€’=1—iu2+3
€

2
€ ’

1_§1n(1+,72) w

(3.24b)

and these are again different from the single Z p
that appears in I. In fact, the renormalization of
I‘f-}’” is not an independent one because the dia-
grams combine the tensorial coefficients of I‘f.})
with the loop integrals for three internal propaga-
tors.

IV. SYMMETRIC AND ASYMMETRIC
PERCOLATION

In terms of the dimensional couplings,

€/2 6/2’ A ——-ZoKe/z 4.1)

Ay, =vok®%, A, =woK

the three Wilson B functions are obtained through'’

Bv K—é——v s Bw = K'—a—_w ’
dK A oK A
B, = Kg_z , 4.2)
K 4

where the derivatives are taken at fixed Aj,
Jj =v,w,z. Equations (3.21)—(3.23) can be easily be
inverted to this order to give the renormalized cou-
plings in terms of the A; in Eq. (4.1), and taking
into account the dependence of I on « in Eq. (3.6)
we obtain from Eq. (4.2),

By=— v+ +(147)!

X[ — 303+ 20% + 40w —3z2w?) ,
4.3)

Bu= 3w+ wo4 (1472~

X (—26wv?+21w? + 48wz — 24wz?) ,

(4.4)

4.5)

The fixed point (FP) equations satisfied by v* (@),
w*(f@), and z* (@) are obtained by setting simultane-
ously to zero B,, By, and B, in Egs. (4.3)—(4.5). It
is readily verified that for vanishing anisotropy i
they have the symmetric solution

v*(0)=w*(0)=2*(0)=(2¢/7)'/? (4.6)

that describes the ordinary percolation transi-
tion.!*!* For finite anisotropy, no matter how
small, the solutions to the FP equations are non-
symmetric.

The other Wilson functions are obtained from
Egs. (3.20) and (3.24) as

(r [ p——
= |k=mz{” | @.7)
1L [ K ¢ 5
(r) 8 (r)
Vo= |Ko an , r=1or2, (4.8)
A

and we observe that w? enters al] the Wilson func-
tions always divided by (1+f?). It is then con-
venient to define

Y@ =w*@)?/(1+E>) ,
# K # 4.9)
x(E)=v*(@)?,

where [y(i)]'/? appears as an effective trilinear
coupling. In terms of these new variables we obtain
from Eq. 4.7),
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W@ =cr@—+x(@/1+F»,  (4.10a)
YRE) = ex(@)— $y() (4.10b)

'}"(;2)=67’(r), r=12. (4.10c)

These yield the effective longitudinal crossover ex-
ponents,

() =v4 (@) , 4.11)
v =2=7,) ()~ @) =57 @)
4.12)
that describe the critical
T2k, ) 8, k2 1E
and the longitudinal correlation length
£ ()=t ="
The FP equations are
Z*
v* | —6e+x +48y —36y—
v
zt
+(1+g) 7" [ —16x +24x= | | =0,
v
(4.13)
w* { —6e+2x +21y +(1+72)~!
* *
X | —26x4+24xZ_ |22 ]:o,
1)) 1))
4.14)
Z*
= =4x(x+10y—2¢)"". (4.15)
v

Besides the Gaussian FP that is unstable for
€> 0, the coupled nonlinear equations (4.13)—(4.15)
have three nontrivial solutions. The stability of
these solutions was analyzed by calculating the
eigenvalues ©(f) of the 3 X3 derivative matrix with
elements

3B,
dp

y O,p=0,W,2Z,
FP

op

from Eqgs. (4.3)—(4.5). A fixed point is completely
stable if all the eigenvalues have a positive real
part. 1015

A. Asymmetric percolation fixed point

This corresponds to the solution

z{ =v} =0, (4.16a)

yi=wi?/(1+a*)=2e/7, (4.16b)
with three positive eigenvalues,

©61=9%/10, (4.17a)

Oi=e¢, (4.17b)

O}=3¢/14. 4.17¢)

The set of values in Egs. (4.16) are a solution to
Eqs. (4.13)—(4.15) only when o} (i) or i* are finite.
In the limit Z— oo the only solution to Eq. (4.14) is
w* =0, and this permits a nonzero v* and z* which
correspond to the fixed point that describes the crit-
ical line.

Note that at this fixed point the only nonzero
coupling—normalized by (1+,112) — has the value
for ordinary percolation. This stable fixed point is
one of the new results of this work. It describes a
new transition in the one-state Potts model with tri-
linear symmetry breaking even in the absence of
quadratic anisotropy. We call this transition
“asymmetric percolation” to distinguish it from or-
dinary percolation that corresponds to the fixed
point which is symmetric when =0 and that is
discussed below. From Egs. (4.10)—(4.12) the ex-
ponents for all finite &I are

m=+e€/21,

: (4.18)
vi'—2=5¢/21.

We do not have, at present, further insight into the
physical nature of the asymmetric percolation and
we feel that it deserves a separate study to be con-
sidered in future work.

B. Ordinary percolation and thermally
driven crossover

We are concerned here with the crossover that
starts at the symmetric FP, Eq. (4.6), in the limit
f£=0. The FP for finite i is the solution of the
equations obtained by setting both brackets simul-
taneously equal to zero in Egs. (4.13) and (4.14) to-
gether with Eq. (4.15). This leads to cubic and qua-
dratic equations that were solved analytically for
y(iZ) and that yield



yll(ﬁv)=f3(xu(ﬁ),ﬁ)

and

yu(@)=fr(xu(),Z) .

The solutions satisfy the initial symmetric FP rela-
tion

pu(0)=£3 (x5 (0),0)= £, (x1(0),0)
=X11(0)=2€/7 . (4.19)

By making equal both expressions for yy(xy(&)),
we derived an equation for xy () that was solved
numerically in the crossover region. The flow of
the couplings vYi(@), wi@), and z§({E) is shown in
Fig. 5 together with the flow of [yy(i)]'/? defined
in Eq. (4.9). The flow of (&) under crossover is
shown in Fig. 6. The stability was studied analyti-
cally in the symmetric limit and we obtain for the
eigenvalues when I =0,

ol0)=6%0)=e¢,

egl(o) -0. (4.20)

Equation (4.20) indicates that the symmetric
fixed point of Eq. (4.6) which describes the ordinary
percolation transition'>!* is stable in two directions
and marginal along a third direction.

For finite anisotropy g this FP is nonsymmetric.

26 SYMMETRY BREAKING IN POTTS ¢ FIELD THEORY. ... 3865

The flow of the couplings shown in Fig. 5 are a
solution of the fixed-point equations for any large
but finite anisotropy . We point out, however,
that this fixed point cannot drive asymptotically the
crossover to the critical line because in the limit
II— o the only solution of Eq. (4.14) is w* =0.

The approach to the critical line is described by
the third solution to Egs. (4.13) —(4.15):

win=0, (4.21a)
xTn(@)=[vin(E)]?
=2€{2(F*—3)+[A(@)]'?}
X (81451, (4.21b)

zin(B) =4[x (@) x (@) —2¢]"", 4.21c)
with
A@)=4E* -3 =31 +ED)81+F%)  (4.22)

for i > ic~270. For 0<fi <fi,, A(fI) is nega-
tive and Eqgs. (4.21) are not a real solution of the FP
equations. For fi, <[ < oo the couplings v};(fi) and
Z1(iX) are finite, with limiting values,

zhi( 00 ) =6V 6€ (4.23b)

The fixed point is attractive and it has three

1 A | |

09 10
(1+8%)

FIG. 5. Flow of the trilinear FP couplings from the percolatior\lﬁoint =0 as functions of (1+[z 2)_‘, where I =1 /k

is the scaled anisotropy parameter. v (i )/V'e: solid line; wi(i)/

€: dotted line; z}",ﬁ)/ Ve: dashed line. The dash-dot

line represents the effective coupling [y}i({i)/€]'/? in Eq. (4.9). The arrows indicate the onset of the fixed point in Eq.

(4.21) on the critical line.
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n(i)x10?

N W Hd OO
1

=)
4

0.1 02 03 04

05 06

1

FIG. 6. Flow 2under crossover from the percolation point Z=0 of the effective exponent 9(@)=[v~(@)—2]/5, as
function of (14+")~!. f=#i /«k is the scaled anisotropy parameter. The arrow is as in Fig. 5.

directions of stability with limiting eigenvalues:

M w)=¢,
O )= § ) 4.24)
O w)=¢.

For fi > i, the flow under crossover of the effec-
tive exponents is obtained by introducing Eqgs. (4.21)
in Eqgs. (4.10)—(4.12). This yields

(@)= —sxin(@ /(1 +E> ,
4.25)
v i) —2=5q(f)

and the transition to the critical line has 1asymptotic
mean-field exponents 7)( 0 )=0, ¥( 0 )=+ from Eq.
(4.23) as expected for a random ferromagnet in
d>4.

V. SUMMARY AND DISCUSSION

In accordance with previous works,*® we studied
here the crossover from the percolation threshold to
the critical line in random bond-diluted ferromag-
nets by means of quadratic symmetry breaking
along the components of the fields in a continuous
¢* field theory in dimension d =6—e. Assuming
that the trilinear coupling can be taken at the per-
colation fixed-point value, it has been shown before
that there is a crossover to classical mean-field ex-
ponents* near d =6. However, it is difficult to

understand why the trilinear percolation fixed point
should be used under a crossover away from per-
colation. Taking the crossover in an n-component
¢* theory with quadratic symmetry breaking as a
guide, where an isotropic quartic coupling is justi-
fied for small n, it is known that the correct asymp-
totic critical behavior is not obtained by keeping the
quartic coupling at the fixed-point value of the pri-
mary critical point.'®

In an attempt to understand this point, the work
described in I was carried out. We found there,
with a quadratic symmetry breaking that favors the
ordering in directions associated with the single-
spin components of the Potts vectors e, indications
of a relevant break in trilinear symmetry that may
not allow to keep the trilinear coupling at the per-
colation fixed point in the course of the crossover to
the critical line. In the work reported in the present
paper we carried out the detailed RG calculations to
study the effects of quadratic symmetry breaking
on the trilinear coupling of a Potts ¢> field theory.
This is a theory in which the trilinear couplings d;;
¢:i®;di, not necessarily the same for all field com-
ponents i, j, and k, involve a tensorial coefficient
defined exclusively in terms of the Potts vector ef,
that is, d; =e/"ej"ex. The work reported in this pa-
per is the first study, as far as we know, of the com-
bined effects of quadratic and trilinear symmetry
breaking in a ¢; field theory.

The detailed calculations of this work show that,
for any nonzero quadratic anisotropy, there are only
nonsymmetric sets of trilinear fixed point couplings
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v*, w*, and z*, in addition to the trivial, fully un-
stable, fixed point v* =w*=z*=0, because the re-
normalization of the three-point vertex functions is
not symmetric under quadratic symmetry breaking.
This is an important point which had not been fully
realized before. It also turns out from our work
that the multicritical percolation point is the sym-
metric fixed point in the three Hamiltonian-
parameter space (v,w,z) that favor certain trilinear
couplings between field components. We also find
that in the crossover from the percolation point to
the critical line there is a wide region where the ef-
fective critical exponents are nonclassical in
d=6—¢€ dimensions and that their asymptotic
mean-field values are only reached very close to the
critical line. We cannot attach any particular signi-
ficance to the special value in between where 7(f)
and v~ (@) —2 pass through zero, as shown in Fig.
6.

A second and interesting set of results apply even
in the absence of quadratic symmetry breaking.
First, we have shown that the percolation point it-
self is not completely stable under trilinear symme-
try breaking in the components of the fields of our
Potts ¢° field theory. We found that there is a zero
eigenvalue of the stability matrix in the (v,w,z)
space and this corresponds to a marginal eigenvec-
tor. Then we showed that a trilinear symmetry-
breaking perturbation can yield a more stable fixed
point, with new critical exponents, than the percola-
tion point. This is what we called asymmetric per-
colation, in which the only nonzero trilinear cou-
pling has the percolation fixed-point value. Further
work is clearly needed to elucidate the nature of this
transition. We can anticipate here, however, that a
nonsymmetric trilinear fixed point is not a unique
feature of the one-state Potts ¢ field theory.
Indeed, further work in progress shows that it also
appears in the (n + 1)-state model, for nonzero n.!”

In studying the crossover from the percolation
point to the critical line in random bond-diluted fer-
romagnets we test the stability of the multicritical
percolation point to the combined effects of qua-
dratic and trilinear symmetry breaking in the field
component. As pointed out above, we had to allow
for a break in trilinear symmetry in the presence of
quadratic symmetry breaking, although the inverse
is not the case. In the works of Harris, Lubensky,
and Isaacson'? that describe crossover phenomena
in branched polymers near percolation, the mul-
ticritical point is subject to different and either to
quadratic or trilinear symmetry-breaking perturba-
tions.

Quadratic and linear (in an external field) sym-

metry breaking in the states of the Potts vectors has
been shown to describe the crossover to lattice-
animal behavior in dimension d =8 —¢ in a Potts ¢°
field theory, assuming a symmetric trilinear
interaction.””® It is possible that a break of qua-
dratic symmetry in the states, in place of the com-
ponents, of the Potts vectors ¢ has different impli-
cations on the symmetry of the trilinear fixed point
than what we found in our work and that a sym-
metric trilinear coupling is all that is needed in the
crossover to lattice-animal behavior. Although this
point has not been raised before, there seems to be
an open question that may be important to study.

A somewhat different ¢3 field theory with an ad-
ditional field component associated to the com-
ponent ag=n ~1/%(1,1,...,1) of an orthogonal set of
n n-dimensional wunit vectors a,v=1,...,n;
1=0,1,...,n —1, that satisfy relationships similar to
Eq. (2.3), has been proposed to describe the cross-
over from the percolation threshold to the behavior
of 0 solvent branched polymers.'?®>(¢) With a tri-
linear symmetry breaking that always involves the
additional field component, the percolation point
appears to be given by ‘the next most stable fixed
point, in dimension d =6—¢, in a space of three tri-
linear couplings. However, the specific trilinear
symmetry breaking in the Potts vectors of the en-
larged set of a;” has not been considered, apparently,
so far and it is quite possible that this would yield a
more complex critical behavior in branched poly-
mers that may be worthwhile exploring.

Further work that needs to be done, in addition
to the points referred to above, for the crossover in
random bond-diluted ferromagnets near the per-
colation threshold is a study of the ordered phase
and of the effect of an external field. We expect to
report on these points in future work.
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APPENDIX A

We illustrate here how the tensorial sums are
evaluated corresponding to the diagrams in Figs.
1—4. We give as an example the detailed calcula-
tion of

SIWP = 2 dunrdvrsdpsn (A1)
7,57

that appears as a factor of diagram 3(c). By using
the explicit expression for djj in Eq. (2.6a) together
with Eq. (2.3b) in Eq. (A1), we obtain
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Sup= E Segenes ePe egel[(n+1)8,5—1— Eeg’eg][(n +1)8,5—1 EeZeg] (A2)

aBy 1

After splitting the sums and by using Eqs. (2.3a) —(2.3c) together with Eq. (2.6b) we find that S, reduces

to

Sup=(n+1°S, Segeles -
n

n+1)22 ﬂzeﬁ B, B
1

+n 17 F 88, 3 efefef —(n+1) 3 Tyune 3 efelel (A3)
7.6 4 5 14

where from the definition of ej; in Eq. (2.1),

_ a a a
Tume= 2 epevenes
a

= (1 + 1)(B By +ButBuy) - (A4)

By using again Eq. (2.6a) we finally obtain
Sup=(n+17d,,,(m —2) . (AS5)

The evaluation of any other tensorial sum follows
the same lines leading to the vertex functions in
Egs. (3.12)—(3.16).

APPENDIX B

We show here that the results of this paper also
follow from a cutoff-dependent version of RPT in
terms of the bare parameters of the original Hamil-
tonian'® !> which has been extended by one of us to
describe crossover in anisotropic spin systems.’

The renormalized vertex functions rﬁ%,’w and
TR} i, defined in Egs. (3.17) and (3.19) satisfy the

renormalization-group differential equation:
) )
o T ?Bj 3j

(iy)
—%(‘}/¢1+"'+1’ ) FR,1 iy =0,
(B1)

where j=v,w,z and the Wilson functions ; and
7/3) (n( (2)) if i=u(p) are defined in Egs. (4.2)
and (4 7. ThlS equation is the expression in dif-
ferential form of the independence of the bare

I‘(N ) .,iy With respect to « for fixed dimensional

couplings.

In the bare theory regularized with a cutoff A the
renormalized I' ‘RI,Vf are asymptotically in-
dependent of A, and this is expressed in the dif-
ferential RG equation!®!3 for the bare vertex func-
tions I‘(z,,) and I‘ﬁfk)

axt b

Y. ., ~0, (B2

iy

LD (i)
—7(7’¢1 + - +‘}’¢N

with the new definitions

(r m|_ a
ve |lio} A AdA InZ ]Ul,x )
r=12) ifi=p(p), (B3)
B; | Lo} | A—‘Ljo j=v,w, orz.
J A dA Ul ’ T

(B4)

The bare dimensional coupling constants are now
A;j=joA’%. jo=vo, wo, zo, and « is a renormaliza-
tion point. Here /7 is the noncritical bare mass or
transverse-inverse susceptibility at criticality for the
longitudinal components,

Bpgi =Ty, (k=0). (BS)

The field renormalization constant Z ) is intro-
duced in Eq. (3.17b) to ensure that I‘qu m28
remains finite in the limit A— oo, then for the
transverse two-point vertex it is I‘},f]) — ~28pq that
satisfies the RG differential equatlon (B2).

The coefficient functions y¢ and B; can be
directly evaluated from the partial differential equa-



tion (B2) and the explicit expression for
v ({jo},m /Ak/A) obtained to leading order

ll,..,lN
from the perturbation expansions of Figs. 1—4.
Momentum-space integrations are now done at
d =6 with a sharp cutoff A and the contribution to
the mass term =(,,(k =0) should be explicitly sub-
tracted in Eq. (3.1b).

The essential result we obtained here is that the
asymptotic leading contributions to every diagram
in a given bare-vertex function is the same if the di-
agram contains at least one transverse propagator.
The integrals for diagrams a, d and b, e of Fig. 1
are as in Eqgs. (3.5a) and (3.5b), respectively, with a
subtracted mass term and k=1. The asymptotic
behavior in both cases is given by

[41(k)—A1(0) Jygymp~ (k) ,

[A3(K)— A3(0) Lusymp= I (K) , (B6)
g2l |11 14p?
hy=—k< |y EE |

while we obtain for diagram ¢ with all longitudinal
propagators in Fig. 1,

[A()(k)_A()(O)]asymp

11 A?
_+1n__

1
~ e 2‘—
~Io(k)= =k |-+

) (B7)

where now
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p==. (BS)

> =

Equations (B6)—(B8) are the counterpart in the
bare theory of Egs. (3.7)—(3.9) in the renormalized
theory. Similarly, we find

1, 14
[L ]asympzzln_—_gz& ’ (B9)

for the asymptotic behavior of the integrals with
three internal propagators in diagrams ¢ —c and
e—g in Fig. 2, all diagrams in Fig. 3, and diagrams
b —d in Fig. 4, while

1, A?
[LO ]asympzzln? (B10)

for the integral of diagrams d and a in Fig. 2 and
Fig. 4, respectively. In Eq. (B10) « is an arbitrary
renormalization point and the coefficient functions
are independent of k. Equations (B9) and (B10)
should also be compared with Egs. (3.10) and (3.11)
in the renormalized theory.

It is now straightforward to prove by direct
evaluation that the coefficient functions 7/(”, yff),
and B;, j =v, w, or z, are expressed in terms of the
parameters vg, Wy, 2o, and I of the bare theory by
exactly the same functional relations that give the
Wilson functions in terms of the renormalized
parameters in Egs. (4.3)—(4.5) and (4.10).
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