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A new approach for obtaining the minimum of the density-functional total energy is
developed by the application of the variational method to the effective potential rather
than to wave functions. The resulting conditions on the effective potential are shown to
reduce to a system of simultaneous nonlinear equations. This system can then be solved
easily with the use of modern ideas from optimization theory. This also gives a unified
description of most self-consistency convergence accelerators and enables us to design a
superior procedure. The new approach has been implemented in a completely general
band-structure method. A special construction of the potential and mixed basis set en-
ables us to calculate efficiently the band structure of materials with both complex unit
cells and interacting d states. The method is demonstrated on crystalline Si and ZnS and
is used to obtain the first ab initio band structure for CulnSe, (8 atoms per unit and 292

electrons per unit cell).

I. INTRODUCTION

The density-functional formalism of Hohenberg,
Kohn, and Sham!? (HKS) underlies much of the
recent progress in understanding the electronic and
structural properties of molecules and solids. HKS
have shown that the ground-state charge density
and total energy E,, of electrons moving in any
given external potential V., (T) can be obtained
from the expression

Eiy[n,Vex]=T[n]+ fd?Vext(?)n(?)

L1 fd"fd”’n(r)n( ")

|T—1"|
+Eye[n] (1)

by finding the density n*(T) that minimizes E .
(Throughout the paper the asterisk denotes self-
consistent ground state.) This form is motivated
by the independent-particle model: The first three
terms represent, respectively, the kinetic energy,
applied potential energy, and classical mean-field
interelectronic Coulomb energy of the independent
particles. The universal functional E, [n] rep-
resents all corrections to the independent-particle
model; i.e., the nonclassical many-body effects of
exchange and correlation (xc).

Whereas Eq. (1) is easily proven formally, the
evaluation of n*[ V] can be difficult in practice.
The major problems are the following: (i) The
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functional E, [n] is at present known only for a
few simple systems and must in general be approx-
imated, (ii) the only known prescription for calcu-
lating T'[n] given only n(T) (no wave functions) is
often insufficiently accurate on the scale of binding
energies or conformational energies of polyatomic
system,® and (iii) current searching algorithms to
find n*(7) that minimizes E,, are not effective for
general polyatomic systems. The first problem is
circumvented by applying the local-density approx-
imation for E, [n]; it is determined by borrowing
the known solution for the homogeneous electron
gas.2 For the second difficulty, Kohn and Sham
proposed bypassing the evaluation of T'[n] by
simultaneously constructing a density n (T) and its
kinetic energy T[n] from a set of wave functions
of noninteracting particles. A recent theorem by
Theophilou* described below shows that these ficti-
tious noninteracting particles form a rigorous foun-
dation for the independent-particle model.

The results of Theophilou have motivated us to
find a new approach to solving the density-
functional problem. In its final form our approach
is quite similar to that of HKS, but it also pro-
vides an understanding for the common basis of
several computational techniques currently in use.
This understanding in turn suggests new tech-
niques for obtaining the solution to the density-
functional problem for polyatomic systems. These
techniques have been implemented in this paper
and result in a very effective procedure for finding
the variational self-consistent-field (SCF) potential.
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Theophilou* (see also Refs. 5 and 6) has shown
that for any physical charge density n () there ex-
ists a potential U, (T)(an ordinary function of T)
in which the noninteracting particles will have the
charge density n (7). The Schrodinger equation for
the noninteracting particles is

[— 3 V24 Uet (D)9 () =€ (T) . ?)

By construction, the charge density of the real sys-
tem is identical to the charge density of the system
of fictitious noninteracting particles given by

n()=w; | ¢;()|?, (3)
J

where w; are occupation numbers. The ground-
state kinetic energy in the independent-particle ap-
proximation is likewise constructed from the
noninteracting particle orbitals as

Tn(D)]=So;{¢;(D) | =3V ¢;(P)) . @
j

Theophilou proved a one-to-one-to-one correspon-
dence among the generating potential U, (T) (up
to an additive constant), the ground-state charge
density n(T), and the ground-state orbitals {¢;(T)}
for the noninteracting particles ( and a similar
correspondence also for real electrons). Notice that
U, (T) contains the information of the fixed exter-
nal potential V., (7) [Eq. (1)] which, together with
the number of electrons N ——:2 i@ defines the
physical system. Notice further that the only
meaning for U, (T) is that it generates the charge
density and Kkinetic energy via Eqgs. (2)—(4).

In the density functional equation (1), the densi-
ty n(7) is formally the independent variable.
However, given an n(T), it is difficult to find the
corresponding T'[n] (unless approximate gradient
series expressions® are used for T'[n]).
Theophilou’s theorem, however, opens the way to
treating either the orbitals {1/;(1)] (as done by
HKS and almost all subsequent applications of the
density-functional formalism) or the generating po-
tential U, (T) (as done here) as the independent
variable for minimizing the total energy in Eq. (1).
While these two approaches are parallel, they still
represent fundamentally different philosophical
viewpoints, which in turn are translated into dif-
ferent computational schemes. As shown below,
the scheme based on regarding Ul,,(T) as the in-
dependent variable can be adapted to use modern
and powerful minimization techniques, which
greatly simplifies the solution of the density-
functional problem.

We will define the potential variation which is
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used here by first comparing it to other variational
approaches. The choice between the two possible
independent variables and the type of variation
used leads to four fundamentally different ap-
proaches to minimizing the HKS total energy. In
practice the minimization is always restricted to
searching a finite-dimensional subspace from the
total Hilbert space of wave functions or potentials.
We will denote the independent variables as func-
tions of both position and a set of variational
parameters which specify a point in the given
parameter subspace:

B, () =1;(F:{a;}) , (5)
Uext(F)z Uext(?; {l"p } ). (6)

Here {a;;} and {u,} may be either linear or non-
linear parameters. The four approaches to the
energy-minimization problem are the following: (i)
wave-function sampling, i.e., a discrete minimiza-
tion of Ey[n{a;;};Vex ] by sampling points {a;;}
and choosing the lowest E,, (ii) the wave-function
gradient method, i.e., the Kohn-Sham approach in
which one solves the eigenvalue equations resulting
from the condition V- E,, =0, (iii) potential sam-
pling, i.e., a discrete minimization of E[n {u,};
Vext] by sampling {u,}, and (iv) the potential-
gradient method, i.e., solving the equations result-
ing from the condition V#Ew=0.

All but the last approach have been used previ-
ously, either in the context of the density-
functional energy expression of Eq. (1) or in con-
junction with other energy functionals. In the next
section we discuss the extent to which these dif-
ferent approaches lend themselves to effective com-
putational schemes. We will show that the
potential-gradient method (iv) has important ad-
vantages. Section III shows how these advantages
can be used to simplify the solution of the nonin-
teracting single-particle equation [Eq. (2)] for
solids. Our completely general potential-variation
mixed basis method introduced in this section can
treat materials with both low symmetry and in-
teracting d bands. In Sec. IV we give an overview
of Broyden’s method, a powerful optimization
method particularly well suited for solving the
potential-variation energy-minimization problem.
This method requires only quantities already calcu-
lated for other purposes but cleverly combines
them with the iteration history to find the SCF po-
tential quickly. The illustrative applications of
Sec. V show our results for three very different
semiconductors: covalently bonded Si, ionic ZnS
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with d electrons, and the structurally complex ter-
nary semiconductor CulnSe,.

II. FOUR VIEWS ON THE TOTAL-ENERGY-
MINIMIZATION PROBLEM

A. The wave-function sampling method

In this approach one must (i) select a trial
parameter set {a;;} for Eq. (5) and construct the
wave functions ¥;(7;{a;;}) of Eq. (5); (ii) construct
the density n (T) and kinetic energy T[n] from
Egs. (3) and (4), respectively, and (iii) calculate
E,[1n,Ve] of Eq. (1) and repeat the above steps
to obtain the minimum of Ey[n{a;;};Vex] as a
function of {a;;}.

The primary advantage of this method is that it
does not require any eigenvalue problem solving,
such as Eq. (2), and does not require that any ef-
fective potential be constructed. Hence, it is possi-
ble to deal conveniently with nonlinear parameters
and interelectronic correlation effects directly in
the wave functions. Consequently, this method has
been used extensively to calculate many-body in-
teraction energies for bosons,” nuclear matter,® Fer-
mi liquids,’ solids,'® and molecules'! with the use
of nonlinear forms such as the Jastrow wave func-
tions'? ¥j(F15;{a;;}) or Feenberg wave functions’
¥;(T1,T123, - - -5 {@;;}). It has also been used to
define Wannier functions for solids.> However,
for our purpose here of treating systems with a
large number of occupied single-particle orbitals
{1}, this method is very ineffective because it re-
quires a good search method to converge at all and
since the number of its variational parameters de-
pends on the number of occupied orbitals. It is
therefore limited, with the use of state-of-the-art
nonstochastic search algorithms, to about 100
parameters a;;. The result is that this method is
suitable for independent-particle problems only
when the number of occupied states is small (as
simultaneous minimization is required for all
single-particle orbitals ¢;) or when the wave func-
tions have a particularly simple form. Many prob-
lems in contemporary one-electron solid-state phys-
ics do not satisfy these conditions.

B. The wave-function gradient,
or the HKS method

Since the form of the energy-minimizing poten-
tial U, (T) of Eq. (2) is generally unknown, Kohn

and Sham” have provided a particular interpreta-
tion to it, based on a wave-function variational
principle dE,; /9y=0. This leads to the condition
for the gradient:

oE
—© _9JRe
aa,-j

1

'2_’V2+ VKs[n (?)]

)

to be satisfied by the final SCF wave functions
Y*(r). This is more commonly identified as the
Kohn-Sham (KS) single-particle equation for the
variational wave functions of the fictitious nonin-
teracting particles:

<_3'Lf_

aa,-j

=0, (7a)

[~ 5V 4 Vis[n (DY (D)= }() . (b)

This is identical in form to the general Eq. (2) that
generates orbitals {1);}, except that U, (T) of Eq.

(2), which is an ordinary function of T, is replaced
in Eq. (7b) by an integrodifferential operator,

T’ aExc
ﬁ(r_’) + Efl]
|[T—7"| on (T)

= Vext(?)+ VCoul[n’(F)] + ch[n (f’)] ’

Visln (D)]=Veu (D) + [dr

(®)

where Voy[n(T)] and V. [n(T)] are the interelec-
tron Coulomb and xc potentials, respectively. The
explicit dependence of the Kohn-Sham potential on
the charge density requires that the variational
Eqgs. (7) and (8) be solved iteratively. The general
description of this iterative procedure is as follows:
(i) Select a trial set {a;;} and construct the wave
functions {¢;(T;;{a;})} of Eq. (5); (i) construct
the charge density n (T) and kinetic energy T'[n]
using Eqgs. (3) and (4); (iii) from the charge density
calculate the Kohn-Sham potential Vgg[n,(T)] of
Eq. (8); (iv) solve the eigenvalue problem [Eq. (7)]
to obtain new wave functions. Repeat all of the
above steps until the input and output wave func-
tions are equal (to within a prescribed tolerance).
This method has an important advantage over
the wave-function sampling method: At an arbi-
trary mth iteration it yields solutions for a set of
wave functions {1//5-""( )} which contain substan-
tially more information than the single number
E{™ provided by the wave-function sampling
method. This information then can be used as a
guide for selecting the next trial wave functions.
This procedure has been implemented in the past
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with various computational approximations, in-
cluding (i) the size and form of the basis set
describing {1;}, (ii) the calculation of Vkg[n (7]
from n(T), (iii) the solution of the eigenvalue prob-
lem in Eq. (7), and (iv) the specification of a con-
sistency between input and output wave functions.
However, a number of annoying features remain.
These include the high sensitivity of # () to com-
putational fluctuations in Vgg(T) (which often
leads to instabilities in iterative schemes, e.g., Ref.
14) and the large size of the subspace {a;;} needed
to obtain a useful accuracy.”® These difficulties
frequently lead to the introduction of (often severe)
computational approximations to solve the all-
electron Kohn-Sham problem. In part they also
encourage a pseudopotential approach to the prob-
lem!® in which Vgs(T) in Eq. (8) is replaced by an
approximate functional identifying V,,(7) with an
empirical pseudopotential and treating only the
valence electrons.

The method for selecting trial wave functions
¥{™(¥) for the mth iteration implied by the Kohn-
Sham approach is simply PM(E)= tm=1(g),
where 1/J§"'—”( T) is the solution of Eq. (7) for the
previous (m —1) iteration. Although obvious and
simple, this leads to an iteration sequence which is
not guaranteed to converge and often does not, as
will be illustrated in Sec. V for ZnS. In attempts
to overcome this problem, as well as those indicat-
ed above, various artificial devices for forcing con-
vergence have been used. These include the
potential-mixing method (e.g., Ref. 16), the Pratt
scheme,!” improved mixing schemes,'® or
potential-attenuation schemes.!® These methods all
modify the potential of Eq. (8) by including contri-
butions from previous iterations in various
manners. Although these have yielded solutions
for many interesting systems, the convergence is
generally slow and the inherent instabilities in such
methods remain formidable. Furthermore, in the
context of the Kohn-sham variational scheme such
methods are formally illegitimate: Given a charge
density n'™(7) for some iteration m, the potential
is formally determined by Eq. (8) alone. The
potential-gradient method introduced in Sec. IID
below, in its treatment of U, (T) rather than
{1;(T)} as the independent variable, provides both
an explanation for frequent failure of ad hoc con-

vergence accelerators in the context of the Kohn-
Sham approach and a formalism in which a rapid-
ly convergent method is easily found.

C. The potential-sampling method

The potential-sampling method focuses on the
original wave-function-generating potential of Eq.
(2) rather than on the Kohn-Sham interpretation of
it [Eq. (8)]. In this approach one (i) selects a trial
set {u,} in Eq. (6) and constructs the generating
potential Uy (T;{u,}) [Eq. (6)] from it; (ii) solves
the independent-particle equation [Eq. (2)] to get
the wave functions {¢;(T)}; (iii) constructs the
density n (T) and kinetic energy T [n] from Egs. (3)
and (4), respectively; and (iv) calculates
Eot[n(1p);Vex] and repeats the above steps to
minimize the energy with respect to {u,}. In this
approach U (T;{u,}) is only used to generate
wave functions whereas the physical potential
Ve (T) is used to evaluate the total energy.

The primary advantages of this method are its
conceptual simplicity and the ease of getting crude
solutions to simple (e.g., one-dimensional) prob-
lems. Much like the wave-function sampling
method, it does not require the calculation of the
complicated Vgg[n(T)] but rather that of the far
simpler generating potential U,y (T;{u,}). Howev-
er, as is true for any sampling method, the
potential-sampling approach also has the serious
drawback in that it provides at each iteration only
the single number E {m) " Its low informational con-
tent makes it difficult to construct an effective tri-
al potential for the subsequent iterations. Further-
more, because the convergence of the sampling be-
comes dramatically more difficult as the number
of variables {u,} increases, in most applications
only a small number of parameters were used (e.g.,
two in Ref. 19). With so little variational freedom
in the potential, the results are not particularly ac-
curate relative to those obtained by the Kohn-
Sham wave-function-gradient method.?° This
method was applied recently in the density-
functional context to the problem of the jellium
surface?® and electron-hole drops,?! and in the con-
text of Thomas-Fermi and Hartree-Fock energy
functionals to the calculation of the energies of iso-
lated ions.?*?* No applications have been reported
on the electronic structure of real solids.

D. The potential-gradient method

All of the advantages of the wave-function-gradient method and the potential-sampling method can be
combined in the potential-gradient method. In this approach one solves the equations resulting from zeroing
the analytic gradient of the total energy [Eq. (1)] with respect to the potential variational parameters {u, }



3118 PAUL BENDT AND ALEX ZUNGER 26
[Eq. (6)]. In Appendix A we show that this condition results in
aEtot 0 R < V U %, —> ) % [ —» ext %, —>
Wy 2Re Eéwj —e Ui (T) | Vs — Uexe | YH(E) ¢ o (D)) ¢, 9)
JJ#

where Vg is given by Eq. (8) and U,y is an ordi-
nary local function of T, by Eq. (6). This is the
fundamental equation in our approach, and is vari-
ationally equivalent to the Kohn-Sham condition
in Eq. (7). To satisfy this condition, it is sufficient
to have

VKS(?)‘—Uext(?;{lu’p})zo ’ (10)

which causes the first matrix element in every term
in Eq. (9) to vanish.

The steps involved in this approach are as fol-
lows: (i) Select a trial set {u,} and construct from
it the potential U (T;{u,}) of Eq. (6); (ii) solve
the independent-particle eigenvalue equation [Eq.
(2)] to obtain {¢;(T)} and {e;}; (iii) construct the
charge density » (T) from the orbitals {4;(T)} [Eq.
(3)]; (iv) from n(T) construct Vig[n(T) ] of Eq. (8)
and repeat the above steps until Vis[n (T;{u,})]
=Uen(T; {,up }).

The main advantage of this method over the
potential-sampling technique 1s that each iteration
yields the function V ( )— U™ (r) rather than
the single number E\" tot This provides much more
information on which to base the next trial poten-
tial UM+ (F). Thus fewer “wrong guesses” are
needed before finding the unique self-consistent po-
tential. At the same time, one can include enough
free parameters in the potential to obtain accurate
results. The advantage of potential gradients over
the Kohn-Sham approach is the ease of incorporat-
ing and understanding sophisticated strategies for
selecting trial potentials. Although the major steps
described are the same as for the Kohn-Sham
method, there is no implication that the potential
used for the eigenvalue problem [Eq. (2)] should be
Vks(F) or any ad hoc manipulation of it. Thus
the construction of the potential for the single-
particle problem is no longer viewed as an ad hoc
procedure or as a convergence accelerator; instead
it is viewed as a particular searching procedure.
The great advantage of this point of view is that
one can apply to it modern general search methods
which have been developed in numerical optimiza-
tion theory. Some of these methods will reach the
desired potential with much fewer wrong guesses
than any SCF convergence accelerators so far
described in the literature.

[
At the minimum of the total energy, Eq. (10)

must be satisfied, implying that at the solution u*,
the output potential V(1) can be written in the
same analytic form as U,,(T). We assume this is
also true for some domain around pu*; i.e., that
there exist some {v,} such that

VKS[?;{-u‘p}]=Uext[?;{vq(lu'p)}] ’ (11)

where the values for v are obtained deterministical-
ly from the input potential parameters. Equation
(10) can then be satisfied by requiring

volup)=py , (12)

at the solution u*. Arranging the values for u and
v as column vectors we can define the vector func-
tion

(D) =vg)—[F . (13)

The condition for minimization of the total energy
then becomes

F(Z*)=0. (14)

Thus obtaining self-consistency is reduced to find-
ing the zero of this vector function or, equivalent-
ly, solving a system of simultaneous nonlinear
equations. This can be done very efficiently with
the powerful quasi-Newtonian techniques, well
known in optimization theory.?* This method is
much less prone to diverge than the Kohn-Sham
wave-function-gradient method, and it also pro-
vides insight into the successes and failures of vari-
ous ad hoc iterative procedures used in the latter
approach. Before describing the foundations and
applications of the quasi-Newtonian method, we
describe in the next section our techniques for
evaluating F( i) given a particular trial potential y.
This is basically a procedure for solving the
independent-particle problem.

III. FORMAL TECHNIQUES

A. General form of wave functions
and potentials

We have used a mixed basis all-electron method.
The mixed basis is used to provide both localized
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orbitals for d electrons and a large set of plane
waves to ensure adequate variational flexibility.
Once localized orbitals have been included, the
core states can be treated explicitly with no addi-
tional difficulty. No pseudopotential approxima-
tions are needed.

We will treat all real-space quantities (potentials,
wave functions, and charge densities) in a mixed
representation consisting of a multicenter (mc)
term and a Fourier series (FS) term. The generic
expression is

f(?):E zfalm(?_ '?a)YIm(F_ '—Fa)

a Im

-

+3 fee' T, (15)
G

where 7, are the atomic sites. This representation
makes possible the simultaneous description of the
rapidly varying but nearly spherical effects around
nuclei and the smooth but nonspherical effects in
the bonding region. The two terms are not given
comparable degrees of freedom. Since effects near
the nuclei do not change much from atoms to
crystals, the multicentered term is prefabricated
from an SCF atomic solution and kept fixed there-
after. This does not imply any physical approxi-
mation since the Fourier-series term is kept com-
pletely general. Essentially, we expand in a
Fourier series the function which represents the
difference between the correct solution and the pre-
fabricated multicentered term.?® This is always
possible provided we include enough Fourier com-
ponents to converge adequately. In Sec. V we will
show that excellent convergence can easily be ob-
tained with only a few Fourier coefficients, with
the use of multicentered terms constructed by the
following procedure.

The multicentered term on a particular atom «a
is required to be localized near that atom. In par-
ticular, we allow the f;,, to be nonvanishing only
in a sphere of prescribed radius 7. around 7,
Requiring these spheres to be nonintersecting
causes all multicenter integrands to vanish identi-
cally and greatly simplifies the calculation of ma-
trix elements and charge densities. This forces all
interatomic interactions into the Fourier series.

With the use of fast Fourier transforms®® (FFT),
the Fourier-series term can be easily interconverted
with values on a regular mesh in the unit cell. A
quantity evaluated on such a mesh is referred to as
an Fourier-series term in this paper.

B. Potential and basis sets

To describe a crystalline potential, a reasonable
first-order approximation is to represent it as a su-
perposition of atomic potentials. We use this ap-
proximation only to guide our choice of a varia-
tional form for the potential and our selection of
basis functions. The problem is constructed so
that most of the effort is spent calculating the
difference between the crystal and the superposi-
tion of atoms. This philosophy?® suggests a varia-
tional form for the potential consistent with our
general form in which this difference is expanded
in a Fourier series:

Ut D) =U(Ti{p,}) = 3 S0, (F—R, — 7))
K, @

—
iG,'T

+dupe P (16)
)

Here v, is the self-consistent-field atomic potential
of an appropriate “quasiatom” (see below) a at site
T4 whereas R, are direct-lattice vectors, and G,,
are reciprocal-lattice vectors. (Although we will
write the Fourier series as individual plane waves,
in practice stars of plane waves are used so that
the potential is constructed to have the symmetry
of the crystal space group.) For simple semicon-
ductor crystals we find that the Fourier series con-
verges in 5 to 20 stars as is shown in Sec. V.

The multicentered term for the wave functions is
a linear combination of corelike Bloch basis func-
tions constructed from atomic wave functions:

=, iK7
<I>a,,1m(k,r)=e ¢

Q’K,, Panl( l F)"I_in_a:’a | )

i k
x e =
’ Tin |r_Rn”"T|
X Yy (F—R, —7,) . 17

In this paper the atomic orbitals which are used
for Bloch functions are those for which the isolat-
ed atomic wave functions are small outside a ra-
dius corresponding to the bond center. (This defi-
nition includes transition-metal d orbitals.) We
construct a single numerical linear combination of
atomic orbitals (LCAO) Bloch function for each
atomic core orbital. These functions form part of
the basis set, the remainder being plane waves:

—

(K, 1)=—=expli (K-+3)7] (18)
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The unit-cell volume is denoted by ) and all basis
functions are normalized over the unit cell.

The atomic solution used for the potential and
basis functions is not the traditional isolated atom.

We perform two modifications to make the results
more suitable for our application—compression
and truncation. We have chosen to call the ficti-
tious atoms used for this purpose “quasiatoms.”

Compression is done to simulate the effect that
in a crystal the electrons of a given atom are con-
fined to a smaller space than in an isolated atom.
To mimic this effect, we solve for a self-consistent
atom which is squeezed into a Wigner-Sietz (WS)
sphere. Conceptually this is similar to renormal-
ized atoms.?’ In practice it is achieved simply by
restricting the domain of integration for the
Schrodinger and Poisson equations to the Wigner-
Sietz sphere with radius rwg. Since these are dif-
ferential equations, boundary conditions must be
specified on the sphere. For the Poisson equation
we use U,(rws)=0 and for the Schrédinger equa-
tion

d P(r)

ar r =0. (19)

rws

This condition puts a maximum in the valence
wave function at ryg and therefore produces bond-
inglike orbitals. Antibondinglike orbitals with a
node at rws could also be produced by setting

P(r WS )=0.

The atomic potentials and orbitals must be trun-
cated to fit into the nonoverlapping spheres used
for the multicentered terms. Any damage done
can be corrected for in the Fourier-series parts of
the potential and wave functions since the atomic
ansatz is only one part of the final crystal solution.
For the potential, truncation is achieved by first
adding a constant to make v,(7,.)=0, and second,
by setting v, (7 >7,.)=0. The resulting quasiatom
potential is confined to a quasiatom sphere and is
continuous. The quasiatom core orbitals are now
obtained as the eigenfunctions of this potential.
The boundary condition P (7. )=0 is used so the
basis functions will be continuous through 7.

C. Wave functions and charge density

Once the potential and basis set have been speci-
fied, the overlap and Hamiltonian matrix elements
are completely determined. Owing to the special
form given to our potential and basis set, all over-
lap, kinetic-energy, and potential matrix elements
can be easily computed with no approximations.
The simple one-center, one-dimensional expressions
used are given in Appendix B. The resulting Ham-
iltonian and overlap matrices are then diagonalized
to obtain wave-function-expansion coefficients.

The method we use for the diagonalization is an
iterative eigenvector-search algorithm. The
method consists of diagonalizing a small submatrix
by Householder transformations and then using
high-order (e.g., seventh) perturbation theory to in-
clude the remaining elements. The algorithm pro-
duces vectors arbitrarily close to the true eigenvec-
tors of the full matrix by continuing the perturba-
tion to a sufficiently high order. This method is
much faster than Householder transformations if
the number of eigenvectors sought is small com-
pared to the matrix size. The details of this
method will be discussed in another paper; for
now, it suffices to say that one ultimately obtains
true eigenvectors of the full matrix.

The charge density is constructed for a single
unit cell (R, =0) and is repeated in each unit cell.
The portion of each wave function in the primary
unit cell can be written [cf. Eq. (5)] as

(K, P) =D a;(K),(K,7)

=¢pw,j(l?,?)+2¢aj(l—€,?~ ?a) ,

(20)

with ¢, ; denoting the part from plane-wave basis
functions and ¢,; denoting the part from LCAO
Bloch functions around atom a@. The charge densi-
ty is then

1, E) = | P, 1K, F) | 24 D 0 (K, F—70) | 242 Re[ Y, (K, Dy (K, F— 7]} - @

There are no cross terms between different o’s, because the LCAO Bloch functions were confined to nonin-
tersecting spheres. The last term can be evaluated in spherical harmonics by first making a spherical har-
monic decomposition of ¢}, ; and then using the Clebsch-Gordan coefficient to evaluate the products of

Y;,’s. The result becomes
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max -

nj(K,P)=nps;(K, )+ 2 2 zna,,,,,( K,F—7 )Y, (F—7,) . 22)
Here [, is treated as a convergence parameter. Most of the contribution to the second term is the spheri-
cally symmetrical core charge. In many previous orthogonalized-plane-wave (OPW) calculations (e.g., Ref.
28), only the / =0 term was included. The one-state densities #;( K,T) can then be summed with appropriate
special k- -point weighting factors to get the total density, which can also be written as having a Fourier-

series and a multicenter contribution,

n(r)~22w,

a lLm

) (k, D) =npu(T)+ 3, Dhaim(T—To) Vi (T—T3) . (23)

A specific G component of the total charge density is given by

n (a)=n}:‘s

At this point one may introduce the frozen-core
approximation when it is desired. We interpret
freezing a core state to mean that the charge densi-
ty of that core band is approximated by a superpo-
sition of the corresponding compressed-atom core-
orbital charge densities. This is not a necessary
approximation, but it does result in significant
computation savings. For those states which are
frozen it is not necessary to compute either the
wave function or the charge density which are the
two most time-consuming operations. The errors
introduced by freezing particular core states will be
assessed in Sec. V.

D. Output potential

The G components of the Coulomb potential are
obtained from the charge density as

G#0. (25)

The second term comes from the nuclear potential
and the whole expression has the opposite sign of
the electrostatic potential because it represents the
energy per electron (rather than the energy per pos-
itive charge).

Since the true exchange-correlation energy func-
tional is not known, we use the local-density ap-
proximation to it. This potential is still difficult to
use because it is nonlinear in the charge density.
However, the following procedure is suitable be-
cause the potential depends only on the local densi-
ty. Unless otherwise spemﬁed all results are from
the use of the Kohn-Sham® exchange (a= —) and a

©)+3e' TS (i), (6) [ jirGIn () 4)
a Lm

fit to the Ceperley-Alder®® correlation potential for
the unpolarized homogeneous electron gas.’*® Our
procedure generates the full mixed representation
xc potential from which specific G components
can be taken using a formula equivalent to Eq.
(24). This method is successful because the quasi-
atom spheres are nonintersecting. Thus at each
point in space we have only one multicentered den-
sity to couple with the Fourier-series term.

The approach used is to write

ch(ﬂ=2fa(?)+ ch[n (?)]_Zfa(F)

(26)

where the first term will become the multicentered
contribution and the curly-bracketed term will be
expanded in a Fourier series. The only require-
ments on the functions f, are that they be con-
structed from a small number of spherical harmon-
ics and that they leave the curly-bracketed term
rapidly convergent. The only part of V,. which
converges too slowly to be left in the Fourier series
is the nearly spherical part around each nucleus
(within about 0.8 a.u.). By constructing f, to con-
tain this piece, the Fourier-series term will be
smooth (in fact, nearly zero) throughout this re-
gion. In order that this term also be smooth be-
tween this region and 7., we will require that f,
fall off smoothly to zero at r,,.. These require-
ments can be met by defining

fa(?)':vxc[nsa( | r— ?al )C( I r— ?a| ),
27

where
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Neo(r)= zl;r—gidz?n(?-l— 7o)

iGr =1 1
=e'" "nps(Gjo(Gr)+—=—ngo0(r)
C \/Z-Tf'
(28)

and

1, r<r

1 r—r;
C(r)= 5 14-cos 77—;—’7 y M <r<Fme

mc
0, rmc<r (29)

are the spherically symmetrized density around 7,
and a smooth cutoff function, respectively. (We
use 7 =1.0 a.u.) Different values will give dif-
ferent f,, but must give the same v,.. Given this
definition of f,, one can now evaluate the second
term of Eq. (26) on a regular mesh in real space
and use a fast Fourier transform?® to evaluate it in
G space. Convergence can be proven with the use
of progressively finer real-space meshes until no
further improvement is obtained in the G com-
ponents.

One additional point in our method is that the
nonspherical density in the multicentered terms is
included only to first order. In principle this is
justified by the fact that the nonspherical density is
small and is in a region where V, [n] is relatively
flat; that is, a region where the total density (main-
ly the spherical core density) is large. In practice,
this approximation is justified by the fact that even
this first-order term is negligibly small. The de-
tails of this first-order approximation are given in
Appendix B.

After obtaining the Coulomb and xc potentials
that make up Vs(T), we wish to fit the potential
to the form Eq. (11) by obtaining the parameters
{vg}. Since the Fourier series used in the analytic
form is made of a linear combination of orthonor-
mal functions, the best fit (in a least-squares sense)
requires simply taking Fourier components. Thus,

Ve =Veou(Gy)+Vse(Gy) = S0a(G,),  (30)

where va(é) are Fourier components of the atomic
potentials, given by Eq. (B8).

IV. SEARCHING FOR THE ENERGY
MINIMUM

We now have a well-defined procedure for ob-
taining the output parameters {v,} for an arbitrary

set of input parameters {u,}. The remaining prob-
lem is to find the set that minimizes total energy,
or equivalently, that set which gives a zero of F(ir)
from Eq. (13). In this section we will describe
briefly the quasi-Newtonian method which we use.
Of the many available methods, this one is particu-
larly well suited for the self-consistency problem
for a number of reasons. First, the method does
not require new information; it uses only the quan-
tities needed for the band-structure calculation.
Second, the method “remembers” information
from all past iterations and is able to use this in-
formation effectively in constructing the best guess
for { p,‘,'”)} for the next iteration. This property re-
sults in better guesses (i.e., more rapid convergence)
than any method using only the most recent itera-
tion, or the most recent few iterations. In particu-
lar, the approach is considerably more effective
than potential mixing,'®!” the convergence ac-
celerator of Ferriera,'® or the potential attenuation
scheme.!® A third advantage is that this method
automatically discounts information from the dis-
tant past, so if it is not confused by nonlinearity,
as is the subspace inversion method advocated by
Puley.’! The method can be adopted almost to any
(molecular or solid-state) electronic structure
method. Application to the plane-wave pseudopo-
tential method'® is trivial and has resulted in ex-
ceptionally good SCF convergence even for diffi-
cult problems (e.g., surfaces).

In setting up the problem for the quasi-Newto-
nian method, we must construct the column vec-
tors i and ¥ of Eq. (13). However, the obvious
construction of aligning the {u,} and {v,} to
make complex vectors is not satisfactory since it
gives an F(u) that is not analytic. This arises
from the real-part operation in the derivative of
V(iZ) [see Eq. (A12)], which is not an analytic
operation. This problem can be circumvented by
converting the real and imaginary parts of any
complex u, into two separate components of the
real vector £, and similarly for ¥. This construc-
tion does not affect the definition of F(iZ) from
Eq. (13), nor the requirement for minimum energy
from Eq. (14). This is essentially equivalent to de-
fining the potential from a real sine-cosine Fourier
series rather than from a complex exponential
Fourier series, and is a completely legitimate defin-
ition for the potential. N

Our method to search for zeros of F(i) is based
on the Newton-Raphson method. This is obtained
by writing (for the mth iteration)

K@) =F(@'"™)+J™[ g —ig'"™] . 31



If J™ is the Jacobian matrix 3F(Z'™)/3z™,
then this expression represents the first two terms
of the Taylor-series expansion of F’(ﬁ' ). In practice
the Jacobian is hard to compute [(Egs. (A9) and
(A12)], so we use an approximation to it, J‘™.

The procedure for generating J™ will be described
shortly. The Newton-Raphson method chooses the
Z™ ! for the next iteration which will make the
right-hand side of Eq. (31) vanish, hoping that this
will make the left-hand side very nearly vanish.
The right-hand side is made to vanish by setting

——»(m+1)=ﬁ>(m+l)_[l(m)]—l,ﬁ(‘a»(m)) . (32)

o

The convergence rate for this procedure depends
on how well J™ approximates the true Jacobian.
Unfortunately, there is very little information
available that sheds light on the structure of the
Jacobian. However, for each of the previous itera-
tions, we have ﬁ’("‘) and its corresponding F’(ﬁ’('")).
After a couple of iterations have been accumulated,
this “historic” information can be used to provide
an acceptable approximation to J). One tech-

nique for incorporating this method which has
|

J(m)zj(m—1)+
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been found to perform well is Broyden’s method.?*
This method requires that J™ satisfy Eq. (31) ex-

actly for the last step made for each iteration (after
the first), that is,

f(,iz(m_”)':F’(ﬁ)('"))‘i'l('n)[ﬁ(m-1)_ﬂ(m)] .

(33)

However, this places only N constraints on the N 2
elements of J™. One can completely specify J™
and simultaneously retain information from further
in the past by requiring that J'™ be as close as
possible to J™ —1, while still satisfying Eq. (33).
The appropriate definition of “as close as possible”
is that the Frobenious norm of the difference be
minimized, i.e.,

min 3 [J T VR (34)
jk
The constraint of Eq. (33) can be included by

Lagrange multipliers, and the minimization is car-
ried out to yield

[i;’(m—l)_'ﬁ(m)_l(m—l)(ﬁ(m—1)_ﬁ>(m))](ﬁ>(m—l)__ —»(m))t

7

| &

Broyden’s method still requires an initial guess
for J'V when no information is available. If noth-
ing is known, it is easiest to use a diagonal con-
stant matrix,

.l“)=—l_l_. (36)
a
It is instructive to see what this gives for the
second iteration. Combining this with Egs. (13)
and (32) gives

EP=gV+al(vV—g M) =(1—a)g"V +av! .
(37

Since the potential is linear in (£, this is simply po-
tential mixing. Thus, approximating J™ by a
constant is equivalent to potential mixing (e.g.,
Ref. 16).

Another procedure for choosing JV is to recog-
nize that the Jacobian has physical significance. It
represents the response of the system in question to
a small change in the effective potential. Thus one
would expect it to be related to the dielectric sus-
ceptibility which is also the response to a small
perturbing potential. In fact, it can be shown that

gim =0 _ im)| 2 : (35)

[
the Jacobian, as defined, is the negative of the
dielectric kernel. Thus one can use a simple ap-
proximation to the dielectric function to obtain a
J). One such model is Thomas-Fermi screening
(e.g., Ref. 32), which is diagonal in G space. For
our a-space potential this gives a diagonal Jacobi-
an with elements,

JV=—(14+k*/1G, |, (38)

where

k=V'4kp/m (39)

and kg is the Fermi momentum. It is worth not-
ing that this Jacobian approximation, without up-
dating, is precisely equivalent to the method pro-
posed by Kerker.”® With updating, it can be ex-
pected (cf. Sec. V) to perform much better than he
observed. When it is necessary to use a very large
number of variational parameters, e.g., more than
200, better efficiency can be achieved by using the
complimentary Broyden method discussed in Ref.
24,
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V. RESULTS
Our approach to the density-functional problem

has been used on a number of systems. Some of
the tests performed on it are described in this sec-
tion. Section V A discusses internal convergence
tests to demonstrate that each convergence parame-
ter is being set appropriately. Section V B provides
comparisons with recent results of other methods
to show the reliability of the present method. One
of the principal advantages of the present method
is its rapid SCF convergence, which is compared to
other techniques in Sec. VC. Finally, Sec. VD
gives the first self-consistent band structure avail-
able for CulnSe,. This structurally complex semi-
conductor is of great interest for solar-energy pho-

tovoltaic applications.
A. Convergence

Section III, which described the formal tech-
niques, left several sums with unspecified upper
bounds, such as sums over Fourier components.
These upper limits are treated as convergence
parameters. We now demonstrate that good con-
vergence can be achieved without requiring exces-
sive computation time. First we will look at those
parameters used within each SCF iteration. The
convergence rates are consistent with those found
by earlier workers using the OPW method.?
Second, a new convergence parameter introduced
for this method is the number of potential com-
ponents p which are used in Broyden’s procedure.
This convergence parameter is explored carefully
and it is found that the number required is quite
modest. Then the frozen-core approximation is ex-
amined to see which core states can be frozen
without seriously affecting the results. All the
convergence calculations were performed using
Ceperley-Alder®* exchange-correlation expres-
sions. All results are individually iterated to SCF
under the conditions specified.

For zinc-blende structure materials we have es-
tablished a standard set of convergence parameters
which give both very good energy bands and
charge densities [Eqgs. (18) and (20)] with very
modest computational effort. These are (i) about
140 plane waves per atom [Eqgs. (18) and (20)], (ii)
multicentered charge density expanded up to / =3
[Eq. (23)], (iii) about 15 mesh points per cubic a.u.
for evaluating the xc > potential in Eq. (26) (4096 to-
tal), (iv) two special k points for Brillouin-zone
(BZ) averaging in Eq. (23), and (v) 19 stars for the
potential variation in Eq. (16) (16 for homopolar
compounds).

These cutoff values are varied to show that each

TABLE 1. ZnS x-ray scattering amplitudes in elec-
trons per unit cell for basis-set sizes from 32 to 141
plane waves per atom. The same LCAO basis is used
for all calculations.

No. of pw/atom
Beam 32 56 84 114 141

(111) 28.42 28.44 28.47 28.48 28.48
(200) 13.24 13.16 13.11 13.09 13.08
(220) 31.31 31.42 31.47 31.49 31.50
(311) 22.02 22.07 22.10 22.11 22.11
(222) 11.39 11.32 11.26 11.24 11.23
(400) 26.14 26.22 26.26 26.29 26.29
(331) 18.89 18.93 18.94 18.95 18.95
(420) 9.31 9.35 9.31 9.28 9.26
(422) 23.07 23.07 23.08  23.09 23.10
(333) 16.59 16.60 16.59 16.58 16.58
(511) 16.60 16.61 16.61 16.60 16.60
(440) 20.73 20.72 20.69 20.69  20.69
(531) 14.90 14.91 14.89 14.88 14.88
(442) 6.59 6.65 6.67 6.66 6.65
(600) 6.60 6.66 6.68 6.67 6.66
(620) 18.84 18.84 18.82 18.80 18.80

is sufficient. The plane-wave convergence for ZnS
is shown by Table I (x-ray scattering factors), and
in Fig. 1 for the eigenvalues at I'. The results are

16
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FIG. 1. Convergence of ZnS band energies at T" vs
basis-set size in plane waves per atom.
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TABLE II. Silicon band energies in eV and x-ray scattering amplitudes for various con-
vergence parameter setting. For each column, unspecified parameters are set at the standard
values as given in the text. The results of a frozen-core approximation (FCA) are given for

comparison.

385 pw/atom

51 pt/a.u’

State Standard 24 stars 1=0 6 Epoints FCA
2s —132.5 —1325 —132.5 —132.5
2p —90.0 —90.0 —90.0 -90.0
Ty —11.95 —11.96 —11.96 —11.94 —11.94
Tys 0.0 0.0 0.0 0.0 0.0
Tise 2.50 2.48 2.49 2.51 2.50
| P9 - 3.29 3.26 3.28 3.29 3.28
T 7.59 7.58 7.59 7.61 7.60
| P 7.88 7.69 7.87 7.89 7.90
X1 -17.79 -~ —17.80 —17.80 —7.79 —17.78
X4 —2.90 —2.87 —2.90 —2.89 —2.90
Xie 0.57 0.53 0.57 0.59 0.59
Xoe 9.99 9.96 9.99 10.00 9.98
Beam Scattering amplitudes (electrons per unit cell)
(111 15.17 15.28 15.16 15.15 15.15
(220) 17.31 17.31 17.31 17.31 17.27
(311) 11.35 11.35 11.34 11.35 11.31
(222) 0.35 0.35 0.36 0.34 0.35
(400) 14.89 14.88 14.89 14.89 14.84
(331 10.22 10.21 10.23 10.22 10.17
422) 13.39 13.38 13.39 13.39 13.34
(332) 9.06 9.05 9.04 9.06 9.01
(511) 9.09 9.08 9.09 9.09 9.04

very stable for any basis larger than 115 plane
waves per atom. Even for 55 plane waves per
atom the maximum errors are about 0.1 electrons
for the scattering factors and 0.3 eV for the band
energies. Similar results are found for other K
points and materials. Convergence was also exam-
ined by performing an excessively detailed calcula-
tion using 385 plane waves per atom, this time on
silicon, as shown in Table II. The only noticeable
change is a 0.2-eV drop in the highly sensitive
I'j5,. state. This calculation also used a large
number of potential mesh points (51 points per
a.u.’) and stars (24) and shows that the standard
settings are converged with respect to these param-
eters as well. The third column of Table II shows
that negligible harm is done by spherically sym-
metrizing the multicentered charge density, i.e., by
including only the / =0 term. Since /=1 and 2
are forbidden in the zinc-blende structure, one can
draw no conclusions regarding their importance.
However, the [ =3 term is demonstrated to be in-
significant. The fourth column gives the results of
the use of six special k points to sample the charge
density over the BZ and again no change is seen.
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FIG. 2. Convergence of band energies at I" vs num-
ber of stars in Fourier-series potential for (a) silicon and
(b) ZnS. The right-hand edge of (b) also gives ZnS ener-
gies with the Zn (1s,2s,2p,3s,3p) and S (1s,2s5,2p) core
states frozen.
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We thus conclude that the standard convergence
setting gives more than adequate convergence for
zinc-blende structure materials.

The next essential question is whether or not our
potential ansatz in Eq. (16) has sufficient variation-
al freedom to reproduce the true SCF potential.

To demonstrate this we have explored the conver-
gence of the eigenvalues and charge densities with
respect to the number of stars used in the input
potential. The eigenvalues results are shown in
Fig. 2(a) for silicon and in Fig. 2(b) for ZnS. The
Fourier-transform charge of the density are depict-
ed in Table III. As can be seen, even as few as one
to five stars give a qualitatively correct picture and
beyond about 12 no further improvement can be
obtained. We thus conclude that our “standard”
setting of 19 stars is more than sufficient.

PAUL BENDT AND ALEX ZUNGER

Finally, we wish to examine the validity of the
frozen-core approximation. As stated previously,
this approximation is not necessary but does save
computer time. In comparing the frozen-core re-
sults to the full mixed basis results above, we find
the following: The tightly bound core orbitals (i.e.,
Si1s; Zn 15,25 2p; S 1s) can be frozen and the ma-
trix elements approximated by Eq. (B9) without af-
fecting any of the results, even in the fifth signifi-
cant figure. Freezing the next shell (Si2s,2p;

Zn 3s,3p; S 25,2p) shifts the localized d states by
about 0.15 eV but otherwise has little effect. The
results in Table II and the right-hand edges of
Table III and Fig. 2(b) show that the largest effect
on the s and p bands is 0.03 eV and on the x-ray
scattering factors is 0.05 electrons. Making the ap-
proximation of Eq. (B9) is not appropriate for

TABLE III. X-ray scattering amplitudes for Si and ZnS at self-consistency using different numbers of stars in the
Fourier-series potential [Eq. (16)]. The final column for ZnS (FCA) is for 19 stars but with the Zn (1s,2s,2p,3s,3p) and
S (1s,2s,2p) core states frozen. Values are in electrons per unit cell.

Silicon

Beam 1 star 5 stars 10 stars 16 stars 24 stars

(111) 15.15 15.16 15.16 15.16 15.16

(220) 17.30 17.29 17.30 17.30

(311) 11.33 11.33 11.34 11.34

(222) 0.37 0.35 0.35 0.35

(400) 14.86 14.87 14.89 14.89

(331) 10.20 10.22 10.22

(422) 13.36 13.39 13.39

(333) 9.03 9.05 9.05

(511) 9.07 9.09 9.09

(440) 12.03 12.06 12.06

(531) 8.20 8.20

(442) 0.02 0.02

(620) 10.91 10.91

ZnS

Beam 6 stars 8 stars 11 stars 13 stars 16 stars 19 stars FCA
(111) 28.45 28.48 28.48 28.48 28.48 28.48 28.48
(200) 13.09 13.12 13.08 13.08 13.08 13.08 13.08
(220) 31.46 31.52 31.50 31.50 31.51 31.51 31.50
(311 22.06 22.14 22.11 22.11 22.11 22.11 22.10
(222) 11.12 11.25 11.22 11.22 11.23 11.23 11.22
(400) 26.28 26.36 26.30 26.30 26.30 26.30 26.29
(331) 18.99 18.95 18.95 18.95 18.95 18.94
(420) 9.26 9.24 9.25 9.26 9.26 9.24
(422) 23.11 23.10 23.10 23.10 23.09
(333) 16.59 16.58 16.59 16.59 16.57
(511) 16.61 16.60 16.61 16.61 16.59
(440) 20.69 20.69 20.69 20.69
(531 14.87 14.88 14.88 14.87
(442) 6.65 6.65 6.62
(600) 6.66 6.66 6.63
(620) 18.80 18.80 18.80
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these states and leads to eigenvalue errors as large
as 1 eV. Similarly, freezing the Zn 3d drops this
level by about 4 €V and introduces errors in the
other bands typically of the order of 1 to 1.5 eV.
Thus, we conclude that core states can be frozen
without substantial damage, but not transition-
metal d states (even in an insulator such as ZnS).

B. Comparisons with previous results

This section is devoted to comparing our results
with those of previous calculations. We will com-
pare the silicon results with those of Hamann’® ob-
tained with the use of the linear augmented-plane-
wave method. We will compare our ZnS results
with those of Wang and Klein** (WK) who have
used linear combinations of Gaussian orbitals.
Both of these works used the Wigner formula for
xc, so for comparison we have done the same for
the results shown in Table IV and Fig. 3. Most of
the silicon eigenvalues are well within the 0.1-eV
error estimated for both methods, the exception be-
ing the excited state X,.. For ZnS there are two
obvious differences. First, we get the Zn 3d states
1.2 eV lower than WK which is undoubtedly due
to the difficulty that both methods have in accu-
rately determining highly localized states. Second,
we get the conduction band consistently 0.3 to 0.6
eV lower than WK, which we believe to be due to
basis set shortcomings in the latter work. (WK use
a basis set of only 22 functions per atom as com-
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FIG. 3. Silicon charge density from the interstitial

region through an atom and to the bond center. Solid

line is the present work and dashed is from Ref. 33.

pared to our use of 150.) Too small a basis will
raise all the eigenvalues but will raise the conduc-
tion bands more than the valence bands. Since
WK present no discussion of convergence tests per-
formed, it is impossible to judge the quality of
their results.

The silicon charge densities, shown in Fig. 3,

agree very well with Hamann’s results.

The only

difference is that we get a very slightly ( < 1%)
double-peaked bond which we believe is correct
(e.g., it exists also in the excessively detailed calcu-
lation). For ZnS all the x-ray scattering factors

agree with WK to better than 0.1 electron/unit cell
indicating that both methods give substantially the
same character for the occupied bands.

TABLE IV. Comparison of the band energies of silicon and ZnS with previous local-density calculations. All results

use the Wigner interpolation formula for xc.

Silicon band energies (eV)

ZnS band energies (eV)

ZnS x-ray amplitudes

State Present Ref. 33 State Present Ref. 34 Beam Present Ref. 34
ry, —11.98 —12.02 r, —12.93 —12.89 (111) 28.44 28.52
s, 0.0 0.0 Zn3d —17.82 —6.6 (200) 13.01 13.06
—7.43 —6.2 (220) 31.47 31.54
| T 2.54 2.49 s, 0.0 0.0 (311) 22.07 22.16
| P 3.35 3.18 | P 1.95 2.26 (222) 11.14 11.21
| S 7.48 7.46 | T 6.30 7.04 (400) 26.28 26.35
Xy, —-7.79 —17.84 Xy, —11.73 —11.67 (331) 18.93 18.93
Xy —2.92 —2.82 X, —4.81 —4.49 (420) 9.19 9.23
Xy 0.49 0.55 Xs, —2.26 —2.19 (422) 23.12 23.11
Xy 9.99 10.32 X 3.14 3.61 (333) 16.60 16.60
L,, —9.59 —9.64 X3, 4.00 4.58 (511) 16.61 16.61
Ly, —17.04 —7.06 Ly, —12.02 —11.97 (440) 20.74 20.72
Ly, —1.22 —1.16 Ly, —5.38 —5.20
L. 1.46 1.40 Ly, —0.89 —0.84
Ls. 3.22 3.77 L. 3.20 3.65
Ls, 6.85 7.51
L. 8.52 8.87
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C. Convergence in self-consistency

One of the principal features of our technique is
the use of Broyden’s powerful update method to
lead us efficiently to the SCF potential. Figures 4
and 5 demonstrate the usefulness of this method by
comparing convergence rates for different methods.
Silicon is not a particularly sensitive test case since
it converges well without any special techniques.
As shown in Fig. 4, the “no-mixing” results yield
acceptable convergence in eight iterations, as do
both potential mixing with @ =0.5 and Thomas-
Fermi with k=1.1 (obtained from the average
valence-band charge density). However, the use of
Broyden’s method with either of the two later ini-
tial Jacobians, significantly improves the conver-
gence rate. Even at iteration 3, the first for which
the updates can have an effect, there is a signifi-
cant improvement. This advantage steadily in-
creases throughout the iteration history. Even for
this “easy” case, Broyden’s method saves two or
three iterations.

For ZnS the improvement shown in Fig. 5 is
more dramatic. Both Thomas-Fermi and no-
mixing results diverge while potential mixing con-
verges slowly, requiring about 14 iterations to
reach an acceptable SCF potential. By contrast,
with the use of Broyden’s method, convergence is
reached in seven iterations with either initial J1).
Here it is apparent that during the first three or
four iterations, the update procedure is contribut-

T T

e~ Fixed Jacobian
E‘ Approximation
s
= i
€
2
o ~
a RSN .
£ S
= Broyden’s Method \g
g 109
o (e)
10-5+- N
10-¢ ! L 4 ' 1 a0

1 2 3 4 5 6 7 8
Iteration Number

FIG. 4. SCF convergence for silicon. Shown is the
logarithm of the largest error in any potential com-
ponent |vg—pug | vs iteration. Dashed lines are
without Broyden’s method for (a) no potential mixing;
(b) mixing coefficient @=0.5; and (c) Thomas-Fermi ap-
proximation with k=1.1. Solid lines are using
Broyden’s method starting from (d) potential mixing and
from (e) Thomas-Fermi. Horizontal line is our level of
acceptable convergence.
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FIG. 5. SCF convergence for ZnS. Cases are the
same as in Fig. 4.

ing little to convergence; however, the Jacobian is
“remembering” these iterations and “learning”
them. This information is then used in the subse-
quent iteration to provide rapid convergence.

In these comparisons, the Thomas-Fermi initial
approximations show no advantages over potential
mixing. It is expected, however, that for systems
with large unit cells the Thomas-Fermi initial
guess will be bettgr. For large unit cells, it is the
long-wavelength G components which oscillate and
converge slowly. It is these same spatially slowly
varying components which the Thomas-Fermi ap-
proximation should treat best.

D. CulnSe,

The previous results show the accuracy and reli-
ability of methods we are using. However, the
principal advantage of these methods is the quan-
tum increase in computational power they yield.
(They are considerably faster than pseudopotential
methods,'® even though they treat all core states.)
This is demonstrated in the present section which
presents the results of the first ab initio calculation
for CulnSe,. This material, and in general the
class of ternary chalcopyrites, is of significant
technological interest. CulnSe, is probably the
strongest solar-absorbing semiconductor in the
solar spectrum. Ternary chalcopyrites are being
utilized for solar-energy photovoltaic conversion
and are now being subject to extensive experimen-
tal research.>>3¢ However, in contrast to the zinc-
blende compounds, very little theoretical informa-
tion is available on their electronic properties. The
chalcopyrites have a more complicated crystal
structure, including eight atoms per unit cell and
low point-group symmetry, which makes well-
converged electronic structure calculations very
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TABLE V. Structural parameters for CulnSe, and convergence parameter settings for our

calculations.

Lattice type and constant

Primitive lattice vectors

Atomic positions

Special K points and weights w

Set of 1

Set of 18

Convergence settings

Hamiltonian matrix size

Body centered tetragonal

a=10.93 a.u.
¢c=21.86 a.u.
r1=(a,0,0)
r,=(0,a,0)

ry=(a/2,a/2,c/2)

Cu: a(0,0,0)
11

a(0,5,7)
In: a(5,7,0)
a(%,O,%)
Se: a(0.224,7,%)
a(0.776,%,+)

a(+,0.724,3)
a(3,0.276,3)

27
a —
equivalent to 2 k points for ZnS

1 1 1
(—4_1777)

21 2T

2a (LL,Do= 1,—1-5(3,3,1)w= 1
1L,1,3) 1 3,33) 1
(1,1,5) 1 (3,35 1
13,n 2 3,5,1) 2
(1,3,3) 2 3,53 2
(1,3,5 2 3,55 2
(1,51 2 (5,51 1
(1,53 2 (553 1
(1,55 2 (5,55 1

equivalent to 28 K points for ZnS

48 pw/atom
I=1 for charge density
5120 mesh points (4 per a.u.’)
1 special K point
40 potential stars

510 basis functions

difficult. The present method is able to overcome
the difficulties and we are using it to study these
structually complex materials. This paper reports
on the results for CulnSe,. Results on the class of
I-III-V1, chalcopyrites and their chemical trends
will be presented in a separate paper.

The structural properties of and convergence
parameters used for CulnSe, are given in Table V.
The structure of the unit cell is shown in Fig. 6.

Some of the convergence parameters are not quite
as good as for the standard zinc-blende calcula-
tions; however, they should be adequate to yield
energy eigenvalues within 0.2 eV and x-ray scatter-
ing factors within 0.5 electrons per chalcopyrite
unit cell. A detailed discussion of the properties of
CulnSe, is outside the scope of this paper and will
be postponed to a future publication. We will give
here only a brief summary.
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(a) (b)

P .

Tilt Due to Anion
| 3 Displacement

| ® Cu

out o o In

< O se

FIG. 6. (a) Structure of the CulnSe; unit cell. The
anion displacement (%—u) moves the Se atom in the
directions shown by the arrows. (b) Position of the
plane for charge-density contours in the same unit cell.

Our results for CulnSe, are shown in Fig. 7
(density of states), Figs. 8 — 10 (charge densities),
Fig. 11 (band structure), Table VI (band energies),
and Table VII (x-ray scattering amplitudes). The
total and local densities of states (DOS) are con-
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FIG. 7. Densities of states for CulnSe,. (a) Total
density of states histogram with XPS results from Ref.
37. Local density of states on (b) Cu, (c) In, and (d) Se.
Hatched area represents the total within each atomic mc
sphere and the filled area is the amount orthogonal to
the corelike basis functions. The difference is roughly
the d-state contribution, 3d on Cu and 4d on In.
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NI
in Bond Se

1
01 2 3 4 5 6 7 8 9 10
Position (a.u.)

FIG. 8. Valence-band charge density for CulnSe,.
Contours (a) are logarithmically spaced; see the text for
details. Line plots are through the (b) Cu—Se bond and
the (c) In—Se bond. Solid rings in (a) indicate the core

regions.

structed as a histogram of eigenvalues from 18 spe-
cial k points and hence the resolution is rather
coarse. The local DOS is the amount of charge
within touching spheres of the Pauling radii. This
is projected into two components, that orthogonal
to the core basis functions, shown by the dashed
line, and the remainder which is primarily the
outermost d-shell contribution. Our DOS com-
pares well with the x-ray photoelectron spectros-
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FIG. 9. Charge density for selected energy regions of
the valence bands of CulnSey: Se4s (—12 to —15 eV)
in (a), In—Se bond (—5.5 to —6.5 eV) in (b), and the
Cu 3d —Se4p bands (0. to —5.5 eV) in (c). The loga-
rithmically spaced contours are described in the text.
Solid rings indicate core regions.
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Position (a.u.)

0o 1 2 3 4 5 6 7 8 9 10
Position (a.u.)
FIG. 10. Charge density of the optically active bands
of CulnSe;: (a) the top volt of the valence band and (b)

the bottom volt of the conduction band. Contours are
logarithmically spaced. Solid rings indicate core regions.

copy (XPS) results of Rife et al.*” also shown in
Fig. 7. Both experiment and theory place the In4d
and Se4s levels near —17 and —13 eV, respective-
ly. Since we neglect spin-orbit coupling, the In4d
appears as a single peak. Rife et al. observe a
structure at —6.2 eV which they are unable to as-
sign. Our charge densities show unambiguously
that this is due to two bands forming a covalent
bond between In5s and Se4p. Next, XPS shows
two peaks assigned as Cu3d at —2.1 and —3.2 eV
with a shoulder at —0.5 eV. We also assign states
in this energy region to be dominant Cu 3d, but the
shape of the structure differs. We calculate a main
peak at —4.2 eV with shoulders or perhaps lesser
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TABLE VI. CulnSe band energies (in eV) at the symmetry points I" and N with the use
of Ceperley correlation and Slater xc. The zero of energy is set at the valence-band max-

imum.
r N (all doubly degenerate)
Degeneracy Ceperley Slater Ceperley Slater
1 —14.00 —13.89 —13.18 —13.29
3 —12.75 —12.98 —12.96 —13.13
1 —6.32 —5.85 —6.17 —5.59
1 —5.52 —5.01 —5.02 —4.74
1 —4.66 —4.75 —4.31 —4.65
1 —4.53 —4.58 —4.08 —4.60
1 —4.49 —4.30 -3.73 —4.21
2 —4.22 —4.72 —3.73 —4.10
1 -3.93 —4.13 —3.21 —3.60
2 —3.85 —4.37 —2.65 —2.57
2 —3.52 —4.00 —1.52 —1.45
1 —3.38 =377 —0.99 —0.91
2 —3.22 —2.93 —0.63 —0.57
1 —-2.72 —2.83 1.39 1.97
1 —2.48 —2.59 3.37 4.30
2 —-2.32 —2.02 4.68 5.57
2 —0.03 —0.07 5.13 5.95
1 0.0 0.0
1 0.03 0.73
1 1.87 2.93
1 2.46 3.09
2 4.07 4.91
1 4.63 5.54
2 4.93 591
TABLE VII. X-ray scattering amplitudes for peaks at —3.0, —2.0, and —0.5 eV. The peak at
CulnSe; in electrons per unit cell. —4.2 eV contains 60—70 % Cu 3d admixed with
- = Sed4p. The 3d contribution decreases to about 30%
Beam Amplitude Beam Amplitude at the top of the valence band. The presence of d-
(0,0,0) 292.00 (3,2,%) 14.62 state character at and near the top of this band in-
(0,0,%) 15.78 3,1,2) 4.65 validates any calculation which does not explicitly
(1,1,1) 177.98 (3,0,2.5) 1.22 include the d electrons.
(1,0,1.5) 33.50 (3,2,1.5) 42.48 Rife et al. observe from reflectivity measure-
2,0,0) 21.26 (4,0,0) 176.28 ments the leading edge of the conduction band
0,0,2) 18.34 0,0,4) 185.18 near 1.4 eV. Next they observe two peaks at 2.9
(2,0,11) 2.82 (4,0,1) 8.78 and 3.4 eV. We are not able to distinguish these
2,1,3) 36.08 (2,1,3.5) 29.31 and instead calculate a single peak at 2.3 eV. This
(1,0,2.5) 30.36 (4,1,%) 28.50 peak has In—Se antibonding character. Finally,
(2,3,1.5) 21.30 (3,7,3) 121.99 we calculate two structures at 4.5 and 5.5 eV
2,2,0) 211.47 (3,3,1) 119.29 which have the same antibonding character.
(2,0,21) 214.09 (3,2,2.5) 40.33 The character of each of the above described
(3,0,7) 44.11 4,1,1.5) 35.70 peaks was deduced from local density of states
(3,1,0) 4.98 (2,0,4) 12.92 (LDOS) and the charge density plots of Figs.
G,L1) 139.70 4,0,2) 19.19 8—10. The contour plots show a plane containing
(1,1,3) 142.81 4,2,0) 21.36 three adjacent nuclei, one each of Cu, Se, and In.
(1,2,2.5) 19.88 @,2,1) 6.19 This plane is shown in Fig. 6. It does not corre-
3,0,1.5) 1.45 (1,0,4.5) 11.64 spond to any low-index plane because of the anion
%(2),3 lgig 8’?’;2; gz(l)g di§placement—the fact that Cu—Sé bon.ds are
(1:0:3.5) 12.61 7 slightly shorter than In—Se bonds. Owing to the

very large dynamic range of the densities, the con-
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tours are at logarithmic intervals. Heavy contours
are order-of-magnitude lines at 10~3,1072,10~},
10° electrons per cubic atomic unit. Figure 8(a)
shows the total valence-band charge from all states
in the interval —15 to 0 eV. Also shown in Figs.
8(b) and 8(c) are plots of the total charge density
along the Cu—Se and In—Se bonds. These are
also log plots. The panels of Fig. 9 show the three
distinct energy regions of the valence band corre-
sponding to the structures in the DOS: the Se4s
states (—12 to —15 eV), the In—Se bond (—5.5 to
—6.5 eV), and the Cu 3d —Se4p mixed bands (0 to
—5.5 eV). Finally Fig. 10 shows the charge distri-
bution of the optically active bands—the top eV of
the valence band and the bottom eV of the conduc-
tion band.

Figure 11 is the calculated band structure along
the T—TI"— N symmetry lines. The nature of
bands in various energy regions is, of course, the
same as described for the DOS. The one qualita-
tively incorrect feature is that we get a band gap of
0.0+0.2 eV with Ceperley xc. This compares to
experimental values of 1.00+0.05 eV.3¥—4 We in-
terpret this discrepancy as a failure of local-

6 #

Cu 3d
— Plus
Se 4p

Energy (eV)

In - Se

Bond
-8 -
-10 —
12} -
Se 4s
» < /
T r N

FIG. 11. Band structure of CulnSe, using Ceperley
correlation.

density theory, which is derived from the proper-
ties of a homogeneous electron gas, to adequately
describe the highly localized 3d character of the
valence bands. In general, one would expect the
Coulomb self-interactions present in the local-
density potential to push the 3d states to higher en-
ergy. This would raise the upper valence bands
and reduce the principal gap. This hypothesis is
consistent with the fact that we calculate the first
distinct feature of the conduction-band DOS about
an eV too close to the valence-band maximum.
Another band calculation*' of two ternary chal-
copyrites also gets a gap drastically too small and
the same large dispersion of the bottom conduction
band. We also calculated the band gap with Slater
xc (a@=1.0). The resulting gap was about 0.7 eV,
which is in much better agreement with experi-
ment. The energy levels for " an N are given in
Table VI for both Ceperley correlation and Slater
xc. Finally, Table VII gives the x-ray scattering
factors for the calculated CulnSe, charge density.

APPENDIX A: VARIATION OF THE
POTENTIAL

In our approach the independent variable is the
potential U, (T) or, more specifically, the poten-
tial parameters {u,}. In order to carry out this
approach we need the analytical derivatives of vari-
ous quantities with respect to variation of u,,.
These formulas are developed here.

The potential is used to generate only inde-
pendent-particle energies and wave functions; the
resulting values are then used throughout the ap-
proach. The response of energies and wave func-
tions to a change in the potential can be obtained
by perturbation theory. For first derivatives it is
sufficient to use first-order perturbation theory,
which gives

ap€j=<¢j |ap Uex | ¢'j>

= [dTn(T)8,Ue(T), (A1)
8,0, (F)= 3 47—
i'#i €€
Xy | 8pUet | ¥ » (A2)

where 3, denotes 3/9u,. The response of the
charge density can be obtained as
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3,n(F)=3 w,2Re[¢}(T)3,¥;( )]
J

2
=0 3 T
J i
‘Equation (2) is manipulated to obtain — %Vzlﬁj( r). This is inserted into Eq. (4), and the variation giving
the change in kinetic energy is taken as

— Re[Y( D) TNy |8 Uen [ 4] - | (43)
J

3,Tlnl=3 o, [ape,-— fdf’[n,-(r)a,,Uext(-f')+Uext<?)apn,.(?)]]
J

(A4)
=— [ dT Uy T)3pn;(T) .

For the remaining terms of Eq. (1), the only term in the derivative comes from a change in n( 1), so the
chain rule gives

— — n( I") aExc[n] —
E= [ dF |—Up T) 4+ Ver(T)+ [ dT e ) 3,n(T)
=20’j 2 Re{<'/’j|VKs—‘Uext|¢j')<¢j'|apUext|'/’j>} ’ (AS5)

TR A |
where Vkg is given by Eq. (8). A particularly interesting special case of this approach is obtained when Vg
can be fitted to the functional form U, (T,{v,}), and this form is linear in each v,, so that

Vis(T)=Ueu(T)= 3, (Vg —1g)0q Uyt (T) . (A6)
q
Then
apEtot = 2 (Vq —Hq )qu ’ (A7)
q
where

Xp=20; 3
P A
is the generalized screened susceptibility. Clearly, the left-hand side of Eq. (A7) will vanish when v, equals
Mg, so this provides another derivation of the variational minimum condition Eq. (12).
The remaining derivative of interest is d,v, since this forms the Jacobian matrix as

Re{ (1 |0y Uext | ¥ )ty | 8y Uee | ¥} (A8)

Jop=0pVvy—8pg (A9)

by taking the derivative of Eq. (13). The variations of the Coulomb and xc potentials are given by
- - 1 —

3, Veou( T)= [ df |—Ft_{—,l—a,,n( ) (A10)

and
dv, (n( 1))
O Vi T)=—T—0,n(T) . (A11)
P an(t) °

The use of these to obtain the derivative of Eq. (31) gives

vy= [dre” 07| [ ar ?,[ ————3,n(T)+0}e(n(T)3pn(T)

—iG

T F0ie) | )8y 18, Uee | 9791 (A12)

22

J ji €

. Re[(‘/’j |e
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where J is the Coulomb operator 1/|F—T"'|. This equation generally is not useful for evaluating J,;;"’ be-
cause it requires having all the eigenfunction ¢;( ), and the double sum over double matrix elements is an
N* process that usually is too expensive to be useful. However, the formula can be used as a guide for ap-
proximating J™), as we do for the quasi-Newtonian method.

APPENDIX B: MATRIX ELEMENTS IN THE MIXED BASIS REPRESENTATION

The following formulas are used for computing overlap and Hamiltonian matrix elements:

(q)anlm I <I>a’n'l’m’ ) =8aa’8nn’811’8mm’< (I)anlm | q)ﬁ )

1 . - = iG-7 T'me P (r) - -
- mz’Yf,‘,,(k+G)e'G Tear [ ridr ’r ir|K+G), (B2)
(Pg |Pg)=833 (B3)
A Tme Pl(r) P"(r)
<<I>anlm |chba’n’1'm’)=8aa’ e-anlmsrm’sll’amm"i' 2 [fo rdr nr VaI”m”(r) n: ’
I'm"”

X [gﬁdm/,’:n(mY,u,,,..(f)Y,,,,,,(m l (B4)

<(I)amlm |ﬁ | q)_é >:Eamlm(q)cznlm |q)§ )+ E.up<q)anlm |q>6+ap> ’ (BS)
p

(dg |H|®g.)=5|G |Bgg+ Sv{G—-Cl+pug._3g, (B6)

a
where
Vaim(P=4mi' 3 e’ ©7 7 %5(G,n Yh (G, (B7)
p

0a( @)= 470 T [ 2 jo(rGhug(r (BY)

a - Q 0 Jo a .

These formulas are derived easily by using the
spherical harmonic decomposition of a plane wave
and the following facts: (i) Quasiatom spheres

on different sites are nonintersecting, (ii) @y, (T)
come from eigenfunctions of — %Vz-i-va( T), and
(iii) all matrix elements are the integral over one
unit cell due to the normalization chosen for basis
functions. The last term of Eq. (B5) is the most
expensive to compute, but can be evaluated for all
G simultaneously by using FFT to perform the
convolution sum.

For some very highly localized core basis func-
tions a good approximation can be made in the
Hamiltonian matrix elements. In these cases (see
Sec. ¥ A) the basis function can be assumed to be
an eigenfunction of the final potential. One can
then use

<q)anlm lﬁ | (I)) =€anl<q)anlm I (I)) ’ (B9)

where €,,; is the energy expectation value obtained
from Eq. (B4). In order that this approximation
preserve the crystal symmetry of the Hamiltonian,
one must neglect crystal-field splitting in the
evaluation of €, ; i-e., the sum over !",m" in Eq.
(B4) covers only the I''=0 term.

The first-order approximation for including the
nonspherical multicentered terms into the xc po-
tential is implemented as follows. First, one de-
fines a density that excludes nonspherical terms as

PT( ?)=nFs( ?)

—

+2na00( |?—-7_"a| )Yoo( ?—Ta) .
a

(B10)

This density contains the correct total number of
electrons since the nonspherical multicentered
terms integrate to zero and hence only redistribute
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charge. The density 7( ) of Eq. (B10) is used to
construct a ¥,.( ¥) by the methods of Sec. IIID.

One now makes a Taylor-series expansion to in-
clude the nonspherical terms as

Vel T) =0y (A(T))
dv, (7(T))

+2 2 2——_nalm

a l>0m dr(r)
X T=Tg | VY (T—7,) .

(B11)

The regions of space where the second term might
contribute are in the core regions where 7( T') is
dominated by the spherical core charge. Therefore,
we make a second approximation that for comput-

ing the derivative of v, (7( 1)) in this region, it is
sufficient to use a spherical symmetrization of
A( T), which is given by n( T) from Eq. (29).
Thus the first-order approximation is given by

ch( F)zi;xc( )

+222

a l>0m

dvy(nge( T))

dng(T)

-

Naim( | T—T4)

XY (T—7,) . (B12)

In this expression, the term in large parentheses de-
pends only on the radial distance |T'—7,|, so that
the sum becomes the nonspherical multicentered
contribution to ¥, ( T). The Fourier-series and
spherical multicentered terms are in V,(T') as
described in Sec. IIID.
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