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We report on the thermal and spatial properties of laser-generated carriers in single-
crystal intrinsic germanium as determined from infrared (10.6 um) reflectivity studies.
Densities up to 5% 10" cm ™ are achieved using fundamental (1.06 um) and second-
harmonic (0.53 um) 80-nsec pulses from a Q-switched Nd:glass laser. The carriers are
probed using a 10.6-um 100-usec CO, laser beam which is electronically synchronized to
the glass laser. For a carrier density of ~10' cm™?, characteristic of the plasma reso-
nance at 10.6 um, the reflectivity attains a minimum value; for higher carrier densities
the reflectivity is enhanced beyond its intrinsic value (0.36) to values as high as 0.95, de-
pending on the peak surface density. Such transient, laser-induced changes in the reflec-
tivity of semiconductors were first investigated by Galkin and co-workers, who interpret-
ed the reflectivity minimum value in terms of damping of the plasmon resonance by
carrier-assisted free-carrier absorption processes. Subsequently Vakhnenko and co-
workers offered an interpretation solely in terms of spatial inhomogeneity of the laser-
generated carriers. Here we report detailed experimental and theoretical investigations of
this transient reflectivity phenomenon in which we have determined the influence of exci-
tation laser wavelength and intensity, lattice temperature, plasma inhomogeneity effects,
and surface quality. For a density of ~ 10" cm™? our results indicate that intervalence-
band absorption and phonon-assisted free-carrier absorption are the dominant damping
mechanisms of the plasmon resonance and that spatial inhomogeneity of the carrier den-
sity plays a minor, albeit measurable, role in determining the value of the reflectivity
minimum. The applications of these results to diagnostics of laser-induced semiconductor
plasmas, including pulsed laser annealing and the performance of laser-activated semicon-
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ductor reflection switches, are discussed.

I. INTRODUCTION

Infrared reflectivity and transmission have tradi-
tionally been very useful tools for the determina-
tion of properties of uniformly doped semiconduct-
ors, providing information on the carrier density,
effective mass, and scattering times.!~* The pres-
ence of large carrier densities in semiconductors
can substantially alter the dielectric coefficient in
the infrared and thereby alter the reflectivity and
transmission spectrum. For free-carrier densities
of < 10%° cm™3, the infrared reflectivity undergoes
an anomalous dispersion and tends to unity when
the incident light frequency approaches the plas-
mon frequency. The characeteristics of the reflec-
tivity spectrum and, in particular, the value of the
reflectivity minimum can be used to determine the
carrier properties.

In 1968 Galkin et al.,’ in pioneering work, ob-
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served the free-carrier plasma resonance for high-
density, laser-generated electrons and holes in in-
trinsic Ge, Si and GaAs. A high-intensity, 40-nsec
pulse from a 0.69-um ruby laser was used to gen-
erate the transient plasma and the plasma was
probed in reflection using a 10.6-um beam from a
pulsed, synchronized CO, laser. The ruby laser,
through band-to-band absorption, generated a rap-
idly changing carrier density with the constant-
wavelength probe effectively scanning the density-
dependent plasma resonance. For a 10.6-um probe
the reflectivity minimum occurs for a density of
N.~1x10" cm~3. The observed reflectivity
minimum values for Ge (0.29) and GaAs (0.18)
were 0.07 and 0.12 below the intrinsic reflectivity
values, respectively, whereas the actual minimum
was not observed for Si. In the absence of any
damping of the plasmon resonance, the theoretical
value of the reflectivity minimum is zero, corre-
sponding to the dielectric coefficient having a
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value of 1. The nonzero values observed were said
to be associated with strong carrier-assisted free-
carrier absorption. Stated differently, the plasmon
resonance was considered to be damped by carrier-
carrier scattering. Later, Vakhnenko and Strizhev-
skii® reinterpreted the minimum values solely in
terms of spatial inhomogeneity of the density of
the plasma. In general, a nonzero value of the re-
flectivity can occur, even in the absence of absorp-
tion, if the plasma is inhomogeneous, since light is
reflected from different layers and it is not possible
to satisfy the condition of zero reflection for all
such layers simultaneously. Although these au-
thors offered a quantitative explanation for the
minimum reflectivity, the carrier diffusion coeffi-
cient (3 cm?/sec) and carrier lifetime (~ 10! sec)
used by them to justify the existence of a 0.2-um-
thick plasma are much lower than the usually ac-
cepted values of 65 cm?/sec’ and 50 nsec,? respec-
tively, at least in the case of germanium for a den-
sity of N,.

Since carrier-carrier scattering is generally not
the most important mechanism in determining the
carrier relaxation time in ambipolar plasmas’ and
due to the inappropriate material parameters used
by Vakhnenko and Strizhevskii, we seriously
doubted the interpretations offered. In view of the
potential use of infrared reflectivity in probing the
properties of high-density plasmas in semiconduct-
ors and its possible use as a diagnostic tool in
pulsed laser-annealing processes, we have per-
formed a detailed characterization of the transient
reflectivity phenomenon including the dependence
on excitation wavelength and intensity, lattice-
plasma temperature, carrier-density inhomogeneity
and surface preparation. These studies have en-
abled us to identify the important plasmon
resonance-damping mechanisms and to determine
the influence of density inhomogeneity and
carrier-lattice temperature. A preliminary report
of some aspects of this work was published else-
where.'® Besides the applications cited above, the
results presented here are of importance to the
development of laser-activated semiconductor re-
flection switches and ultrashort infrared pulse gen-
eration.!!

We will divide the remainder of this paper into
five parts. In Sec. II we present a theoretical
model and numerical results for the generation and
evolution of carrier density and the lattice-plasma
temperature during pulsed laser interactions with
germanium. Section III will briefly consider the
theoretical reflectivity of homogeneous and inho-

mogeneous carrier distributions. Section IV gives
the experimental technique used in obtaining our
results, with the results and interpretations offered
in Sec. V. Lastly, the results are summarized in
Sec. VL.

II. PULSED LASER INTERACTION
WITH GERMANIUM: CARRIER GENERATION
AND HEATING

The absorption of pulsed laser radiation by semi-
conductors leads to the creation of nonequilibrium
carrier densities and elevated carrier and lattice
temperatures. How much of the laser photon ener-
gy is partitioned into electron-hole pairs, carrier ki-
netic energy, phonons, etc., is a very active area of
research and is obviously dependent on the time
scale over which information is sought. In the
work discussed here we are interested in situations
where 10~ "-sec pulses, with peak power densities
of 107 W/cm?, interact with the semiconductor.
Under these conditions it is generally ack-
nowledged'®!? that the carrier and lattice tempera-
tures are essentially the same (the carrier tempera-
ture will be slightly higher than the lattice tem-
perature in the region of carrier generation, but for
the situations considered here this difference is less
than 25 K). The plasma can therefore be charac-
terized by two macroscopic quantities, namely, its
density and temperature. The temporal and spatial
evolution of the carrier density and carrier-lattice
temperature are governed by diffusion equations.
Because the material properties including the dif-
fusion coefficients are temperature dependent, the
two equations have to be solved simultaneously.
This approach has been used by a considerable
number of researchers to model the interactions of
nsec pulses with semiconductors. There are, how-
ever, two important aspects of the carrier diffusion
process which have not been incorporated to date.
The first involves the induced band bending of the
semiconductor as a result of an inhomogeneous
temperature. Because the band gap of most semi-
conductors decreases with increasing temperature,
the band gap will be lowest near the surface, where
the temperature is highest. Brown'® originally
pointed out that this effect could present barriers
to the normal diffusion process and we have re-
cently shown'# that in extreme situations diffusion
will not occur at all, with the plasma being con-
fined near the surface. The other process is the
thermoelectric effect whereby carriers are driven by
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a temperature gradient. This effect, which we
have also considered in our recent work,* would
ordinarily enhance the diffusion process but in gen-
eral it is weaker than the effect related to the band
bending.

With the above comments in mind, in the ab-
sence of any applied electric fields, the electron-
hole pair current density can be written as'*

N =
2kgT VE,

J=—D|VN+

N , =
+ 2T(p +p'+2)VT |, 1)

where D is the ambipolar diffusivity, N is the
electron-hole pair density, E, is the energy gap, T
is the carrier-lattice temperature, and p and p’ are
defined by the kinetic energy (E;) dependence of
the carrier scattering times 7. For electrons,

7. < Ef with a similar expression determining the
hole exponent p’ in 7, =1E,f'. For carrier-phonon
interactions p =p’=—+. As will be demonstrated
in this paper, even at high densities the carrier re-
laxation time is determined by carrier-phonon in-
teractions, so this is the only case we will consider
in the present calculation. The value of D and its
temperature dependence are consistent with this as-
sumption. In Eq. (1) the first term is the diffusion
current density, the second term results from the
force field associated with spatial variations of the
band edge, and the third term represents the con-
tribution from the thermoelectric effect. It has im-
plicitly been assumed that the carrier distributions
are nondegenerate, with the result that for T'> 300
K there is no density dependence of the diffusivity.
For some of the densities and temperatures con-
sidered, the assumption of nondegeneracy is mar-
ginal, but we estimate that even in the worst case
the value of D is no more than 20% larger than
the value assumed. This has only a small effect on
the calculated carrier densities and lattice tempera-
tures.

Equation (1) can be simplified if one assumes
that the spatial variation of the band gap is due to
variations of the lattice temperature only. The
band gap also decreases as a result of many-body
effects such as carrier exchange and correlation,'”
but for the densities considered here the reduction
of the band gap through thermal effects is much
more important. Assuming (reasonably) that the
band gap decreases linearly with temperature above
300 K, with temperature coefficient
r =—k 5 '(3E,/3T), Eq. (1) becomes

J=—D|VN+ %(p +p' +2—rVT]|.

(2)

The evolution of the carrier density can be deter-
mined through the equation of continuity, which is
given by

ON IT(t)(1—R)ae ™

o5 BN _ .
VJ+t P YN~

(3)

where we have considered the pairs to be generated
at a depth x through band-to-band absorption by a
pulse of intensity I (¢) and photon energy #iw, im-
pinging at normal incidence on a semiconductor of
reflectivity R and absorption coefficient a. In our
experiments we have used photon energies of 1.17
eV (1.06 um) and 2.34 eV (0.53 pm) which exceed
not only the indirect gap E; (0.67 eV at 300 K) but
also the direct energy gap (0.80 eV), so that strong
absorption occurs near the semiconductor surface.
Carrier recombination at high densities is taken to
occur via an Auger process with recombination
coefficient y. Equations (2) and (3) can be com-
bined to give the density diffusion equation,

3N = _ N , _
3 =V:|DVN+ 2T(P +p'+2—-r)VT
I(t)(1—R)ae 3
—yN*- . 4
+ > Y. 4)

The values of the material parameters and their
temperature dependence for 300 < T'< 1000 K are
given in Table L.

Equation (4) can be solved in the usual one-
dimensional approximation subject to the boundary
condition

N(x— o0,t)=N;
aN (5)

D"a_x“ x=0=S(N—N,') s
where N;~10'3/cm? is the intrinsic equilibrium
carrier density and S is the surface recombination
velocity, which depends on surface conditions.
The value of S ranges from ~ 10> cm/sec for pol-
ished and chemically etched surfaces to ~ 10°
cm/sec for mechanically polished (abraded) sur-
faces. Because of the lattice-temperature depen-
dence of the material parameters and the VT term,
Eq. (4) must be solved simultaneously with an
equation which describes the evolution of the
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TABLE I. Material parameters for germanium.

Parameter Value Reference
R (0.53 pm) 0.50 16
R (1.06 pm) 0.39 16
R (10.6 um) 0.36 17
a (1.06 pm) 1.4 1041+ T /2000) cm™! 20
a (0.53 um) 5% 10%(1+T/3600) cm™' 20

D 65(T /300)~ 1> cm?sec™! 17,18
C 1.7(1+T/6000) JK~'cm™3 19
% 2x 103" cm®sec! 8
D, 0.35(T/300)~ ! cm?sec™! 17

carrier-lattice temperature. In formulating this
equation we will assume that the electron-hole
pairs instantaneously lose their excess energy
[fio—E, ~2(%k3 T)], imparted to them in the ab-
sorption process, so that the effective heat genera-
tion depth is a~!. There has been some discussion
in the literature?! concerning carrier diffusion ef-
fects allowing the heat generation depth to be
larger than a~!, but for the 80-nsec pulses con-
sidered here this is not important since, on this
time scale, the temperature spatial dependence is
not very sensitive to the value of the depth
chosen.?? The thermal diffusion equation can
therefore be written in the form!'2

or _ 9 |, oT
a  ox | Fox
+a(l—R)I(t)e“’" fio—Eg—3kgT
C fiw
3
+ﬂCVT—(Eg+3kBT) ; 6)

where C is the specific heat and D; is the lattice
thermal diffusivity. The electronic contribution to
the thermal diffusivity is negligible for the densi-
ties of interest. Heat generation via the Auger
recombination process has been included, in which
the energy Eg+2(%k5 T) lost by the recombining
electron-hole pair is given to a third carrier and
therefore immediately to the lattice. This term is
less than 20% of the other heat generation term
for the maximum carrier densities considered here.
Other heat generation processes, such as loss of
carrier energy during band-gap reduction, are too
insignificant to be considered here. On a nsec time
scale little heat is lost from the surface. On the
other hand, heat is generated at the surface if the

surface recombination velocity is different from
zero. Equation (6) must therefore be solved subject
to the boundary conditions

KT%% +S(N —N;)E, +3kT) =0,

(7)
T(x—w)=300K,

where K is the thermal conductivity.

We have simultaneously solved Eqgs. (4) and (6)
together with their boundary conditions using
standard finite difference techniques. Figure 1
shows the carrier-density profiles which occur at
different times during the excitation of a S=0
sample by Gaussian (in time) 80-nsec, 1.06-um
pulses of incident peak power density 1 and 2
MW/cm?. The curves correspond to the times at
which the carrier density at the surface reaches the
value of N, the surface density of principal in-
terest in this paper. Since the surface density can
essentially follow the excitation pulse, these two
times occur when the instantaneous power density
is ~0.2 MW/cm? These curves change insignifi-
cantly for values of S up to ~10* cm/sec. For
higher values of S, significant deviations can occur.
The inset to Fig. 1 shows the corresponding
carrier-density profiles obtained for a surface
recombination of 5% 10° cm/sec. For the 1-
MW/cm? pulse the critical density is just achieved,
so that only one curve is shown. Of particular in-
terest in all three curves is that the density initially
increases away from the surface as it must in gen-
eral according to Eq. (5). For all the curves the
characteristic profile depth is determined approxi-
mately by how far the carriers can diffuse during
their Auger lifetime of 74 ~50 nsec. This distance
is ~(D714)"”?=18 um. The actual differences be-
tween the shapes of the curves, apart from surface
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recombination effects, are related to the extent to
which lattice heating will influence the material
parameters and also cause band-gap reduction near
the surface. This accounts for the steeper profiles
exhibited by the d curves, which correspond to the
termination of the higher intensity pulse.

Figure 2 shows the corresponding lattice and
carrier temperature profiles for the same pulses at
the same times in the pulse corresponding to the
curves in Fig. 1. It is apparent that for the S=0
case there is little lattice heating at the time N, is
reached at the surface for the first time for either
pulse. However, a rise in temperature of 75 and
210 K is achieved on the trailing edges of the 1-
and 2-MW/cm? pulses, respectively. The corre-
sponding lattice temperature curves for S=5x 10’
cm/sec are shown in the inset. The lattice tem-
peratures achieved at the surface are considerably
higher than those depicted in the main figure since,
with a higher value of S, more recombination oc-
curs. The characteristic profile depths are all ~2
pm, much smaller than the value of the density
profile characteristic depth, reflecting the fact that
(DL, /D)2 ~0.1.

T 1 T
$=5x105¢m/sec

0.8

DENSITY x16' cm'3)
o
(2]

o
>

02
o | | | | | Il
() 2 4 6 8 10 12 14
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FIG. 1. Carrier-density profiles in germanium for
surface recombination velocities of 0 and 5 10° cm/sec
and 1.06-um illumination. The a and b curves are asso-
ciated with the leading and trailing edges of a 80-nsec
1-MW/cm? Gaussian pulse when the surface density is
10" cm~3. Curves ¢ and d are associated with a 2-
MW/cm? pulse.
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FIG. 2. Lattice temperature profiles associated with
the carrier-density profiles shown in Fig. 1.

For 0.53-pm illumination, higher incident inten-
sities must be employed to achieve the same densi-
ty because the sample reflectivity is higher and
more of the laser’s photon energy is used to heat
the carriers. Figures 3 and 4 show the carrier-
density and lattice temperature profiles for 2- and
4- MW/cm? pulses. All of the curves for the den-
sity depict much shallower profiles since in general
higher lattice temperatures are achieved. For the
largest temperature gradient (curves d in Fig. 4), a
significant degree of carrier confinement is ap-
parent in the corresponding density profile. The
factor of 30 difference in the absorption coeffi-
cients for 0.53 and 1.06 um intrinsically has little
influence on the calculated profiles, as can be seen
in those cases in which lattice heating is small.

III. INFRARED REFLECTIVITY FROM
HOMOGENEOUS AND INHOMOGENEOUS
CARRIER DISTRIBUTIONS

The optical reflectivity and transmissivity of any
material are determined as functions of frequency
by the complex dielectric function €(w). For in-
frared frequencies which are below that associated
with the fundamental absorption edge the dielectric
function can be highly dispersive due to the pres-
ence of free carriers. The Drude model for free
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carriers has been successfully used for describing
the optical properties of extrinsically doped semi-
conductors! after quantum corrections associated

with intervalence-band absorption have been made.
|
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With this combined classical and quantum model,
for a plasma with equal numbers of electrons and
holes the real (€g) and imaginary (€;) parts of
€(w) can be written in cgs units as

+4mXp

(8)

4oy

€I(C0)

(0]

where €, =16 is the intrinsic high-frequency
dielectric constant, m,, is the electron or hole op-
tical effective mass, 7, is their momentum relaxa-
tion time, and X;;r and o,y are the susceptibility
and conductivity associated with intervalence-band
absorption. Averages over the carrier energy dis-
tribution indicated by the { ) brackets can be
transferred to the carrier relaxation times with
negligible error.® For germanium, m}=0.12m,,
mj =0.23m,, and 470,y /0=4X10"" N cm? for
A=10.6 um.2* The corresponding susceptibility in
this wavelength region is negligible compared to
the free-carrier susceptibility.

T T 12F T T T 4
S=5x105¢m/sec

DENSITY x107'® (cm™3)

DEPTH (um)

FIG. 3. Similar to Fig. 1 except the a and b curves
are associated with a 2-MW/cm? 0.53-um pulse, and the
¢ and d curves are associated with a 4-MW/cm? 0.53-
pm pulse.
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mi\1+0* 2| m} \1+07

(4]

The complex dielectric function determines the
complex refractive index whose real (n) and ima-
ginary (k) parts are given by

2n?=ep +(ek +€1)'?, )

U= —ep+(ex+€1)'2.

From the values of n and « the normal incidence
reflectivity at an air-semiconductor interface of a
semi-infinite semiconductor can be found from
Fresnel’s equation,

2,.,2
(n —1) "+«
R=———-——2-2— . (10)
(n+1) "+«
700 ™ T - T T T
$=0 $=5x10%cm/sec |
X6=053um 900
700
600
< 500
x -
L
(1
2 s00- 300
<
@
i
a.
=
W
’.—-
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¢ a
BOOKJ L | ! L
(o} | 2 3
DEPTH (pm)

FIG. 4. Lattice temperature profiles corresponding to
Fig. 3.
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For negligible damping (w({7, ;) >>1 and 0;~0)
the value of « is small and n~eg>. In this case
the real part of the refractive index will vanish if
the carrier density is such that the plasmon fre-
quency equals the probing frequency; i.e.,

172

47N, e?
TN .11

€

U

m; - my

w———wp:

2]

where N, is the carrier density corresponding to
the plasmon frequency w,. If n =«k~0, then R=1.
At a slightly lower density, N, =[(e,—1)/
ew]l/sz, we have n=1, k=~0, and R=0. For

@ Ten )>s=1 and/or large o, the plasmon reso-
nance will be damped with k50 and the minimum
value of R is different from zero. Since o}y is
known, the value of the reflectivity minimum is
determined by the value of the carrier scattering
time.

In intrinsic materials there are basically only two
mechanisms which determine this time, namely
carrier-carrier and carrier-phonon processes. At
least for low densities, it is well known that for
T>300 K the carrier scattering time is determined
by optical- and acoustic-phonon scattering. For
electrons at room temperature acoustic-mode
scattering is approximately four times stronger
than optical-mode scattering, while the reverse is
approximately true for holes.”> Above room tem-
perature intervalley scattering becomes important
for electrons, leading to a significant influence on
the value of {(7,). In any event, to the extent that
it is meaningful to define a relaxation time for ei-
ther type of carrier when optical-phonon or inter-
valley scattering occurs, it has been determined!®2¢
that above room temperature {7, ) =3x 10~
(T/300)~%3 sec and (7, ) =3 %10~ 3(T/300)~*°
sec for germanium. At room temperature the
intervalence-band contribution to €; dominates,
whereas at T'~1000 K the free-carrier part dom-
inates.

For large, excess carrier densities carrier-carrier
scattering has often been suggested as being impor-
tant in determining the carrier scattering time.
Indeed, as already indicated, Galkin and co-
workers, in the interpretation of their experiments
on laser-induced plasmas in germanium, considered
that the damping of the plasma resonance was due
entirely to carrier-carrier interactions. Using the
Conwell-Weiskopf formula for impurity scattering,
modified to deal with degenerate electron-hole
scattering,”’ they determined theoretically that at
room temperature {7, ) ~107'* sec. The applica-

tion of the Conwell-Weiskopf formula to germani-
um is inappropriate, however, for at least two
reasons. First, at N =N, the carrier distributions
are not degenerate since the quasi-Fermi-levels are
essentially within kp T of the band edges. More
importantly, in an ambipolar plasma in the absence
of an applied electric field, the electrons and holes
diffuse together with the same average velocity,
whereas in the case of impurity scattering the car-
riers scatter from essentially stationary impurities.
Meyer®® has recently pointed out in a theoretical
paper that for ambipolar carrier flow the effect of
carrier-carrier scattering on the diffusivity is very
small and does not significantly affect the carrier
scattering time as determined by lattice scattering.
In any event, since for the Boltzmann carrier dis-
tributions the carrier-carrier scattering time has a
T3/? temperature dependence, it will be easy exper-
imentally to determine the relative importance of
the two scattering mechanisms from the tempera-
ture dependence of the reflectivity minimum.

In Fig. 5 we show two theoretical plots for the
normal incidence reflectivity at 10.6 um as a func-
tion of carrier density. The graphs illustrate the
expected behavior at T=300 and 900 K for the
case in which carrier-lattice scattering and
intervalence-band absorption are the plasma reso-
nance damping mechanisms. With an increase in
temperature of 600 K the reflectivity minimum
shifts from 0.21 to 0.32. In arriving at the two
curves indicated we have included the temperature
dependence of the high-frequency dielectric con-
stant which arises as a result of the temperature
dependence of the band gap. The temperature
dependence of € at A=10.6 um is given by*

€,=[4.04+3x10"4T —300)]?, (12)

where T is in Kelvin. This gives an intrinsic re-
flectivity of 0.36 at 300 K and 0.38 at 900 K. If
the reflectivity minimum of 0.21 at 300 K were as-
sumed to be due to carrier-carrier scattering only,
the corresponding reflectivity value at 900 K
would have decreased to ~0.08, a substantially dif-
ferent result.

The above treatment of the reflectivity leading
to the results shown in Fig. 5 has assumed that the
plasma of carriers is homogeneous. As illustrated
in Figs. 1 and 3, carriers generated by pulsed laser
absorption are spatially inhomogeneous due to ab-
sorption, diffusion, and lifetime effects. In addi-
tion, due to laser heating the material properties
are also spatially inhomogeneous. If the optical
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FIG. 5. Theoretical reflectivity characteristic at 10.6
pum if the plasmon resonance is damped by intervalence-
band and phonon-assisted free-carrier absorption.

probe depth is comparable to the distance over
which the dielectric function changes, then the
Fresnel formula is no longer applicable for calcu-
lating the reflectivity. In Fig. 6 we show how the
probe depth ¢ (2«kw)~! varies with carrier density
for A=10.6 um. For the critical density N the
probe depth is less than 1 um, so that in most
cases spatial inhomogeneity effects will be small.
The main exception occurs if S is high, in which
case the density varies rapidly in the vicinity of the
surface.

The reflectivity of optically inhomogeneous ma-
terials can, of course, be treated using the charac-
teristic matrix method for stratified media,’ but if
the dielectric function has an analytical dependence
on depth, the reflectivity may be obtained more
easily from the direct solution of Maxwell’s equa-
tions. This has been done for the particular case
of inhomogeneous carrier distributions in semicon-
ductors by Subashiev and Kukharskii’! and Va-
khnenko and Strizhevskii.® Situations in which the
dielectric function varies linearly or exponentially
with depth yield direct analytic results for the re-
flectivity; more complex functional dependences
must be treated numerically. With the results of
Figs. 1 and 3 in mind, for simplicity we will as-
sume that the density varies exponenentially with
depth. Ignoring for the moment temperature ef-
fects, one can assume that the depth (x) depen-
dence of the dielectric function is of the form

e(x)=€ep—Pe "8, (13)

where €3 is the bulk dielectric function, and B and
6 are defined through the actual carrier distribu-
tions. For the case where S=0 we can approxi-
mate N (x) by Noe ~*/3 with Ny=Nc. It follows

PROBE PENETRATION DEPTH (pm)
T

N (em™>)

FIG. 6. 10.6-um probe penetration depth as a func-
tion of carrier density.

that e =€, and S can be determined from Eq. (8).
For S =5X 10° cm/sec we can approximate N (x)
by Ny —ANe ~*/% with Ny~N, AN/N{~0.2,
and € and B determined from Eq. (8). Although
in the limit of x — oo this latter expression gives
N—N, contrary to Figs. 1 and 3, over an effec-
tive probing depth of <1 pm the expression can be
used to represent the density profile. From Figs. 2
and 4 it might be argued that one should take into
account inhomogeneities in €(w) as contributed by
the temperature dependence of {7, ;). Owing to
the functional dependence of € on {7, ), incor-
poration of this inhomogeneity would be formid-
able. However, for most of the cases of interest to
us, w{7, ;) > 1, and € is only weakly dependent
on (7, ) while the free-carrier part of €; is small-
er than the intervalence-band component. Thermal
inhomogeneities, at least for surface temperatures
of T <800 K, can be expected to be small.

In general, for € as given by Eq. (13) the reflec-
tivity can be written as
2

po—¥¢ ’ (14)

1+¢

for
1—V/ep
P Ve (15)
J_,1li8) VB
J_ i) Vieg+1'

where J,( ) is the Bessel function of the first kind
of order a. The argument is defined through

=

§=3‘;—’§\/B , (16)
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and the orders of the Bessel functions are found
from

2wi V EBB

4

v )
Figure 7 shows the dependence of the reflectivity
minimum at 10.6 um as a function of 8 for situa-
tions in which the density decreases away from the
surface (S=0) and increases away from the surface
(S5£0). In all cases the surface density is assumed
to be N¢ and the material parameters used in the
graphs are the same as those for the T=300 K
curve in Fig. 5. In Fig. 7, curve a shows the re-
flectivity minimum at a constant value of 0.21 as
obtained from a homogeneous plasma, curve b
represents the S=0 case, while curves ¢ and d il-
lustrate N /N(=0.2 and 0.5, respectively, with
S§=5%10° cm/sec. Over a broad range of 8§ it can
be seen that if the density decreases away from the
surface, the reflectivity minimum values are larger
than those of the homogeneous case, whereas if the
density increases, lower reflectivity values would be
seen. In either case, as §—0 the reflectivity values

>
=
=
=
b
|
e
i 3
x f
H d
= i
=
s O.1- —
| | | | ] |
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[0} | 2 3 4 5 6
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FIG. 7. Minimum reflectivity at 10.6 um from inho-
mogeneous plasmas. Curve a labels a particular reflec-
tivity for a homogeneous plasma. Curve b indicates the
case where the plasma density decreases exponentially
away from the surface with characteristic depth 8, while
c and d show the behavior if the density increases ex-
ponentially away from the surface with the asymptotic
bulk density being 20% (curve c) and 50% higher than
the surface value.

approach those appropriate to the value of
€(w)=e€p, whereas as §— oo the reflectivity ap-
proaches the value appropriate to €(w)=¢€ —f.
The oscillations in the reflectivity near §~0.2 um
are characteristic of interference effects.

IV. EXPERIMENTAL DETAILS

A schematic diagram of the experimental ar-
rangement used to measure the 10.6-um reflectivity
of laser-generated plasmas in germanium is shown
in Fig. 8. A Q-switched Nd:glass laser is used in
multimode operation to produce 80-nsec-wide
gaussian pulses at 1.06 pm with a peak power of 5
MW. A second harmonic beam at 0.53 um is gen-
erated with about 5% conversion efficiency in a
KD*P crystal for some of the experiments. The
probe beam is derived from a 1-kW CO, laser
which produces multimode pulses of ~ 75-usec
duration. The glass and CO, lasers are electroni-
cally synchronized so that the Q-switched pulse oc-
curs near the peak of the 10.6-um pulse. Because
of the 10° factor difference in pulse widths, the
10.6-um pulse is essentially cw (continuous wave)
during the 1.06- and 0.53-um pulse. The laser
beams are directed and focused onto a 400-um-
thick germanium slab. The germanium samples
used in the experiments were nominally intrinsic

SYNCHRONIZATION
COp LASER
ELECTRONICS ;I
I FILTERS
Nd}’":glusS ' (</
LASER I I , l
SECOND
HARMONIC [
CRYSTAL -
~
VACUUM
—[ —_ PHOTODIODE
Fewe st — — S |
Vo
Ge:Au DETECTOR O \ I
Ge FILTER \ |

,Si AVAL ANCHE
PHOTODIODE.

=—== Ge SAMPLE

OSCILLOSCOPE

FIG. 8. Experimental schematic.
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single crystals with a room-temperature resistivity
of 20 O cm. They were mechanically polished on
one side and some were chemically etched using
various acid etches. The other side of the sample
was purposely roughened so as to prevent a second
reflecting interface for the 10.6-um beam. In those
experiments designed to measure the influence of
lattice temperature of the reflectivity, the sample
was heated directly using a dc current source.
Sample temperatures up to ~750 K were mea-
sured by a copper constantan thermocouple mount-
ed within 3 mm of the illuminated spot on the
sample.

The excitation and probe beams overlap on the
sam;;le, with the diameter of the 10.6-um spot be-
ing - of the 5-mm spot size of the 1.06- and 0.53-
pm beam. Filters were used to control the intensi-
ties of the two beams. In particular, the power
density of the CO, laser beam was kept below 10>
W/cm? so as not to induce any lattice heating it-
self. The angle of incidence of the probe beam is
about 5° off normal and the reflected beam is
detected with a fast Ge:Au detector. A thick piece
of germanium is used in front of the detector to
block 0.53- and 1.06-um light. The signal from
the detector is amplified using a DC-3 GHz am-
plifier and displayed on a Tektronix 7633 storage
oscilloscope. The overall response time of the sys-
tem is 3 nsec. The excitation beam is monitored
using a F4000 ITT vacuum photodiode coupled to
a Tektronix 7904 oscilloscope. The energy of the
excitation pulse is measured using a Joulemeter
with the peak power density determined by the
beam-spot size at the sample. The uncertainty in
the power density is estimated to be +20%.

For experimental expediency, the full duration of
the Q-switched pulse was used, so that from one
pulse variable density plasmas were generated as a
function of time, thereby scanning the plasma re-
flectivity minimum depicted in Fig. 5. For suffi-
ciently high excitation pulses the resonance is
scanned on the leading and trailing edges of the
pulse. Experiments were conducted varying the
spot size and location of the probe beam within the
1.06-um spot to test overlap and homogeneity,
with no significant change in the results unless the
spot sizes were comparable. In order to check for
damage or melting during excitation, a 0.633-um
He-Ne beam was used in reflection to monitor the
sample, with the reflected beam detected by a Si
avalanche photodiode. For the maximum laser
power density used (~ 17 MW/cm?), the maximum
possible carrier density prior to sample melting, ac-

cording to the formalism in Sec. I, is
~8x%10Ycem™3, corresponding to a plasmon reso-
nance of ~3.8 um. Therefore any changes in the
0.633-um beam can be interpreted only in terms of
sample damage or melting effects and not due to a
plasma resonance.

V. EXPERIMENTAL RESULTS AND DISCUSSION

Measurements of the infrared reflectivity of
laser-excited plasmas in germanium were carried
out under a wide variety of excitation-laser intensi-
ties, sample surface conditions and sample tem-
peratures.

Figure 9 shows the typical reflectivity at 10.6
pm observed from an etched germanium sample
with a 1.0-MW/cm? 1.06-um excitation pulse.
The figure is reproduced from an oscilloscope pho-
tograph. On the same figure the profile of the ex-
citation pulse is indicated as well. The reflectivity
of the probe beam is taken to be 0.36 (correspond-
ing to €, =16) before the excitation pulse strikes
the sample. This number is therefore used as a
reference in converting the oscilloscope traces to
actual reflectivity values at each point in time. It
can be seen that the reflectivity initially decreases
to a value of 0.21, rises to a peak of 0.7, and de-
creases to a second minimum of 0.22. The two
minima occur at the two points in the excitation
pulse where the instantaneous intensity is ~0.2
MW/cm?, corresponding to a surface density of
carriers equal to Nc. The slow recovery of the re-

IO T T T

Io = 1.0 MW/cm?

Xo = 1.06um

0.8 —

REFLECTIVITY

1= 1 1
0 100 200 300
TIME (nsec)

FIG. 9. Typical recorded reflectivity trace at 10.6 um
(solid line) for a 1.06-um 1-MW/cm? pulse. The dashed
line indicates the profile of the excitation pulse.
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flectivity following the final minimum can be attri-
buted to the density-dependent Auger recombina-
tion lifetime of 7, > 50 nsec. The fact that the two
minima do not have exactly the same value is con-
sistent with laser heating of the lattice. The max-
imum reflectivity value of 0.70 is consistent with
the maximum carrier density achieved, namely
210" cm?.

Figure 10 depicts the reflectivity observed as a
function of time for pulses of different peak excita-
tion intensity up to 2 MW/cm?. Except for the
lowest intensity case, which shows only a single
minimum, the other traces indicate two minima,
with the value of the first minimum being 0.21 in
each case. For each peak intensity, the increase in
surface temperature is calculated to be not more
than 10 K at the time of the first minimum and it
is not surprising that the initial reflectivity
minimum does not change. The second minima
show higher values for pulses of peak intensity
greater than ~0.75 MW/cm?. For the 1- and 2-
MW/cm? pulses the surface temperatures are cal-
culated to be 375 and 510 K, respectively, at the
time of the second minimum. The actual reflec-
tivity values are 0.22 and 0.26, both of which are
in good agreement with the theoretical values of
0.21 and 0.24 if one assumes damping of the
" plasmon resonance by intervalence-band absorption
and phonon-assisted free-carrier absorption. The
residual difference between theory and experiment
for these minima as well as the initial minimum

1.0 L T T T T T
(@) x =106um (b)  1,=05MwW/em2
o8- Ip=0.2 MW/cm?2 .

S =0
O.GI: B
0.4

0.21-

(c) Io=l.OMW/em3
0.8

REFLECTIVITY

0.6

0.4

0.2

0 1 1 1 1 1 1
[¢] 100 200 300 100 200 300

TIME (NANOSEC)

FIG. 10. Reflectivity traces for 10.6 um for an
etched sample for excitation pulse power densities be-
tween 0.2 and 2 MW/cm?.

value of 0.21 (theoretical value 0.20) can be ex-
plained from plasma inhomogeneity. From Figs. 1
and 7 with 8~12 um, the difference of ~0.01 is
easily explained. An interesting case occurs if the
peak intensity is between 0.2 and ~0.75 MW/cm?,
The second minimum reflectivity has a value
which is slightly (~0.005) lower than the first
minimum. For intensities less than 0.75 MW/cm?
the temperature rise at the time of the second
minimum is less than 40 K. However, as illustrat-
ed by the a and b curves of Fig. 1, for S=0 the
curve corresponding to the density profile on the
trailing edge of the pulse shows less carrier inho-
mogeneity than the corresponding curve on the
leading edge of the pulse. As a result of represent-
ing a more homogeneous plasma, it is not surpris-
ing that the second minimum value is lower than

the first.
At intensities much higher than 2 MW/cm? new

structure is observed in the reflectivity signature.
Figure 11 shows the reflectivity traces for probe
wavelengths of 10.6 and 0.63 um for a peak excita-
tion of 8 MW/cm?. The oscillation in the 10.6-um
reflectivity near the peak is always correlated with
a rise in the 0.63-um reflectivity by ~0.10. This
is believed to be due to melting of the sample sur-
face at 1185 K and subsequent resolidification.
This would account for the drop of the 10.6-um
reflectivity near the peak since the reflectivity of
molten germanium>® is ~0.7. The fact that this
value is not actually attained for either beam is
similar to an observation by Auston et al.’? on
laser-irradiated silicon. We will not pursue this
point further here. The reflectivity minimum
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I, = BMW/cm? Ap =0.63um
0.8 x,=106pum ]
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FIG. 11. Reflectivity traces for 0.63 and 10.6 um as
produced by an 8-MW/cm? 1.06-um excitation pulse.
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value of ~0.32 which occurs on the trailing edge
of the pulse is consistent with a sample tempera-
ture near melting, assuming the intervalence-band
and phonon-assisted free-carrier absorption model.
In order to directly compare our model with the
models of Galkin et al. and Vakhnenko and Stri-
zhevskii for the reflectivity minimum, we uniform-
ly heated the sample directly with a dc current
source and recorded the values of the first reflec-
tivity minima associated with 1-MW/cm? excita-
tion. The maximum temperature rise induced by
the pulse at the time of the first minimum is less
than 10 K. The reflectivity minima were recorded
for six different sample temperatures between 300
and 750 K, with the results shown in Fig. 12.
Also shown are the predicted temperature depen-
dences of the three different models. For germani-
um at room temperature, Galkin had measured a
minimum reflectivity value of 0.29 and attributed
this to a room-temperature carrier-carrier scatter-
ing time of 10~'* sec. The intensity at the time of
the first minimum was 10?° photons/cm?, corre-
sponding to an intensity of 3 MW/cm? at 0.69 um.
The prediction of his theory is that the reflectivity
minima would decrease rapidly with increasing
temperature. This clearly does not fit the data.

0.30F .

0.26|

MINIMUM  REFLECTIVITY

0.18
200 400 600 800

TEMPERATURE (K)

FIG. 12. Experimental data (&) for the dependence
of the 10.6-um reflectivity minimum on the lattice tem-
perature for a directly heated sample. The — - — line is
the theoretical prediction based on spatial inhomogeneity
of the plasma density, the — — — line is based on
damping of the plasmon resonance by carrier-assisted
free-carrier absorption, while the solid line is indicative
of damping of the plasmon resonance by intervalence-
band and phonon-assisted free-carrier absorption in a
homogeneous plasma.

The theory based on spatial inhomogeneity effects
used to explain the data of Galkin et al. at T=300
K has no intrinsic temperature dependence and so
also does not fit the data. On the other hand, the
theory which incorporates phonon-assisted free-
carrier and intervalence-band absorption accounts
for the data rather well, although, as noted earlier,
the theory underestimates the data. Part of this
discrepancy, 0.01, can be attributed to optical inho-
mogeneity effects for a carrier-density profile with
a depth 8~12 um. Beyond this, the discrepancy
has to be considered good, considering the approxi-
mations involved in the Drude model and possible
inhomogeneity effects associated with €, and
(7en?. We suggest that the value of R=0.29 mea-
sured by Galkin et al. is associated with strong
heating effects at his intensity.

The results depicted thus far indicate that densi-
ty inhomogeneities serve only a minor role in the
optical properties of laser-generated plasmas, at
least under the conditions considered. However,
the effect of the spatial inhomogeneity may not be
completely negligible in all situations. A prelimi-
nary account of our work!? indicated that for
mechanically polished, unetched samples the initial
reflectivity minima were lower than those reported
here for etched samples, whereas the intensities
needed to attain those minima were much higher.
If one did not take into account the actual surface
conditions, there would be a temptation to inter-
pret the lower reflectivity minima in terms of
(7en) or o;y. Figure 13 shows the reflectivity
minima achieved for etched and coarsely polished,
unetched samples for peak excitation intensities of
0.2- and 1-MW/cm? 1.06-um pulses, respectively.
The fivefold increase in intensity is indicative of a
much larger surface recombination, as is the more
rapid return to the 0.36 reflectivity value. The in-
crease in excitation intensity for the unetched sam-
ple is consistent with a surface recombination of
S~5x10° cm/sec, which prompted this choice of
S for our analysis in Sec. II. For the unetched
sample the reflectivity minimum value of ~0.18 is
~0.04 lower than for the etched sample. This '
lower value is consistent with the density increas-
ing away from the surface with §~1 um and
AN /Ny ~0.2, as indicated in Fig. 1, and the
theoretical reflectivity minimum of ~0.17, as
predicted by Fig. 7. The residual discrepancy can
be accounted for by sample heating effects or a
slightly different value of AN /Ng. Our theoretical
analysis also indicates that for § =5X 10° cm/sec
the carrier lifetime near the surface is <10 nsec,
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FIG. 13. Reflectivity traces at 10.6 um for unetched
and etched samples at peak excitation power densities of
0.2 and 1.0 MW/cm?, respectively.

so the reflectivity would return to its equilibrium
value following the profile of the excitation pulse.
Finally, to illustrate the role of excitation wave-
length, Fig. 14 shows the 10.6-um reflectivity of
germanium irradiated with 0.53-um pulses for in-
tensities up to 17 MW/cm? and for etched and
unetched samples. Again, it can be observed that
for the etched samples the initial reflectivity mini-
ma are independent of peak excitation level and
their value, R~0.21—0.22, is only marginally, if
at all, higher than the initial reflectivity minimum
for 1.06-um illlumination. This can be understood
with the aid of Fig. 4 which indicates that the sur-
face temperature has risen by less than 20 K at the
time of the first minimum. For peak power densi-
ties between 0.5 and 5 MW/cm? the second reflec-
tivity minimum increases monotonically from 0.21
to 0.36, similar to the 1.06-um-excitation case.
However, as seen from Fig. 14(b), for a peak power
density of 5 MW/cm? a second minimum is not
actually observed. This can be accounted for by
the density and temperature profiles shown in Figs.
3 and 4 which indicate steep profiles and high lat--
tice temperatures. From Fig. 7 the reflectivity
minima are expected to be ~0.05 higher than
those of the homogeneous case for § ~3 ym.
However, these comments should only be interpret-
ed semiquantitatively since, with both high tem-
peratures and spatial inhomogeneity effects
present, the relative importance of the two effects
to increasing the reflectivity minimum is not clear.
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FIG. 14. Reflectivity traces produced by 0.53-um ex-
citation pulses at different intensities for etched and
unetched samples.

Further work on this phenomenon is in progress.
Figures 14(c) and 14(d) show the corresponding re-
sults for the unetched samples at two excitation in-
tensities. An intensity of ~2 MW/cm? is required
to attain the minimum reflectivity and its value of
~0.26 is consistent with an estimated temperature
of 600 K. The influence of carrier inhomogeneity
effects is perhaps masked by the large thermal ef-
fect. At 17 MW/cm? the initial minimum reflec-
tivity (~0.26) is consistent with a temperature of
~600 K at this point. The second minimum is
absent most likely for the same reasons as those of-
fered for Fig. 14(b). The longer recovery time to
equilibrium is explainable by the longer cooling
time required at the higher excitation level.

V1. SUMMARY

We have shown that a considerable amount of
detailed information about the properties of photo-
generated, high-density plasmas in semiconductors
can be obtained from a study of their infrared re-
flectivity. We have clearly shown that the increase
in lattice temperature that accompanies plasma ex-
citation has a marked influence on the properties
of the plasma. In addition we have shown that
intervalence-band absorption and carrier-phonon
scattering are the dominant plasmon resonance
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damping mechanisms and that carrier-carrier
scattering and optical inhomogeneity effects are
small for etched samples. The latter effect on the
infrared reflectivity is most apparent if the surface
recombination velocity is high enough that the
carrier-density profile is inhomogeneous within a
skin depth of the surface.
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