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Experimental study of the temperature-field phase diagram of spin-glasses
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Studies of magnetic viscosity are presented for the amorphous (Fe064Mn036)75P]6B6A13 as a

function of temperature (4.2 ~ T ~ 36 K) and field (50 Oe ~ H ~ 10 kOe). The slow changes

of magnetization with time are described by M(t) =M&+S lnt. The coefficient S is found to be

field and temperature dependent. For the remanent magnetization, (S (H) ( increases with field

and then maintains a roughly constant value. For the in-field relaxation, S(H) exhibits a max-

imum and for each temperature we find a critical field for which S =0. The line of critical fields

is identified as the de Almeida —Thouless line.

Spin-glasses are random magnetic systems with the
magnetic spins frozen in random directions at low .

temperature. "One of the characteristic properties
of spin-glass systems is the slow response to a change
in magnetic field. This phenomena, known as mag-
netic viscosity, has recently attracted new theoreti-
cal ' and experimental "efforts. We report here
an experimental study of the field and temperature
dependence of the magnetic viscosity in amorphous
(Feas4Mne3$)75FtsBsAl3 spin-glass. This study was

stimulated by recent theoretical results'" ' which

predict a line of phase transitions in the field-tem-
perature (H-T) phase diagram of spin-glasses. In
the present study we find experimentally a line of
critical fields H, (T) defined by the highest field for
which viscosity phenomena is still observed at tem-
perature T. This line, which gives the boundaries for
vanishing viscosity, separates the spin-glass phase
from the paramagnetic phase and acquires the
features predicted theoretically.

The ac susceptibility of spin-glasses shows a sharp
cusp at a well-defined temperature' Tf, an observa-
tion which has prompted considerations of the possi-
bility of a thermodynamic phase transition. Models
of the Edwards and Anderson (EA) type" such as
the Sherrington-Kirkpatrick" (SK) mean-field solu-
tion, indeed produces cusp in the susceptibility, and
have been very useful in explaining experimental
data. de Almeida and Thouless" (AT), however,
showed instabilities in the SK solution. For a spin-
glass system they calculated a line in the H-T plane
above which the SK solution is correct. The equation
of this line is known and its asymptotic behavior for
( Tf —T)/Ty = t 0 is given by-

H =At (1)

Several recent theories ' ' have the AT line as a
line of paramagnetic (PM) —spin-glass (SG) transi-
tions. Sompolinsky, ' using a dynamic approach,
shows explicitly that this line marks the disappear-
ance of irreversible phenomena in the high-tempera-

ture regime. Thus, from a theoretical point of view,
the existence of a transition line in the H-T plane is
well established and its physical meaning is well un-
derstood.

Magnetic viscosity, being one of the most basic
features of spin-glasses, has been studied intensively.
Most of the experimental findings (logarithmic time
dependence, field dependence of the relaxation rates
in a constant temperature, etc.) have been repro-
duced by Monte Carlo calculations" ' based on the
EA spin-glass model. Almost no effort has been
made, however, to interpret the viscosity results in
terms of phase transitions. References 9—11 are the
few exceptions. Knitter and Kouvel found a line of
critical fields defined at each temperature by vanish-
ing of viscosity effects. Their method involves stir-
ring the magrietic spins by turning the external field
on and off. The method here is based on a different
procedure, to be described below. The present study
is the first one to use viscous phenomena for identifi-
cation and characterization of the AT line. It is also
interesting to note that most of the new experimental
S (H, T) data here are in striking similarity with the
Monte Carlo results.

The system chosen for this study, (Fee s4Mno3$)75

P&6B6A13, has been previously characterized ' as a
spin-glass, with an ac susceptibility cusp at Tf =—41 K.
Ribbons (5 x 1 x 0.05 mm') of total weight of 19.8
mg were prepared by centrifugal spin quenching" and
mounted in a vibrating sample magnetometer with

the longest axis parallel with the applied magnetic
field to minimize demagnetization effects. The tem-
perature of the sample was measured with a 25-p, m
thermocouple mounted -2 mm from the sample and
having a good thermal contact with it. We find that
the sample temperature can be maintained constant
to within 0.05 K during times much greater than
those required (-12 min) to take relaxation data.
Direct measurement of the sample temperature is
crucial when the relaxation rate is slow since small
temperature drifts can cause comparable magnetiza-
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tion changes.
Three different procedures were used. (i) The

sample was cooled in zero field (ZFC) from T
=60 K & Tf to the desired temperature T. The field
was increased abruptly to a value H and changes in
the magnetization recorded for approximately 12
min. (ii) The field of step (i) was kept constant until
quasiequilibrium (defined by a constant reading of
magnetization over a period of several minutes) was
achieved. Then the field was turned off and the re-
laxation recorded for -12 min. (iii) After cooling in
a field (FC) from T = 60 K to T ( Tf the field H
was turned off and the relaxation of the thermo-
remanent magnetization (TRM) from equilibrium
state" was recorded for approximately 12 min. In all

cases we find that the changes in the magnetization
can be fitted to

M(t) =M&+S lnt (2)

0.08
S ~efnu

~

0.06

0.04

0.0 2
7=19 K

0.0 0
0

Y

2

H (k0e)

FIG. 1. Relaxation rates at T =19 K as a function of field
after zero-field-cooling process (circles) and after a field-

cooling process (triangles).

in the range t j = 1 min to t~ = 12 min. This fit can
usually be extended to lower t~ values. At low tem-
perature and high fields, however, deviations from
ln(t) are found. These might be attributed to the
changes in time evolution predicted theoretically~ but
need more accurate determination. To avoid this
complication we restrict ourselves to the above time
interval and focus on the field and temperature
dependence of the coefficient S in Eq. (2).

The results obtained upon following the first pro-
cedure (ZFC and application of a constant field) can
be summarized as follows: (a) For a constant tem-
perature, S increases with field, peaks at H (T), then
decreases and vanishes at H, (T). (See Fig. 1 —open
circles —for typical results. ) The amplitude of the
peak S and its position H (T) decrease with in-

creasing temperature. We observe a parabolic depen-
dence of S on H for most of the field interval (see
Fig. 2). This enables extrapolation to S =0 with

quite reasonable accuracy. Note, however, that the
parabolic decrease fails at high fields, above H = H„
where the coefficient S levels off to a certain fraction
of S,„(20% and 7% of S,„at 4.2 and 19 K, respec-
tively; undetectable, with the present sensitivity, for
T & 30 K) and then decreases slowly to zero.
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FIG. 2. Field dependence of S/H at several isotherms.
The parabolic dependence of S (H) is observed for most of
the fields interval. Points which are part of the tail are not
shown here.

Hereafter we refer to the high-field part of the S (H)
curve as a "tail." The tail is extrapolated to S = 0 by
fitting the data to a power law, S ~ (1 —H/H, )". The
experimental errors'4 in the sma11-S values limit the
accuracy in determining the parameters for the best
fit. We find the exponent v to vary between 1 and
1.5, whereas H, (T) is determined to within an accu-
racy of, typically, 20%. (b) For a constant field, S in-
creases with temperature, peaks at T (H) and then
decreases and vanishes at T, (H). The magnitude of
the peak S increases and its location T decreases
with increasing field (see Fig. 3 for typical results).
The tailing phenomena is not observed in S ( T)
curves. The lines described by T (H) and T, (H)
coincide, within experimental error, '4 with the H (T)
and H, (T) lines defined above.

The validity of logarithmic decay law, such as
Eq. (2), has been much debated. Of course, a power
law M —t ' with a (& 1 cannot be distinguished
from a logarithmic relaxation. Monte Carlo studies
strongly support logarithmic behavior and, in fact,
give results for S (H) strikingly similar to those re-
ported here (see, e.g. , Fig. 16 in Ref. 18, and the dis-
cussion associated with it). This point has been dis-
cussed recently by Bray and Moore ' who point out
the close association between a 1ogarithmic decay and
a nonzero density of zero-energy eigenstates.

In Fig. 4, we summarize the information derived
from S(H) curves by plotting two lines, labeled p
and t, which define vanishing of viscosity phenome-
na. The lower branch (p) is found via parabolic ex-
trapolation to a zero value of S(H). The upper
branch (t) describes the vanishing of the tail. Line p
is the borderline between two viscous regimes in the
H-T diagram, Fig. 4, whereas line t separates viscous
and nonviscous regimes. It is quite tempting to iden-
tify these lines as the two transition lines predicted by
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FIG. 3. Temperature dependence of the relaxation rate

S for 100 Oe (circles), 500 Oe (triangles), and 1 kOe
(squares).

Gabay and Toulouse'4 for the non-Ising case (see
Fig. 1 of Ref. 14). At present, however, there are no
theoretical reasons for a change in the viscous
characteristics between the two viscous regimes. It
thus seems speculative at this stage to identify both
lines as transition lines on the basis of the present
data alone. Furthermore, some anisotropy is induced
in the amorphous ribbons in the process of prepara-
tion. This suggests more Ising-type spin-glass
behavior and thus only one line of transitions is ex-
pected. '" We therefore identify line t as the AT line.
This line exhibits the main characteristics of the AT
line. First, it marks the boundary between reversible
and irreversible behavior. Second, for this line-1.6 +0.2 .H = Hot in good agreement with the predicted
behavior [Eq. (1)]. The field Ho —40 kOe, almost —an
order of magnitude smaller than predicted, reflecting,
probably, spin-clustering effects.

To complete our discussion, we mention briefly
results obtained via procedures (ii) and (iii). Figure
1 shows results for TRM decay at 19 K in compar-
ison with the in-field relaxation, procedure (i), at
the same temperature. Th, e most interesting
phenomenon here is the roughly constant value of
S (H) at high fields [similar results are obtained via
procedure (ii) and are also reproduced in Monte Car-
lo experiments'e]. Figure 1 shows clearly asymmetry
in the response to a symmetric change in the external
field (turning the field on or off). This asymmetry
and the plateau in S (H) can be explained in terms of
the AT line. In the inset of Fig. 4 we describe

FIG. 4. Temperature/field phase diagram for

(Feo.64Mno. 36)75P16B6A13. Line p is the loci of S =0 found
via parabolic extrapolation of S(H). The solid line (t) is

the de Almeida —Thouless line. Inset describes schematically
a field-cooled process. At a point b, above the AT line, the
field is turned off. A rapid relaxation to c is followed by a
logarithmic decay in the spin-glass phase, The rate of the
slow decay is independent of H (see text).

schematically a FC process. Starting at point a
(T & Tf) the system is field cooled to point b in the
PM regime (above the AT line). Then the field is
turned off. The paramagnetic system responds quick-
ly and relaxes at a point c on the borderline between
PM and SG phases. From this point the TRM decays
logarithmically. It is clear that the rate of relaxation
of the TRM is independent of the field provided that
point b is in the paramagnetic regime.

We have found, in summary, that the sudden ap-
plication of a field to a spin-glass, cooled in zero
field, leads to a relaxation where amplitude depends
on the field step. We take the tendency for this re-
laxation to vanish above a critical field as evidence of
a field-induced transition between SG and PM
phases, as first suggested by de Almeida and Thou-
less. Certainly, much experimental and theoretical
work remains to be done to elucidate these novel
phase changes.
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