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Amorphous films of M„Sn& „(M=Fe,Co,Ni) have been prepared by vapor quenching
over a wide range of composition. Interference functions have been obtained from elec-
tron diffraction, electrical-transport properties have been measured, and forming ability
and stability have been studied. Chemical short-range order has been found to be very
similar in the three condensed states of these alloys (amorphous, liquid, crystalline states)
and the notion of isotypical structure has been extended to amorphous alloys. The form-
ing ability of these metallic glasses has been correlated to the difficulties for these systems
to accommodate too large a chemical disorder in crystalline phases.

I. INTRODUCTION

In the developing family of glassy metals, more
and more amorphous alloys have been reported,
and tentative classifications have been proposed. '
One questionable point remains whether amor-
phous alloys may be found in as many different as-

pects as their crystallized counterparts; that is, do
the following exist?

(l) Amorphous "solid solutions" with chemical
species randomly distributed.

(2) The possibility of "miscibility gap" with for-
mation of a mixture of two different amorphous
phases in which each amorphous phase would ex-
hibit its own chemical and topological short-range
order.

(3) Intermetallic amorphous "compounds" avail-
able only in quite a restricted composition range
with a "quasimolecular" short-range order charac-
terized by rather weak fluctuations in nearest-
neighbor surroundings and orientations of the
chemical bondings.

In pursuing this further, one might wonder
whether isotypy is still a reasonable notion in
amorphous alloys; in other words, whether crystal-
lized systems having similar equilibrium phase dia-
grams might be obtained in the amorphous state
with the same chemical and topological short-
range orders.

In this paper some data are reported concerning
M„Sn&, amorphous alloys (with M =Fe,Co,Ni).
The equilibrium phase diagrams of the correspond-
ing crystallized systems can be considered as quite
similar and exhibit only continuous changes

through the M series. In particular, a number of
isotypical intermehate compounds do exist, and if
the notion may be extended to amorphous materi-
als, such an illustration may be formed here.

In this paper emphasis is successively placed on
the following.

(i) The determination of the compositional range
of forming ability of the amorphous alloys, which
is a different notion from their temperature range
of stability as determined by the compositional
dependence of the crystallization temperature T„.

(ii) The structural approach by comparing
short-range order in amorphous, liquid, and crys-
tallized materials.

(iii) The electrical resistivity behavior to be com-
pared to that of liquid systems.

(iv) Finally, forming ability and stability of the
M„Sn~ „amorphous alloys are discussed in terms
of general criteria.

II. EXPERIMENTAL PROCEDURES

A. Alloy preparation

In the present work the samples were prepared
in an ultrahigh-vacuum chamber by simultaneous
condensation on cooled substrates (77 K) of tin and
transition metal (Fe, Co, or Ni) evaporated from
thermal and electron beam crucibles, respectively.
The pressure was better than 2X 10 Torr during
the evaporation process, the ultimate obtainable
vacuum being 1)& 10 Torr. The evaporation
rates were controlled and measured using two
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quartz monitoring systems (QMS) whose vibration
period is a linear function of the deposited mass.
Thus the alloy composition can be determined after
calibration of the QMS.

The substrates used were glass plates with
preevaporated chromium-gold electrodes for resis-
tivity measurements, optically polished glass plates
for thickness and density data, and carbon-coated
grids for electron microscopy investigations.

best interference functions J(X) with a fairly good
accuracy in the position of the intensity maxima
and a reasonable qualitative description of the E
dependence, but a rather poor estimate of the rela-
tive intensities (+15%). Energy filters used to re-
move the large inelastic background would greatly
improve the performance.

D. Density measurements

B. Resistivity measurements

In situ electrical resistance measurements were
0

performed on films of about 500 A thickness using

a four-point probe method accurate to 0.01%.
Resistivities are deduced from electrical resistance
data after determination of the sample thicknesses

using a Tolansky interferometric method. The ac-

curacy of the procedure is better than 2%.
Five samples (10X10 mm ) are simultaneously

prepared, giving five differently composed alloys,

due to an adequate geometrical distribution of the
substrates each side of the mediator plan of the
evaporation sources. Thus, reproducibility from

experiment to experiment can easily be checked by

slightly overlapping the composition ranges
covered by the five samples of successive runs.

Composition gradients within one sample are less

than 1%.

C. Electron microscopy and

diffraction investigation

Electron micrographs and diffraction patterns
have been obtained using a classical 100-keV elec-

tron microscope. As previously explained, the

samples here are carbon-coated grids on which the

alloys to be studied have been deposited. The dif-

fraction patterns are photographically recorded.
To ensure an accurate determination of the scatter-

ing wave vectors, a zone of the grids is deposited

with a crystalline aluminum thin film which is

then used as a standard for permanent wave-vector

calibration without removing the grid from the mi-

croscope or changing focus.
From these diffraction profiles, interference

functions can be obtained through a procedure
described elsewhere assuming that the background
contributions of inelastic scattering and Laue in-

coherent elastic scattering ' are roughly the same

in both amorphous and crystallized states for a
given alloy. An iterative approach leads to the

III. FORMING ABILITY AND THERMAL
STABILITY OF THE STUDIED AMORPHOUS

ALLOYS; EXPERIMENTAL RESULTS

The resistivity of the as-quenched samples pII at
77 K and the resistivity changes upon thermal ag-
ing have been measured as explained in Sec. IIB.
A typical experimental resistivity behavior is
shown in Fig. 1. Label 0 is applied to the as-
quenched state and gives po. One-way irreversible

paths such as 0~1, or 1~3, etc., correspond to
thermal heating at a rate of 2 K/min from 77 K
to TI or from TI to T3, etc. Two-way reversible
sequences 1~2, or 3~4, correspond to a thermal
cycle between 77 K and Tt, or between 77 K and

T3, etc. These reversible changes are linear in T
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FIG. 1. Typical electrical resistivity behavior upon
thermal heating treatment as explained in the text.

As previously described, 9 the density of amor-
phous films can be obtained from the deposited
mass as deduced from the calibrated QMS scale'
and the film thickness as directly measured by a
multiple-beam interferometric technique. "
Thicknesses are determined with an error less than
+15 A. Such a density determination is accurate
to about +2%.
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and roughly parallel; their slope gives the so-called
temperature coefficient of the resistivity (TCR)
a=(1lpNdpldT) which will be analyzed in a fol-
lowing section.

For a particular temperature T„an abrupt ir-
reversible change hp in the resistivity is observed,
which corresponds to crystallization. Thus one
may reasonably speculate, from the resistivity
behavior, that "structural defects" are present in
the as-quenched amorphous alloys, with a more or
less continuous distribution of activation energies
or recovery temperatures. %arming up to T'; re-
sults in the annealing of the defects whose recovery
temperature is smaller than T;.

The resistivity changes hp at T„are mostly neg-
ative. However, dy is positive in FC,Sni „alloys
with x & 0.37.' Such an increase of the resistivity
upon crystallization has already been reported in
the Fe„Si~ „amorphous system' and can be relat-
ed to the final product of crystallization changing
with the composition of the initial amorphous al-

loy.
As long as T„&RT (room temperature} the

samples can be removed from the preparation
chamber before the onset of crystalhzation, and the
structural state can be investigated by electron mi-
croscopy and diffraction. Such a systematic inves-

tigation has shown that when observed before a
sharp-edged resistivity step the alloys arc really in
an amorphous state (continuous semidark electron
micrographs and diffraction liquidlike patterns
with broad diffuse rings}, while they have become
crystallized compounds after this resistivity step.
Then, even when the sharp-edged resistivity step
occurs at too low a temperature (T„gRT} for the
amorphous state to be checked through electron
microscopy measurements, the corresponding T«
temperature will be considered as a true crystalliza-
tion temperature.

For M„Sni, alloys with x &x, (x, depending
on the M element), the resistivity recovery upon
crystalhzation is smeared out over a large tempera-
ture range (Fig. 2} which widens as x increases.
Electron micrographs taken before the "crystalliza;
tion stage" show the presence of small crystals
(about 200-A size) immersed in an amorphous
pool. The T„t gsacoerresponds to the transfor-
mation of this amorphous pool into crystals.
Thus, x, has to be considered as the true top form- .

ing ability hmit for the M concentration in
M~Sn) ~ amorphous alloys, and thc coHlpositfonal
dependence of the crystallization temperature, as
shown in Fig. 3, is relevant only for x gx, . Note
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that foi Co Sni z alloys wltll x &0.6, thc crystall-
ization leads to a very small change of the resis-
tivity. T„ is poorly defined and determined by the
use of the electl'011 Inlci'oscopy

Thc compositional bottom limit xr of forming
ability is not as easily determined because the elec-
tron microscopy observations are not obtainable.
The three T„(x)curves seem to converge to the
x 0.1 valllc, Rs lf th18 partlculR1' M rate wollld bc
the lowest amount of impurities requested for tin
metal to be obtained in the amorphous state. The
same bottom limit has been reported for Cu„Sni „
amorphous alloys. ' Thus, while the value of x,
seems to be imposed by the transition metal, xI

2PO-

0,5

FIG. 3. Compositional dependence of the crystalliza-
tion temperature of the Fe„Snj „(0),Co„Snl „(0),
and Ni„Sn) „{S)amorphous alloys.
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FIG. 2. Typical resistivity changes at crystalhzation
for two Ni„Sn~ „amorphous alloys. (a) x gx„(b)
X )Xg.
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looks as if it were more typical of the tin element.
The T„(x}are increasing functions of the transi-
tion-metal content (Fig. 3) for a given system. The
other features that must be pointed out are the
large values of T„which reach 500 K in
Fe~SnI „and Co„Sn» „but remain smaller than
400 K in Ni„Sn~, and the fact that T« in
Co, Sn~ „ is larger than in Fe and Ni alloys for a
given composition despite the sequence order of
Fe, Co, and Ni in the periodic table of the ele-

ments. The less stable and less feasible system
happens to be Ni„Sn~ „,vrhile Co„Sn& „ is more
stable than Fe Sn~ „.

IV. STRUCTURAL APPROACH

A. Experimenta1 data

Some preliminary results obtained from the
Fe„Sn& „amorphous systems have been previously

(a)
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FIG. 4. Interference functions of the M„Sn~ „amorphous aBoys. M —( ): M=(a) Fe (b) Co (c) Ni.
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published. ' In this paper, a complete set of in-

terference functions have been recorded for the
three systems M, Sni „(M=Pe,Co,Ni). Some of
them are shown in Fig. 4, from which the follow-

ing features can be noted.
(i) For alloys having the largest content of tran-

sition metal, the interference functions are typical
of a classical amorphous metal —a first intense
maximum at Ei and a weaker one at Ez, with a
distinct shoulder at Es &E1&Ei.

(ii) Going to the tin-rich side results in the ap-
pearance, and then the growth, of two more peaks
at positions Ei and Ez. The Ei peak reaches an
intensity comparable to that of the Ei peak near
the composition x =0.33, and the intensity ratio
J(E'1 )//(Ei) has a composition dependence not
too far from that which can be expected when tak-
ing into account the tin and M atomic fractions
and scattering factors (Fig. 5).

(iii) The position. of the Ei peaks is constant for
a given system whatever the composition, and is
shifted towards the large values when one goes
from Fe to Ni through Co alloys. On the other
hand, the Ei peak position is only slightly affected
by the composition or the nature of: the transition
metal (Fig. 6).

Positions of the intensity maxima are reported in
Table I along with data taken from the liquid
CuSn system's and liquid tin. '7

S. A comparison to near systems

Obvious similarities of the M Sni „interference
functions with that of the CuSn liquid system'

Fxm~-x
a CO)(8@~ X

. ; Hl)(Sag lt

N~SSn

FIG. 6. Details of Fig. 4 near the first maxima of
the interference functions.

can be observed by comparing the patterns shown
in Figs. 4 and 7(a): a large maximum near Ei 3
A ' on the M- or Cu-rich side and the appearance
and growth of two peaks at Ei -2.3 A ' and

Ex 4.35 A ' when the tin concentration in-
creases. As shown in the partial interference func-
tions" [Fig. 7(b)], Ei and Ez correspond to the
Sn-Sn correlations and are at the same position as
that of thc nlax1111R of 'thc pure llqllld t111 [Fig.
7(a)] interference function, while Ei is not too far
from the first maximum of the Cu-Cu and Cu-Sn
txirrclations. As usual, the shoulder Es at the E2
maximum, which is observed in the diffraction
patterns of the M„Sni „amorphous systems as
well as with Cu-Sn amorphous alloys, does not ex-
ist for Hquid Cu-Sn. ts

From the reduced distribution function shown in
Fig. 7(c), the interatomic distances in liquid Cu-Sn
have been calculated near the liquidus tempera-
ture, dc .c„——2.60 A, dc„sD ——2.70 A, ds, s„
=3.14 A, and also at 1100'C, dc„.c„——2.60 A,
dc„s„——2.67 A, ds„s„——3.10 A. Again, dc„c„
~dcII.RD, Rlld dsD.RD 1s very different.

0 Q,S
X

FIG. 5. Compositional dependence of J(E~ )/J(E~)
compared to calculated values 1.85 (1—x2)/[x1
+3.3x (1—x)].

C. A tentative approach to the
structure of the M„sni „

amorphous aHoys

The first idea that can be considered from the
experimental data and the comparison with results
concerning the Cu-Sn system is that Ei corre-
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TABLE I. Positions of the mainain peaks m the interference functions of the M
amorphous (am) alloys, compared to those of l' ' ' ' . '

i
16).

o ose o squid (liq) tin (Ref. 17) and liquid Cu-Sn (Ref.

System
E)

(A ') Eg/g) E3/X)

am-Fe-Sn
am-Co-Sn
am-Ni-Sn
hq-Sn
liq-Cu-Sn

2.35
2.33
2.36
2.30
2.30

2.96
3.02
3.06

3.00

4.32
4.40
4.33
4.30
4.30

5.20
5.37
5.45

5.00

5.85
6.00

1.76
1.78
1.78

1.67

1.98
1.99

sponds to the confused first maxima of the J .
andJ . ~ ~

d Jsr s„partial interference functions wh 1 E'
and E2 belong to Js„s„.

Such an idea is quite we11 supported by con-
siderations of the crystalline structure exhibited by
the corresponding equilibrium systems. These
crystalline structures" ' belong to the following
three "families. "

(i) C 1'6 structure: FeSn2, Co»q
(ii) B 35 structure: CoSn; FeSn; D019 struc-

ture: NiiSn, FesSn; B35+D019 structure:
Fe3Sn2.

(iii) "family": CosSn2, Ni3Sn2, Fe5Sn3, CusSn6.
n t e C 16 structure, a given M atom is sur-

rounded by eight Sn atoms and two M atoms while
one Sn has 11 Sn and 4 M in its nearest-neighbor

31
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FIG. 7. a. (a) Total interference functions of hquid Cu-Sn alloy from Ref. 16. (b Pa
~
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(NN) shell, with the following atomic distances:

dp~iIB ——2.66 A, do„c =2.72 A, dFB s„——2.79A,
do„sB——2.75 A, and dsB sB ranges from 2.8 to 3.4
A.

The three structures of family (iB can be built by
piling up A and 8 like planes of atoms. The A
planes have a hexagonal close-packed structure
with each iron atom surrounded by 4Fe+ 2Sn~,
each tin atom having 6 Fe in its n-n plane shell.
The 8 planes are hexagonal networks of Snii
atoms. Then the 8 35 structure is an A8A8. . . se-

quence, D019 corresponds to an AHA. . . sequence
and Fe3Sn2 to a 8AABAAB. . . with possible light
distortion of the planes. As an example, local-
order characteristics are given in Table II for vari-
ous intermediate compounds of the Fe-Sn system.

One can see that the Fe-Sn and Fe-Fe distances
are ranging over quite a narrow interval around 2.7
A while the Sn-Sn distances are not too far from

0
3.1 A. It is worth noting that the Snii sites center
trigonal prisms of six iron atoms (see Fig. 8}.
Similar conclusion would be reached with Ni and
Co compounds.

The structures belonging to the (iii) famHy are
not so well estabhshed. They have been sometime
described as modified 8 Si or 8 82 structures. An
alternative description has been proposed by Mala-
man: The Co3Sn2 and Ni3Sn2 compounds which
have low-temperature stable forms would be de-
rived from a 8 35 structure by removing Snii
atoms in half of the hexagonal cells (Fig. 8};the
high-temperature stable phases, although less or-
gaillzed, would keep tile prlilclpal of tlie 8 35 or
D019 structure, that is, practically the same dis-
tances between M-M and M-Sn atoms.

If the local surroundings of M atoms in the
studied amorphous systems is supposed to be as
close-packed as in their crystallized counterparts,

one may expect to reach the n n-distances through
the Ehrenfest relation Kid =7.89 which reduces
the interference function to the contribution of the
NN shell. Doing that with the data given in Table
I results in dp, F, ——dp, $„——2.65 A, dco co ——dc $—2+ 61 Ap d Nj Nj —de $11

—2B58 AB

When applied to tin atoms, the Ehrenfest rela-
tion gives ds„.s„——3.4 A, which is certainly too
large a value since the validity of the Ehrenfest re-
lation can be questioned for locally less-packed sur-
roundings in which the next nearest neighbor
(NNN) contribute significantly to the interference
function. Density data support the idea that the
packing fraction in the studied amorphous alloys is
not too different from that of the crystallized com-
pounds, ' as can be seen in Fig. 9: the density S
(expressed in mol/cm ) in the amorphous alloys is
only 10% to 12% smaller than expected from a
linear extrapolation between pure M and Sn crys-
talline metals and than the densest intermediate
phases (FeSn2 and CoSnz, C 16 structure), and only
3% to 4% smaHer than in the less dense 8 35
phases (FeSn or CoSn).

In conclusion it seems reasonable to assume that
the same kind of short-range order (SRO) occurs in
the amorphous, liquid or crystalline states of these
M, Sni „systems. The main ingredients of this
SRO would be as follows:

(i) M atoms with a close-packed surrounding.
(11) dsB sB & dM sB=d~.sr wlllcli would rule out

any hard-spheres model.
(iii) Two different tin "sites", Sni and Sn» with

Sn» at the center of a six-iron-atom trigonal prism
similar to that of the model proposed by Gaskell
for M3X (X =metalloid) amorphous alloys, and Sni
with a more flexible surrounding but including tin
atoms.

(iv) Quite a large value of the density. Differen-

TABLE II. Local surrounding {coordination number, type of atom and distances) for
some intermediate compounds of the Fe-Sn system.

Compound
Atom

FeSn
{835)

Fe3Sn
(D019}

4 Fe at 2.65 A
6 Sn at 2.65 A

or 2.70 A

8 Fe at 2.62—2.84 A
4 Sn at 2.73 A

6 Fe at 2,59—2.75 A
5 Sn at 2.68—2.80 A

Sng 6 Fe at 2.65 A 12 Fe at 2.73 A 9 Fe at 2.68—2.80 A

nn

6 Fe at 2.70 A
3 Sn at 3.06-A

6 Fe at 2.73 A
3 Sn at 3.09 A
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FIG. 8. Structural element of the M-Sn crystalline
systems. 0 05
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tiation of liquid, amorphous, and crystalline states
would occur at medium and long range distance
through more or less regular connectivities between
the trigonal prism structural units: few or no con-
nectivities in the liquid, a number of almost ran-

domly distributed connectivities in the amorphous
state, and the good regular connectivities in the
crystal. The Co3Sn2 and Ni3Sn2 compounds in
their high-temperature phase and Fe5Sn3 which in-

clude some disorder might be considered as a first
step from the crystal toward the amorphous state.
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,
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V. ELECTRICAL TRANSPORT PROPERTIES 0 05 1

A. Experimental data
~ I 4 k ~

„Ni

Figure 10 shows the composition dependences of
the as-quenched resistivity pp(x} and the TCR
coefficient a(x) as measured at T=200 K after
thermal annealing of the samples up to 300 K.
The pc(x) curves reach maxima pc

'" at x =xc and

a(x) have minimum values a;„at x =x~ as re-
ported in Table III. The a values are mostly nega-
tive except for Fe„Sni „and Co„Sni, alloys of
the iron-rich or cobalt-rich side.

A direct comparison of these data with measure-
ments carried out in the same liquid systems would
have been very interesting, but the pc(x) values are
only available for the Co-Sn and Ni-Sn liquid al-
loys s and Fe and Sn are not miscible in the liquid
state. Then, taking opportunity of a small differ-
ence of the electrical resistivities as measured in
the M-Sn and M-Ge liquid alloys, the present data
will be compared to electrical transport properties
of the Fe-Ge, Co-Ge, and Ni-Ge liquid systems
which have been more completely investigated
(see Fig. 11}.

A direct comparison of the slopes (dpldT)(x)
values is made in Fig. 12 which shows that the

& t2-
tO
IO

z~ '
P.

Olo 8-

& Sn
Jl

4-
am.

05

FIG. 9. Density data of the M„Sn~ „amorphous al-
loys [M= (a) Fe, (b) Co, (c) Ni] and equilibrium phases.
[Sn~white Sn; Co~Co (hcp)].

temperature dependences in the whole composition-
al range are quite similar in liquid M-Ge and
amorphous M-Sn alloys. Then, the 0-K resistivity
of each amorphous or liquid alloy has bien calcu-
lated through a linear extrapolation:
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FIG. 10. Electrical transport data of the M„Sn~ „amorphous alloys [po(x) and a(x)]. [M= (a) Fe, (b) Co, (c) Ni].
Dashed line: Amorphous pool with small crystals.

p(0 K) =p(T) —T dp
dT T

As clearly seen in Fig. 13, the p(0 K,x) curves
are quite the same for corresponding liquid and
amorphous systems. This is precise evidence for
the well-known possibility that the electrical resis-

tivity of an amorphous alloy may be just an extra-
polation of the liquid behavior toward low tem-
peratures. To our knowledge, it has never been re-
ported over such a large compositional range and
is consistent with the SRO, being the same in
liquid and amorphous states over a distance of the
order of the electronic mean free path.



GENY, MARCHAI. , MANGIN, JANOT, AND PIECUCH

TABLE III. Characteristics of the maxima in the resistivity curves and of the minima in
the TCR curves for M„Sn~ „amorphous alloys.

Alloys po (@Oem} o, ;„(X10}

Fe„Sn~ „
Cog Sn)

Ni„Sn)

0.41
0.48

out of the stabiHty range
155 0.56

—5.2
—4.7

0.32
0.35

0.37

B. Nearly-free-electron model of the resistivity

Similarities of po(x) and a(x) curves for amor-
phous and liquid alloys suggest an interpretation of
the experimental data in terms of the nearly-free
electron model of Ziman extended to liquid tran-
sition metals. The resistivity, calculated through
the Boltzmann transport equation and neglecting
all multiple two-site scattering corrections is given
in a pure liquid by

12m'00
p= — » I d S(E)~r(k&,k2)~',

2k@ 2 F

in which S(E) is the structure factor given by the
experimental interference function, t (k„k2) is the
single-site scattering matrix and Uz, kz refer to
Fermi velocity and Fermi sphere radius. Using a
muffin-tin approximation r(k&, k2) is expressed in
terms of the phase shifts r)I through the equa-
tion29'30

r(k„k2)= —
& g (21+1)sin rl~exp(i'll)PI(cos8) .4m

In binary alloys the product S(k)t~ in the p expression must be replaced by:

xr', (I —x+xs»)+(I —x)r,'[x+(I—x)S»]+x(1—x)(rfr2+rir2)(Si~ —1»
in which the subscripts 1 and 2 refer to the alloy components, and S;J are the partial structure factors. In
fact, it has been shown that when a transition metal is present its scattering matrix masters the resistivity
b havior mp~ially through the g2 te~ contribution. This te~ d~reasm from Fe to Co and Ni.

()n the other hand, backscattering of electrons at the Fermi level (E =2k@) has a ma)or contribution to

T=~~OOde Fe-Ge 0 T gqoooc 000dc N I Q8

O

3
A

0
= 0 3

d
A

400.
E O.

C)
IO

O
3
d

A

0- 0-

0.5 0.5 . 05

FIG. 11. Electrical transport data of the M,Ge, „ liquid «lloys [M = (a) Fe, (b) Co, (c) Ni].
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the resistivity through the factor (E/2kF) in the integral. Then a good approximation for the resistivity
formula would be3'

p= ~ 2 2 sin 7)2(EF)[x(1—x)+x Ssr sr(2k@)],
30(dpi ) 2

m e kFE~Q,(x)

The main qualitative features of this formula con-
sistent with the present data are as follows.

(i) The resistivity must be maximum for the al-

loys whose composition corresponds to an electron-
ic density such as 2k+ at the position of the max-
imum of the M-M partial interference function.

(ii) If x,„ is the composition which corresponds
to this maximum resistivity and if Sm» —4,s2 the
value of the maximum resistivity changes from one
alloy to the other should be given by

[x (1—x )+4x,„]sin r)2 ——po '"(M),
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FIG. 13. Resistivity data extrapolated to 0 K as explained in the text.

and should decrease from Fe to Co and Ni in that
order (see data in Table III).

(iii) As the resistivity formula does not include

physical parameters of the Ge or Sn elements,

there is no way to distinguish the M-Ge and M-Sn
systems from that point of view. Thus the approx-
imation should be good enough for M-rich alloys
and even not too bad on the other side of the com-

positional range since the electrical resistivity of
Ge and Sn liquid are not too different (60 and 48

pQ cm, respectively ).
Calculated values of 2k~ through the formula

ks —3m [xZsrN+(1 ——x)ZsnNl

(in which N is the experimental density shown in
Fig. 9, and Z~ ——1 and Zs„——4 are the valences of
the transition metal and tin atoms respectively )

are compared to E& in Fig. 14. The condition
2kF ——E& corresponds, indeed, to larger concentra-
tions of the transition metal than the ones at which

po(x) are maximum but the order of magnitude is

acceptable, and on the other hand, there is no pos-
sible intersection of K~ [the Sn-Sn correlation peak
in S(K)] with 2k'(x) thus confirming the leading



STRUCTURE, FORMING ABILITY, AND ELECTRICAL-. . . 7461

(a)

to make this point more precise by systematic mea-
surement of the isomershift with the Mossbauer
spectroscopy of the "9Sn isotope.

04$

CV

cI
Y

2.5

0.5
X

Fe-Sn

C. Temperature dependence of the
electrica1 resistivity

The usual way of accounting for the temperature
dependence of the electrical resistivity in liquid and
amorphous metals is to introduce the atomic
excitations in the structure factor, assuming that
the scattering matrix t (ki, k2} keeps a constant
value. Then, if the thermal excitation of the atoms
are described in a Debye approximation:

3
Ol
'0c
hC

2k)

(b) gr(k) 1+[@0(k) 1]
—2[%(T)—w(0)]

in which e + is the usual Debye-Wailer factor
(subscripts T and 0 in S or W refer to the actual
temperature and the 0-K limit, respectively) with

3i)i k2

8Mk 8

2.5

oC

Ol

0.5
X

Co-Sn

2kf

(c)

W(T)=W(0)+4W(0) if T» O~n,
T

where 8~ is the Debye temperature.
Assuming that the exponential functions in

S(j(k) can be reasonably replaced by their first-
order approximation results in

S(j(k}=1+[Sg~j(k)—1] 1 —SW(0)
D

0.5
X

N|-Sn

FIG. 14. Comparison of the Fermi sphere diameter
to the first peak position of the partia1 M-M interference
functions (a) Fe-Sn, (b) Co-Sn, (c) Ni-Sn. .

role of the Iatoms in the resistivity behavior.
Any attempt to go further in using this model for
a more quantitative interpretation of the data
would be quite out of reason. s4 One may spa:ulate
that charge tranfer would result in a significant de-
crease of x (Ref. 35) and it could be interesting

p (T)=p '"(0) 1 —10
Q~~2

10
min-

eg)

Thus, the TCR a(T) can be positive or negative,
depending on the value of S(j (2k+) with respect to
1, with the largest negative value being reached
when 2k+ ——I(.'i. Using data from Table III and
the above theoretical expression of a;„gives
8D(Fe-Sn) =140 K, Sn(Co-Sn) =145 K,
8n(Ni-Sn) = 190 K.

These values are of the same magnitude as the
one reported for the Cu-Sn amorphous system 9

(8n ——150 K}but are significantly smaller than the
Debye temperature measured in the pure crystalline
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component metals: 8&(Fe)=467 K, 8&(Co}=445
K, Sn(Ni) =450 K, 8~(Cu) =343 K, 8&(Sn) =200
K.

The unexpected observed increase from Fe to Co
and Ni alloys might come from a temperature
dependence of the t matrix which is probably sensi-
tive to the broadening of the Fermi level as already
mentioned by Mott.

UI. A GENERAL DISCUSSION ABOUT
FORMING ABILITY AND STABILITY
CRITERIA IN AMORPHOUS METALS:
CONTRIBUTION OF THIS PAPER TO

THESE CRITERIA

In this section, the stability of the amorphous al-

loys studied in this paper will be discussed in terms
of usually accepted criteria: size effect, existence
of covalent bondings, particular composition with

respect to the equilibrium phase diagram, electron-
ic criterion, or formation enthalpy of defects such
as vacancies.

A. Size effect

Since early work in amorphous alloys, it has
been predicted ' that an atomic size difference of
constituents greater than 10%%uo should exist as a re-

quirement for the formation of glassy state. Even
if, in fact, amorphous states have been produced
which do not fulfill this size criterion, ' one can
understand that it is just the counterbalance of the
size effect criterion to obtain crystalline solid solu-
tion: If chemical disorder is imposed to a mixture
of tiny and huge atoms, long-range order is reject-
ed by the assembly.

Furthermore, in computer calculations or struc-
ture models, filling spaces between random-packed
hard spheres by atoms with small radii could re-
sult in closer packing than that with atoms having
uniform, hard sphere radii, '~ with (of course} re-
strictions over the acceptable composition ranges.

In terms of such a size criterion, the M =Fe, Co,
Ni, and Sn atoms are indeed good candidates to
produce amorphous systems since the Goldschmidt
radii for Sn, Fe, Co, and Ni are 1.62, 1;27, 1.25,
and 1.25 A, respectively; that is a size effect of
about 25%%uh. However, a Polk model of the struc-
ture is unacceptable to account for the large ranges
of forming ability observed here. It is worth not-
ing that stability differences measured among the
three systems shall not result from size effects.

B. Existence of covalent bondings

Metalloids have indeed a great tendency to pro-
duce amorphous phases. However, it is also no-
ticeable that alloys mixed only with metals can
form amorphous materials [Ca-Zn (Ref. 48), Cu-Zr
(Ref. 49)]. The admitted role of metalloid or semi-
metal elements as glass-forming partners has been

explained by blocking of the atomic diffusion due
to the bonding structures and the atomic mobility
compared to those resulting from isotropic metallic
bonding: Pure amorphous silicon crystallizes at a
much greater temperature than amorphous met-
als. ' In M„Sn& „amorphous alloys, it would be
an appealing assumption to consider the tin atoms
as the glass-forming partners. However, this point
is strongly questionable because of a pure metallic
behavior of the electrical transport properties ob-
served in the whole compositional range of stabili-

ty. There is here no evidence of the metal-insu-
lator-like transition which has been found else-

where in amorphous systems such as Au-Si, Fe-
Si,' Fe-Ge, or Sb-Au. Such a pure metallic
behavior has to be compared to that reported in
Cu-Sn (Ref. 54) or Au-Sn (Ref. 55) amorphous al-

loys.
A contradictory remark in that respect will con-

cern the crystalline equilibrium phases, particularly
the equi-atomic Fe-Sn and Co-Sn compounds
which exhibit the same B 35 structure as Fe-S,Cr-
Sb,Mn-Te, . . . , where the metalloid character of
S,Sb,Te, . . . cannot be questioned and introduces
clear superexchange phenomena.

C. Compositional ranges of
forming ability and equilibrium phase diagrams

Explanation of the forming ability for glass sys-
tems in terms of the equilibrium phase diagrams
has given rise to at least three different kinds of
criteria:

(1) The glass formation would be favored at deep
eutectic compositions.

(2) Solid solution compositional ranges must be
avoided.

(3) Good candidate compositions should corre-
spond to crystalline stable or metastable
stoichiometric compounds or to complex phases
having large primary cells.

In Fig. 15, equilibrium phase diagrams ' of the
(Fe,Co,Ni)-Sn systems are shown along with the
forming ability ranges of composition measured for
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The deep eutectic criterion, which might be gen-
eralized as a low liquidus temperature criterion, is
in fact typical of the amorphous alloys obtained
from fast quenching of the liquid. In such cases
the critical temperature range between solidifica-
tion and glass formation is sufficiently reduced

[Ts/T~ &0.45 (Ref. 59)] for by-passing crystalliza-
tion relatively easily. In the present M„Sni „al-
loys, the existence of a relatively low liquidus tem-

perature of a deep eutectic is not a necessary con-
dition in obtaining amorphous states since the ki-
netic problems of crystallization are mostly avoid-

ed in evaporation methods.
The out of solid solution criterion intro-duced by

Mader et al. applies, for instance, to Fe„Au,
amorphous alloys and has in fact something to
do with the size effect criterion as previously ex-

plained. It is a kind of extension of the Hume-

Rothery rules ' to amorphous systems. This cri-
terion fully applies to the present M„Snt, alloys.

Correlations between the existence of intermediate

phases and the forming ability composition range
In the three systems, several intermediate phases
occur and one can observe a correlation between
the existence of stoichiometric intermediate phases
and the forming ability of amorphous alloys. The
ability range is the widest for the systems contain-

ing stoichiometric phases, Fe-Sn and Co-Sn. For
Ni-Sn, the nonstoichiometric crystallirie structures
would accommodate chemical disorder. This hy-
pothesis with the "out of solid solution" criterion
would constitute a minimum disorder principle in
condensed metallic matter: During the condensa-
tion, chemical disorder is imposed and an amor-
phous phase occurs if it cannot be accommodated

by a crystalline structure.

O0
I

500.
D. Stability of the amorphous state

and vacancy formation in the
corresponding crystalline alloys

0
Sn

05

FIG. 15. Equilibrium phase diagrams of the M-Sn
systems with the ability range of amorphous alloys for-
mation.

the corresponding amorphous alloys: There is no
deep eutectic —the forming ability ranges are far
from the extreme solid solutions but include stable
intermetallic compounds.

Buschow et al. ' suggest that crystaHization
needs vacancies to occur and then the crystalliza-
tion temperature should increase with the forma-
tion enthalpy of the easiest obtainable vacancy. In
the Buschow model, the formation enthalpy is cal-
culated using a semiempirical theory proposed by
Miedema. ~ The formation enthalpy of a vacan-
cy is obtained as the surface enthalpy of a hole of
the size of an atom. The smaller the hole size and
the surface enthalpy of the surrounding atoms, the
smaller the formation enthalpy of the vacancy. In
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M-Sn alloys the M vacancy is more easily formed
because the M atoms are smaller than the Sn
atoms and are mostly surrounded by Sn atoms
whose surface enthalpy is the smallest (Table IV).
Such an easy formation of the M vacancy is con-
sistent with the occurrence of 8 82 structures for
some of the M-Sn crystalline phases.

In alloys Miedema has calculated the formation
enthalpy of a vacancy. In the present case, the
Miedema formula applied to the M vacancy can be
written:

' 5/6

~i i (alloy) =CilHii. +(1—C)
~so

in which hHi i and V are the formation enthalpies
and molecular volumes in each pure constituent
and

C=xVM /[xV~ +(1—x)Vs„]

is the "mean surface concentration" of the M
atoms in the alloy. The compositional dependence
of the ddt~y (am-alloy) is shown in Fig. 16. It can
be seen that ~&z increases with the M concentra-
tion, for a given system and from Ni to Co to Fe
for a given composition. As pictured in Fig. 17,
the crystallization temperatures T„ increase with

~i i . The experimental data cloud is reasonably

gathering near the linear fit reported by Buschow
in the study of M-Hf, M-Y, Fe-Th, Ni-Th, Ni-Nb,
and Zn-Mg amorphous alloys. In this paper, data
for Co-Sn alloys are above while data for Fe-Sn
and Ni-Sn are below this linear fit. Thus, a corre-
lation between T«and ~i i may be obviously
stated but the Miedema model does not interpret
correctly the relatively great crystallization tern-

perature of the Co alloys compared to those of the
Fe alloys and does not take into account chemical
SRO effect.

Such an empirical correlation between T„and

~~~ is somewhat similar, basically, to that usual-

ly observed between the melting point and LV~ ~,
Crystallization as well as melting requires atomic
displacements and then vacancies or vacancylike
defects. In each system, T„ increases with the
liquidus temperature TI.

E. Electronic criterion

Some of the obtained amorphous alloys have
compositions which correspond roughly to
2kF-Ez (K~ first maximum in the interference
function). Nagel and Tauc s have suggested that it
should be due to the existence of a pseudogap at
(iri /2m )(K~/2) in the electronic state density. A
maximum resistance against crystallization would
occur when the Fermi level falls in this pseudogap.
An alternative explanation has been proposed by
Hafner s'6 and Beck et al.N: The ionic pseudopo-

tential in alloys having an oscillating part in 2k~r,
and the structure will be stable if the neighboring
atoms are into the attractive minima of this poten-
tial, such as 2kF-K~. Thes=e nearly-free-electron

approaches cannot reasonably apply to the
M, Sni „amorphous alloys, but are of interest be-

cause of their relation to the Faber-Ziman model
of electrical transport. Thus the criterion 2k+-E~
(here E&

——Ki) would simultaneously correspond to
po'", a;„,and T„.This is not truly observed in

the present work but the studied alloys are mostly

produced in the negative region of a, and the

greater p '", the higher T„ for a given composi-
tion. The common physical origin of such correla-

tions between stability, large electrical resistivity,

and negative TCR is still unclear, but it has been

shown here that this correlation is not closely
linked with the occurrence of a deep eutectic as

suggested by Buschow.

TABLE IV. Vacancy formation data in Fe, Co, Ni, and Sn as compared to calculated

values from the Miedema model (Ref. 64). Surface enthalpy values are also shown.

Pure metal

~cslc
1V

{kJ/mole)
Surface enthalpy

{J/m2)

Fe
Co
Ni
Sn

139
112
104
54

140
)20
135
50

2.55
2.55
2.45
0.71
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FIG. 16. Compositional dependence of the formation
enthalpy of vacancies in M-Sn alloys. FIG. 17. Correlation of ddE~y and T„ in amorphous

M-Sn alloys. The straight line corresponds to Bus-
chow's fit.

VII. CONCLUSION

Amorphous alloys of the Fe,Sni „Co„Sni
and Ni, Sni, systems have been obtained by a va-

por quenching technique in quite large ranges of
composition. Structural investigations and electri-
cal resistivity measurements have suggested that
short-range order might be practically the same in
the crystalline, aorphous and liquid states with,
in particular, the existence of structural units made
of one Sn atom at the center of six iron trigonal
prisms and equal distances between M-M and M-
Sn atoms. Structural differentiation of liquid,
glass, and crystal would arise from the nature of
the connectivity regions between these structural
units.

A detailed analysis of the stability and forming
ability data has led to conclusions that may be
summarized in a kind of minimum disorder princi
pie in condensed metallic matter. On one hand,
when fast quenching techniques are used in an at-

tempt to prepare disordered alloys, this minimum
disorder principle would result in the appearance
of a fairly well-defined SRO, typical of the system.
On the other hand, medium- and long-range chem-
ical disorder would go along with topological dis-
order only when there is no possibilities for a crys-
talline phase to accommodate such a disorder.

Finally, it must be pointed out that stabihty and
forming ability, although both are notions probably
linked to atomic transport phenomena, have to be
considered separately.

The Miedema model approximatively gives the
formation enthalpy of the single vacancy and an
estimation of the crystallization temperature. This
point is consistent with the correlation between
crystallization and liquidus temperatures.

Some other experimental investigations of these
M Sn~ „amorphous alloys are still in progress in
our laboratory, especially concerning those magnet-
ic properties. Results will be given in a subsequent
paper.
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