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We report a comprehensive study of the dynamic response of junction space-charge
layers in undoped and PH3-doped a-Si:H films grown by the rf-glow-discharge technique.

By using the numerical analysis methods discussed in the adjoining theory paper, we are
able consistently to interpret a variety of transient response and ac admittance-measure-

ments in terms of a bulk density of gap states g (E) which is characteristic of each sam-

ple. While the general shape of g {E)seems to be a characteristic property of a-Si:H, the
overall concentration of gap states depends on growth conditions and doping. The densi-

ty of states at approximately midgap is observed to vary between values as low as about
2)&10' cm eV ' in undoped films and as high as 1)&10' cm eV ' in some PH3-

doped films. The general shape of our g (E) is dominated by a deep minimum (& 10'

cm eV ') between 0.3 and 0.6 eV from the conduction band and a broad shoulder of
states extending from the valence band up to midgap. The significant difference between

this type of bulk g (E) and previous models for the density of states in a-Si:H may be ex-

plained by the effects of states at or near the surface of the films which strongly influ-

ence the previous types of measurements. We discuss recent transport and optical mea-

surements and show that they provide strong support for our density of states as opposed
to previous models for g (E).

I. INTRODUCTION

Recently there has been considerable interest in
measuring the density and energy distribution of
gap states in hydrogenated amorphous silicon (a-
Si:H).' Such states are obviously of central impor-
tance to the understanding of the transport and op-
tical properties of a-Si:H. Indeed, many of these
properties are controlled by states in the gap rather
than by the much larger number of states in the
valence and conduction bands. One of the interest-
ing features of amorphous niaterials in general is
that there is not a clear-cut distinction between
"band" and "gap" states except insofar as the den-
sity of states at a particular energy leads to delo-
calization or localization of the electronic wave
functions. The demarcation line between these two
regions is called the mobility edge. ' Since hopping
conduction and optical absorption can both occur
to varying degrees in the localized states, the "band
gap" is somewhat ill-defined and may depend on
the type of experimental technique used to measure
it.

In spite of these difficulties, however, there has
emerged over the past few years a widely accepted
model' for the density of gap states in a-Si:H.

This well-known, density distribution, which we
shall call gsi (E), was originally based on field-
effect measurements of Spear, LeComber, and co-
workers but has subsequently been shown to be
resonably consistent with a variety of other mea-
surements. The overall consistency of the gsi. (E)
model is based on certain reasonable assumptions
which, however, have not been independently veri-
fied.

It therefore seemed of utmost interest to deter-
mine g (E) utilizing new techniques which do not
rely on the same assumptions as these previous
techniques. To this end we have undertaken an ex-
tensive series of measurements on a-Si:H Schottky
barriers in an effort to extract the density of gap
states g (E) from the dynamic electric response of
these structures. Preliminary accounts of this
work have been published elsewhere. Our g (E)
results differ substantially from gsi (E). While it
might be arguK that such differences are sample
dependent, the type of optical and electric behavior
upon which gsi (E) is based is quite generally ob-
served by many different workers. Our samples in
particular have the same basic transport and ESR
properties that are typical Of high-quality a-Si:H.

To set our experimental methods in perspective,
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let us first briefly review the strengths and
weaknesses of the various techniques which have
been used in the past to obtain information about
g(E). The field effe-ct method gave historically the
first evidence that the density of gap states in a
Si:H was much lower than in a-Si. However, this
method is subject to many potential problems. ' '

The major difficulty is that the transconductance
of a field-effect transistor is highly sensitivity to
states at or near the oxide-semiconductor interface
and that these measurements cannot inherently dis-

tinguish the relative contributions from these inter-
face or "surface" states as opposed to true bulk
states. Such difficulties have been recognized by
the proponents of this method and it has bid:n ar-

gued that the general consistency of gsi.(E) with a
variety of other experimental data justifies the
neglect of interface states in the field-effect
analysis. However, there is now considerable evi-
dence that interface states are an important factor
in a-Si:H. In some cases interface effects dom-

inate the apparent bulk properties of thin insulat-
ing a-Si:H films. ' ' Interface states have in fact
been observed to influence field-effect measure-

ments in a study which explicitly considered the
dynamics of interfacial charge screening. ' One
would also expect lateral inhomogeneities in the in-

terfacial charge distribution to give a spread of
flat-band voltages and hence an apparent but spuri-
ous band tail in g (E}.'s Such lateral inhomogene-
ities may be inferred from the work of Solomon. '

A second method closely related to the field ef-

fect is to obtain g (E) from the steady state-
capacitance-voltage (C V) char-acteristics of an a
Si:H metal-oxide —semiconductor (MOS) struc-

ture, ' Schottky barrier, ' or pn junction. In
the limit where the frequency is low enough to al-

low midgap states to follow the oscillating capaci-
tance measurement voltage, it is straightforward to
obtain g(E} from the C-V data provided interface
states can be neglected. Unfortunately, this is pre-

cisely the set of conditions (low frequency and/or

high temperature) where the anomalous effects due

to interface states have been reported.
Recently, a number of studies have inferred g (E)

at midgap from the frequency and/or temperature

dependence of the capacitance of an a-Si:H
Schottky barrier. z 'zs These sorts of measure-

ments have an advantage in that they may be made
in a regime of temperature and frequency which is
less sensitive to interface states than are C-V and
field-effect measurements. Several important
results have been obtained by such measurements.

Viktorovitch has shown that the bulk g (E) at
midgap depends strongly on sample-preparation
conditions and that the interface state density may
be very large in MOS structures. Such techniques
have an inherent shortcoming, however, in that
they are able to measure g (E) only over a relative-

ly small portion of the gap near the Fermi level.

Furthermore, the identification of bulk and surface
contributions to the signal is not always straight-
forward.

A closely related method is the study by Bal-
berg of the admittance versus bias voltage and
frequency of metal insu-lator semi-conductor (MIS)
tunnel diodes. These results were interpreted as be-

ing due to interface states with a peak at E, —0.5
eV rather similar to gsL(E). It was claimed from
dc I-V measurements that the same distribution of
states extended into the bulk. The major problem

with this type of tunneling measurement is the lack
of a detailed theoretical understanding of the bar-

ner, which in turn precludes obtaining quantitative
results for g (E) or in separating surface from bulk

effects.
All of the above techniques (field-effect, C V, -

C-e, C T, and tunn-cling} are steady state in the
sense that the independent variable (V, co, or T) is
changed slowly so that the corresponding change
in the dependent variable (I, C, or G) is complete
for each measurement step. It is also possible to
explicity study the transient response of the depen-
dent variable following a step function change in

the independent variable, usually V. Such transient
studies are widely used to study deep levels in the

gap of crystalline semiconductors. ' ' Transient
junction measurements have only recently been ap-
plied to a-Si:H ' but show great promise as
a means of unambiguously measuring g (E). Such
measurements probe the same physical parameters
as does the steady-state frequency response. In
principle the two are related by Laplace trans-
form. Thus, the choice between the steady-state
and transient-measurement mode is ultimately re-
lated to the ease of data analysis or insensitivity to
extraneous effects such as interface states.

Other more traditional bulk measurements such
as transport, spin resonance, and optical effects
have also been used to study the gap states. ' The

g (E) results obtained from these methods usually
ignore the effects of band bending near the inter-
faces and the effects of interface states. In spite of
the fact that such "bulk" measurements may be
seriously in error in thin films ( &few micrometers)
due to the interface effects, ' such results are
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often viewed as being more respresentative of the
bulk than are those obtained from the various de-
pletion layer methods mentioned above. Since
these methods have been reviem'ed elsewhere, ' we
mill only discuss a few specific techniques as they
pertain to our experimental results later in this pa-
PCf.

The methods which we have used to obtain g (E)
include the steady-state junction capacitance and
conductance methods mentioned above as well as
various transient measurements. The major inno-
vation has been to apply the technique of deep-
level transient spectroscopy ' (DLTS) to the case
of amorphous semiconductors. Our first quantita-
tive results ' for g (E}were based on an extension
of the standard DLTS analysis of discrete deep lev-
els in crystalline semiconductors. One expects this
cxtcils1011 to be vahd for tllc llllllt of sillall g (E).
However, our results shomed that the large concen-
tration of deep gap states did not justify the small
signal approximation. We therefore undertook a
detailed theoretical study of the DLTS method as
it applied to an arbitrary density of states. In so
doing, we first found it necessary to solve the
amorphous diode problem in a more rigorous way
than in previous treatments. ' In particular,
we used a defintion of the diode capacitance which
related directly to the physics of thermal capture
and emission at localized states rather than an
ad hoc truncation of the depletion region or a
lumped-element E.C equivalent circuit as in previ-
ous calculations. ' The results allow us to cal-
culate the full dynamic response of the junction [C
and 6 vs V,u, T; thermaBy stimulated capacitance
(TSCAP), thermally stimulated current (TSC),
DLTS] for any arbitrary g (E). This more exact
analysis of the DLTS data gives slightly larger

g (E) collcciltlatloils (2 to 4 tllilcs grcatcl') tllall oui'

original more approximate analysis. '

From the unified theoretical treatment in Ref.
35, it is quite clear that all steady-state and tran-
sient admittance measurements relate to the same
physical phenomenon, namely, the thermal capture
and emission of carriers at gap states within the
depletion region. One might ask, therefore, wheth-
er the DLTS technique provides sufficient advan-
tages to justify its added complexity relative to the
more straightforward steady-state measurements.
We believe that capacitance transient DI.TS is
clearly superior to the other methods of analyzing
dccp lcvcls. This should become clear as onc reads
this and the following paper. To summarize its
major advantages: (a) the raw DLTS data in

doped samples is nearly proportional to g (E) over
—, of the gap and the calculated DLTS line shape
is very sensitive to small changes in the shape of
g(E), (b) capacitance DLTS is the least sensitive to
interface states of all junction admittance measure-
ments, (c) spatial variations in g (E) can be directly
measured in order to verify bulk behavior, (d)
minority-carrier trap distributions can be mea-
sured, and (e} recombination and trapping rates can
be measured directly.

We do not intend to imply, however, that DI.TS
should replace the simpler junctions measurements,
but rather should supplement them. In fact, one
only has a complete and consistent picture of g (E)
when all aspects of the junction dynamics can be
consistently explained by a particular model. Each
type of measurement provides a different viewpoint
on the basic physics of the junction dynamics. In
this paper we will organize our presentation by
first discussing the results of the simplest measure-
ment techniques and gradually work up to a dis-
cussion of the DLTS data. However, in spite of
the fact that DLTS is perhaps more complex to ex-
plain and to implement than are the other tech-
niques, it is actually the easiest to analyze in terms
of g(E). Thus our theoretical discussion is made
in reverse order. Namely, we shall first obtain
g(E) from the DLTS spectra and then discuss the
relationship of this g (E) to the steady-state C- V
and C-T results.

The paper is divided into eight sections, of
which this introduction is Sec. I. In Sec. II we
outline our standard rf glow-discharge growth
technique and sample preparation procedures.

Typical data arc presented in Secs. III—V in con-
nection with the discussions of the relevant experi-
mental techniques: Sec. III covers steady-state
methods, Sec. IV discusses transient techniques,
and Scc. V discusses thc DI TS data. Thc most
important parts of the paper are Secs. V and VI.
There we discuss the procedure for interpreting the
DLTS data in terms of the density-of-states distri-
bution function and show g(E) for several repre-
sentative types of samples. This is followed by a
discussion in Sec. VII of the relationship of our
g (E) results to other results in the literature. Fi-
nally in Sec. VIII we summarize the main results
of the paper and the conclusions mhich may be
drawn from them.

All a-Si:H samples were prepared in a conven-
tional capacitively coupled rf glom-discharge



LANG, COHEN, AND HARBISON

TABLE I. Growth parameters for samples shown in

figures.

Sample Silane Phosphine rf power

number in Ar in silane density

(mol %) (vppm) (m%/cm2)

Film
thickness

(pm)

1 (106)
2(123)
3 (138)
4(139)
5 (152)
6 (228)

undoped
undoped

300
60
300

undoped

36
42
23
30
12
30

2.8
1.3
0.7
1.7
1.1
2.3

'See text,

growth system similar to that previously described

by Knights, with some minor exceptions. The
walls of the growth chamber are insulating (fused
silica), resulting in the grounded and ungrounded
electrodes being roughly comparable in size, with
the substrates always mounted on the grounded
electrode ("anodic" or "unbiased" 37 films). The
entire dimensions of the growth chamber are rela-
tively small, with a plate diameter of 2 cm and a
plate spacing of 1.5 cm, all enclosed in a spherical
chamber of 5-cm diameter. The system is vacuum

pumped with a standard mechanical roughing
pump used during- the high gas load growth pro-
cess itself, but for some of the later samples con-
sidered in the study a diffusion pump equipped
with a liquid-nitrogen cold trap was added to give
a starting base pressure in the mid-10 -Torr range
before introducing the growth gases. As an addi-
tional precaution to keep unwanted background
impurity levels at a minimum, after venting the
system in an argon atmosphere for substrate intro-
duction, the chamber was alternately vacuum

pumped and argon backfilled at least three times
before each growth run.

Gas flows during growth consisted of 50
cm /min of mixtures of silane (semiconductor puri-

ty, 100 0 cm minimum resistivity, n type) diluted
in varying amounts of argon [ultrahigh purity
(UHP), 99.999%j. For n type -doping, electronic-
grade phosphine, PH3, was introduced into the gas
stream either in the form of a calibrated dilution
mixture of PH3 in UHP argon, or directly, through
a precalibrated variable-leak valve. Table I sum-
marizes the gas compositions together with the
relevant accompanying growth conditions for each
of the films discussed in detail in later sections of

this paper.
The range of growth parameters for the entire

series of samples included in this study were as fol-
lows: The substrate temperature and deposition
pressure were held fixed at 250'C and 0.36 Torr,
respectively. The rf excitation at 13.56 MHz was

at a power level ranging from 2 to 8 % which,
when taking into account the actual fraction of rf
power being coupled into the plasma, is 12 to 100
mW/cm of electrode. This power density is ob-

tained from the ratio of the calculated capacitance
of the electrodes (assuming the dielectric constant
of vacuum) to the measured stray capacitance of
the entire system. Resulting growth rates were in
the 0.3—3.0 pm/h range with 1.0 pm/h typical.
The percentage of silane in argon ranged from 2.7
to 100 mo1%, with vitually all of the extensively

studied samples in the unresolvable columnar mor-

phology growth regime as characterized earlier by
Knights and Lujan. In fact, we were unable to
observe columnar fracture morphology even in

scanning electron micrographs of 1 —2 pm films
grown at 2.7 mo1% SiH4 with maximum rf power,
conditions most likely to give visibly columnar
growth.

Films were doped with PH3 in the range of
0—3000 volume parts per million (vppm) refer-
enced to the silane gas flow. In order to make the
fillms conductive enough to make the necessary
capacitance measurements described in the rest of
this paper, films had to be doped greater than

about 30 vppm. The two exceptions to this rule
were a set of undoped films which were used to
measure the density of states in undoped material
at the Fermi level (see Sec. VI) and an anomalous

sample, 1 (106), in Table I, which, though it was

nominally undoped, had a shallow Fermi level and
hence acceptably high conductivity due to some as

yet unexplained impurity. The origin of such an

impurity has been difficult to identify since it was

detected in only the first dozen or so samples
grown in the new' system. It is possible, however,
that is is related to the incorporation of traces of
fluorine, known to infiuence dramatically the prop-
erties of this material, remaining from a standard

CF4.-02 plasma etch of the growth system per-
formed between each run in that batch of early
samples. Subsequently, this etch procedure was
discontinued and the growth system rebuilt,
Several attempts to duplicate such conditions, even

with CF4-0& plasma pre-etches, have been unsuc-

cessful. This anomalous sample does provide us

with an excellent vehicle to study the density of
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states of a phosphine-free film, however, as will be
discussed in later sections.

Samples were deposited on a variety of substrate
materials, often simultaneously, depending on the
particular measurements to be done. The most
common substrate material was heavily doped (10'
cm ), n- or p-type polished crystalline silicon
(denoted n+-Si or p+-Si). Low-doped ( & 10'
cm ) silicon wafers polished on both sides were
employed for infrared-absorption measurements.
Before being introduced into the growth system the
pieces of silicon were given an extensive surface
cleaning and etching procedure terminating with a
hot HC1:H202 etch, ' resulting in a controlled
10—20 A surface oxide, in order to assure a clean
and repeatable surface. When compared with vari-
ous simpler silicon etch pretreatments (e.g., HF; or
8 mol%%uo HC1:20 mo1% HiO at 80'C, or degreas-
ing only without etching) such a treatment was
found to form a superior junction with the a-Si:H
film for the various measurements explained later
in this paper. Other substrate materials used at
one time or another in the study include polished
fused silica (etched in 33 mol%%uo HNOs, 4 mo1%
HF, balance HiO with detergent), evaporated
chromium (300—1000 A thick) on similarly
prepared fused silica, and polished tantalum (either
degreased only or degreased and etched in
5:HNO, + 1:HF).

Problems associated with cracking of the film
material were predominantly, though not exclusive-

ly, confined to the crystalline silicon substrates.
This effect was presumably due to cumulative
strain resulting from the difference in the thermal
expansion coefficient of the film and the substrate
during cooling from the growth temperature.
However, in samples where this proved to be a
problem, a combination of slow, controlled cooling
(-5'C/min) together with a minimization of the
exposure time to air between the a-Si:H deposition
and the top-electrode evaporation was usually suf-
ficient to avoid the problem.

In addition to the measurements discussed in
subsequent sections of this paper, samples were
characterized in a number of more standard ways
to insure that they were typical of the a-Si:H ma-
terial reported elsewhere in the literature. Both ac
dark conductivity and the position of the Fermi
level as a function of doping confirmed that this
material behaved in the same way as the a-Si:H
material originally reported by LeComber and
Spear. The results of hydrogen effusion measure-
ments on these samples, together with ESR mea-

surements, both dark and light induced, lumines-
cence, and infrared absorption, all indicate that the
material being considered in this study is quite
representative of the optimized glow-discharge a-
Si:H reported in the literature.

The post-growth sample preparation and mount-
ing necessary for the series of measurements to be
discussed in the rest of this paper deserves elabora-
tion. As mentioned earlier, the most common sub-
strate material for these measurements was either
n+-Si or p+-Si. Semitransparent top electrodes
were formed over the a-Si:H film bp evaporation
of —150-A Cr followed by -250-A Au through a
molybdenum shadow mask to form an array of
0.5-mm diameter dots which served as Schottky-
barrier contacts. Alternately, to determine the de-
gree of current spreading beyond the top elec-
trode-defined area, a few samples were covered
uniformly with Cr-Au, masked with a series of
0.5-mm steel balls and sand blasted from above
through to the substrate, leaving an area physically
defined by the remaining mesa. For a few of the
measurements on the n-type films, the back con-
tact with the substrate was made ohmic by using
an n+-Si substrate and growing the first —1000 A

.of a-Si:H heavily doped (10000 vppm PH&). For
the most part, however, it was found to be an ad-
vantage to have a barrier at the back contact as
well as the front Schottky by growing the n- or p-
type a-Si:H film directly on a p+-Si or n+-Si sub-
strate, respectively. Then, by varying the bias on
the sandwich, now consisting of two diodes of re-
verse polarity, one could deplete either the front or
back junction, and hence look at two different spa-
tial regions of the sample with two completely dif-
ferent interfaces present in order to help further in
discrimination of bulk from surface-related effects.
Rear Schottky contacts were also tried for certain
specialized measurements by using a tantalum or
Cr-on-fused-silica substrate, but the buried p+-n
junction at the substrate interface proved to be su-
perior in general because it had the lowest leakage
in reverse bias. Ohmic contact was easily made to
the back of the heavily doped silicon wafer by rub-
bing in an In-Ga eutectic mixture. Subsequently
the sample was cleaved into 2-mm square pieces
and glued to a TO-18 transistor header by thermal-
ly setting silver epoxy, thus making the header case
one contact of the composite diode. The other
contact was made by thermocompression bonding a
25-pm diameter gold wire between one of the 0.5-
mm top electrodes and one of the header pins.

Samples thus mounted were in a convenient
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form allowing rapid interchange on the probe for
measurements involving a temperture sweep with
the top transparent dectrode facing outward for
possible laser illumination. Before each of the
measurements, the samples were heated in the dark
to 200'C at zero bias and held there for at least 5

min to place them into the annealed high-dark-
conductivity state, labeled state A by Staebler and
%ronskl. Samples wh1ch had bccn convcrtcd
into state 8 by sufficient exposure to 6000-A laser
illumination showed significantly different proper-
ties which will be discussed elsewhere. For the
purpose of this paper, all measurements were made
with the samples in state A. In particular, we took
great pains to be sure that the laser excitation
necessary for obtaining the DLTS or TSCAP
hole-trap spectrum did not also convert the sample
into state B. It was also found that the properties
of the samples were altered by heating above
100'C in the dark with applied bias. This effect
could be reversed by the state-A anneal sequence
and will be discussed elsewhere. The net effect
for the purpose of this paper is that all TSCAP
and DLTS thermal scans were limited to a max-
imum temperature of 100'C.

The sample numbers used in this paper refer to
the diodes made from a specific growth run, c.g.,
sample 5 (152), is characteristic of diodes from run
number 152. Since the details of the density of
states depend specifically on the growth run, the
sample number is important in labeling the results
for this Rnd SUbscqucnt publications.

III. STEADY-STATE CAPACITANCE
MEASUREMENTS

A. Capacitance versus bias voltage (C- Vj

One of the most straightforward measurements
which can be made on our sandwich-type sample

geometry is a standard C-V plot. Typical data are
shown in Fig. 1 for a 300-pprn —PH3-doped sarn-

ple measured at 100 kHz in the dark at room tem-

perature. The most striking feature of this C-V
curve is the sharp peak in capacitance at approxi-
mately zero bias. This is typical of nearly all of
OUr SRmplcs and 1ndicatcs barricrlikc bchRV1of on
both sides of the a-Si:H film. As discussed in Sec.
II, however, this is useful in assessing the homo-

geneity of the bulk g (E) and greatly aids in

separating bulk from interface effects.
In our sign convention a negative-bias voltage

SAMPLE 5

-4

VOLTAGE &V)

FIG. 1. Real (G/u) and imaginary (C) parts of the
steady-state complex admittance ( F=G +iuC) vs ap-
plied voltage for a typical PH3-doped a-Si:H sample.
The measurements were made at 300 K and 100 kHZ.

corresponds to a reverse bias on the rear (sub-

strate —a-Si:H) interface with a forward bias on the
front (Schottky-barrier) interface. Conversely, the
positive voltage scale in Fig. 1 corresponds to a re-

verse bias on the Schottky barrier with a forward
bias on the substrate interface. Thus, for all biases
farther than a few tenths of a volt from zero the
sample behaves as if it were a small capacitor (the
reverse biased interface) in series with much larger
capacitor (the forward biased interface). Under
such circumstances one may safely ignore the con-
tribution to the overall capacitance from the for-
ward biased side of the sample. We have verified

the vahdity of this approach by measuring several
n+Si —n+ a-Si:H —n a-Si:H samples which have a
reasonably good ohmic contact at the substrate in-

terface. For such single-diode structures the capa-
citance does not peak at V=-0 as in Fig. 1 but in-

creases rapidly when forward bias is applied to the

Schottky barrier, as is expected for a single-barrier
structure.

Another parameter which we routinely measure
along with the capacitance C is the ac conductance
6 of the sample. In general we measure the com-
plex admittance ( I'= 6 +i AC) of the sample with
a computer-controlled HP4274A I.CR meter in the
parallel AC equivalent-circuit mode using various
frequencies and amplitudes of the measurement
voltage. The curve labeled 6/m in Fig. 1 is related
in part to the shunt leakage current thermally ac-
tivated over (or tunneling through) the barrier in

phase with the bias oscillation. By plotting 6/m
and C, both the real and imaginary components of
the current are displayed on the same scale in
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capacitance units. As we will discuss later, the
conductance may also include a trapping-detrap-
ping component which is not necessarily related to
the shunt leakage path. In general the leakage
current as a glvcn bias lnclcascs with lncrcascd
PHs doping which effectively limits the maximum
usable doping range for most of our measurements
to less than 3000 ppm PH3.

For the case of crystalline semiconductors where
the dopant introduces a well-defined, shallow
discrete state in the gap, the C- V plot is routinely
used to evaluate the net dopant concentration by
using the relationship

C dC
g2

where e and A are the dielectric constant Rnd area
of the sample, respectively, and q is the electron
charge. The quantity Nci is well-defined for
Schottky barriers or asymmetric (p+n or np+)

junctions in crystals with no deep levels. In such
cases wc have

ND —Nz, (n type)
Ncy ——.

NA ND (p t—ype»

where ND (Nz ) is the donor (acceptor) concentra-
tion. When deep levels are present, Ec& will in-
clude them in addition to the shallow levels if the
voltage sweep used to measure C-V is slow enough
so that the deep-level occupation can respond on
the same timescale. Thus in the presence of signi-
ficant concentrations of deep levels the meaning of
Xc~ depends on the manner in which the C-V data
are taken.

The problem of interpreting C-V data is especial-
ly acute for a-Si:H since deep states often dominate
the capacitance response. In this case the meaning
of the C-V data and of Nci. is affected not only by
the rate of the voltage sweep but also by the fre-
quency and temperature of the measurement.
Thus to properly analyze capacitance data we must
also consider its temperature and frequency depen-
dence. This we will do in Secs. II8—II0.

B. Capacitance versus temperature {C-T)

Perhaps one of the simplest ways to gain insight
into the dynamic response of an a-Si:H barrier
structure is to measure the capacitance at a fixed
bias over a wide temperature range. This is also a
necessary preliminary step to subsequent DI.TS
measurements. The typical data for three samples

in Fig. 2 illustrate the types of changes in C-T
plots which occur as a result of PH& doping.

A dominant feature of the C-T curves in Fig. 2
is the distinct step in capacitance for the two
PH&-doped 61ms. The temperature of this step is
the demarcation line between an active as opposed
to a passive role for the a-Si:H film in a
sandwich-structure capacitor. For temperatures
below the step the a-Si:H film behaves like a pas-
sive dielectric medium which is not polarizable on
the timescale of the measurement frequency (10
kHz in Fig. 2). Thus the measured capacitance of
the structure is simply that of a parallel-plate capa-
citor with insulating a-Si:H as the dielectric. The
low-tempertaure capacitance Cl I is proportioned
to the inverse of the film thickness I, i.e.,

200

%0

100

so

SAI4PLE 5
(Isa)
300p
QE

1

100

IE2
EO

9.7ev

TEMPERATURE tK)

FIG. 2. 10-kHz steady-state capacitance vs tempera-
ture for three samples of different doping shying the
turn on of the dielectric response at increasingly lo~er
temperatures for more heavily doped films. The quani-
tity hE is the conductivity activation energy. The data
were recored in all three cases in the dark with 2-V re-
verse bias on the front {Schottky) barrier.

CLT ——eA/I .

As the temperature increases through the region
of the step, the conductivity of the film becomes
large enough so that current can pass through the
film on the timescale of the measurement frequen-
cy and charge the depletion layer capacitors at
each interface, i.e, the RC time constant of the
structure is fast enough so that it can respond to
the measurement voltage. One could also describe
this capacitance "turn-on" by saying that the
dielectric response time of the film is short enough
so that it can behave as a polarizable dielectric on
the timescale of the measurement frequency. This
capacitance step is also sometimes referred to as
the capacitance "freeze-out" when observed during
a scan from higher to lower temperature. The
zero-blas capacitance for temperatures just above
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the step is

C =eA /28',

where 8 is the width of the depletion layers on
each side of the film. The resistance of the bulk
undepleted material in the interior of the film is
then

R =p(l —2W)/A,

(4)

(5)

g (E) are taken at temperatures above the turn-on
point. Thus it is essential to have C-T measure-
ments such as in Fig. 2 in order to assess the range
of validity of our analysis. Although it is possible
to draw some conclusions about g (E) directly from
the C-T measurement alone, ' ' we find such
analysis most useful and reliable as a corroboration
for the g(E) determined from DLTS.

where p is the bulk resistivity.
The turn-on criterion is co '=RC, where co is

the angular frequency of the capacitance measure-
ment. It is difficult, however, to exactly solve the
problem at the turn-an temperature since one must
explicitly consider both the transport equation and
Poisson's equation simultaneously. One may ap-
proximately evaluate the turn-on criterion, howev-
er, for two limiting cases. On the low-temperature
side of turn-on, where bulk transport parameters
dominate the film's response, we can estimate
R =pl/A and C=Ct,T ——eA/I, thus

N ~p6' . (6)

The expression pe is often referred to as the dielec-
tric relaxation time of the material. For tempera-
tures just above the turn-on point we may use Eqs.
(4) and (5) to obtain

co =pe
C

Cr.T
L

In cases such as Fig. 2 where there is a rather large
and well-defined capacitance turn-on step we may
have a capacitance ratio C/C~T as large as 10, but
typical values are in the range of 3 to 5.

For the typical measurement frequency of 10
kHz (ra=6.28&& 10 s ') in Fig. 2, we may estimate
the resistivity at turn-on to be between p=1.5&10
0 cm on the low-temperature side of the step [Eq.
(6)] and p=3X 10 Oem on the high-temperature
side of the step [Eq. (7) with C/CLT ——5]. Thus,
the two PH3-doped samples are conductive enough
so that p-10 0 cm at approximately 150 K while
the undoped film is much more resistive and is just
reaching p-10 Qcm at 350 K. Because of the
difficulties of analysis' we have not made planar
dc resistivity measurements on our samples, but
the values of p which can be inferred from the
turn-on criterion are typical of high-quality glow-
discharge films. ' %e may measure the activation
energy of the conductivity quite accuratey, howev-

er, by considering the frequency dependence of the
C-T curve, as will be discussed in the next section.

All of our data used for the determination of

C. Capacitance versus frequency (C-co)

Measurements of capacitance versus frequen-

cy ' ' in a-Si:H give in principle the same in-
formation as C-T measurements. Since C-co mea-
surements can be made at room temperature
without a variable-temperature cryostat, they are
also considerably easier to do. The relationship be-
tween C-T and C-e depends on the basic phenom-
enon controlling the dynamic electrical response of
the sample. 4'hen the dynamics are controlled by
a thermally activated variable such as the resistivi-
ty or thermal detrapping rate, then the temperature
scale is isomorphic to a logarithmic frequency
scale. In such a case there is a clear advantage to
C-T measurements because of the range of dynam-
ic effects which may be probed. As a practical
matter, C-co measurements of a-Si:H samples are
usually limited to the frequency range of 10 to
10 Hz. 2O, 2&,23—25 Temperature variation, on the
other hand, can probe many more decades of effec-
tive frequency for thermally activated processes.
For example, a readily obtainable temperature scan
of 100 to 400 K covers 25 decades of the activated
variable for an activation energy of 0.65 eV. The
activation energy probed in a temperature scan at
fixed frequency is proportional to the temperature,
whereas for frequency measurements at room tem-
perature each decade change in frequency is
equivalent to a 2.3kT=57 meV change in activa-
tion energy.

D. Frequency dependence of capacitance
versus temperature (C-T-m)

A method which is much more useful than
either C-T or C-co alone is to measure C vs T and
m simultaneously. The data are most conveniently
presented as a family of C-T plots for various
values of co as in Fig. 3. This figure shows the
capacitance and conductance versus temperature at
three frequencies for the front and rear depletion
layers of a 300-ppm PH3-doped sample. Let us
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FIG. 3. Steady-state capacitance (solid lines) and con-
ductance divided by angular frequency (dashed lines) vs

temperature for three measurement frequencies. Note
the difference between the behavior of the space-charge
layers at the front and rear junctions.

first discuss the turn-on portion of the C-T curves
in the temperature range 100—200 K. Note that
as the frequency is changed the turn-on tempera-
ture shifts. Since the turn-on behavior is con-
trolled primarily by the bulk transport according to
Eqs. (6) and (7), this shift in the turn-on tempera-
ture versus frequency may be used to obtain the
activation energy of the bulk conductivity of the
sample. This is equal to the slope of a plot of the
logarithm of the measurement frequency versus the
inverse of the turn-on temperature. For the data
in Fig. 3 the result is ~&=0.19 eV. The activation
energies in Fig. 2 were obtained in a similar
manner. Note that this method of measuring b,E
is advantageous in that it is not subject to the sur-
face band-bending problems which strongly influ-
ence dc resistivity measurements. ' Indeed, the de-

pletion layers play an integral role in our measure-
ment. The values of ~R obtained in this way agree
very well with the conductivity activation energies
versus PH3-SiH4 ratio as measured by Spear and
co-workers.

The conductance curves in Fig. 3 show both the
smoothly varying shunt leakage as well as a peak
at the turn-on temperature. The conductance
turn-on peak is intimately related to the capaci-
tance step according to linear response theory. 5' 6

It is often called the dielectric loss peak and in
6/co units is always —, of the capacitance step.
Such an effect is purely an ac phenomenon and has

no relationship to the dc leakage current. On the
other hand, the fact that

Ghee

does not return to
zero above the turn-on peak in Fig. 3 is due pri-

marily to true leakage conductance.
The high-temperature portion (T ~ 200 K) of the

admittance versus temperature and frequency
curves in Fig. 3 shows several important effects
which are quite typical of our samples. First, we

note that the conductance increases monotomcally
with temperature until the dissipation factor
D =6/coC is greater than 10 so that C is no longer

measurable by our LCR meter. Note also that
while 6/co is quite different for the three frequen-

cies, this is primarily an artifact of the division by
co. The value of 6 alone is rather independent of
frequency in this temperature range, which, indeed,

may be taken as the signature of a true dc leakage

path as opposed to dielectric loss due to trapping
and emission of carriers at bulk or interface states.
The second notable feature of the temperature re-

gime above turn-on in Fig. 3 is the significant
difference between the capacitance response of the
front and rear junctions. This is quite typical of
most of our samples and may be due to several dif-
ferent effects; e.g., current spreading, bulk gap
states, or interface states.

Let us first consider the current spreading effect.
This term refers to the fact that the effective area'

of the substrate junction is limited only by the
resistivity of the film (and consequent current
spreading) from the well-defined area of the front
Schottky barrier. The front Schottky barrier is 500
Ju,m in diameter so that for a 1 —2-pm film the ef-
fective area of the rear junction will begin to in-

crease noticeably when the bulk conductivity of the
film is roughly 3—4 orders of magnitude above its
value at the turn-on temperature. Since the mea-

sured capacitance is proportional to the junction
area, we see a monotonic capacitance increase at
this point. We see no such current spreading ef-
fects in the few diodes which were fabricated in
the more complex mesa structure. Current spread-

ing can be recognized by the fact that the activa-
tion energy of the onset of the spreading effect is
the same as that of the turn-on step.

For many samples, we observe above turn-on a
well-defined step in capacitance (and peak in con-
ductance) which does not have the same activation
energy as the bulk conductivity. This is therefore
not bulk current spreading but must be due to deep
states. A particularly extreme example of this
phenomenon is shown in Fig. 4 were we see three
capacitance steps (and three corresponding conduc-
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FIG. 4. Steady-state zero-bias capacitance (C) and
conductance divided by angular frequency (G/co) vs

temperature for a sample exhibiting three well-defined

capacitance steps (and corresponding conductance
peaks).
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tance peaks). The turn-on step (bulk conductivity)
has an activation energy of DE=0.23 eV, while the
two higher-temperature steps have b,E=0.42 and
0.53 eV, respectively. The two steps above turn-on
are caused by the onset of an additional polariza-
bility of the depletion layers. This additional po-
larizability is due to the trapping and emission of
carriers at deep gap states either in the bulk of the
depletion layer or at the interface. Indeed, the
analysis of the conductance due to dielectric losses
is a well-established method for studying oxide-
semiconductor interface states in MOS capaci-
tors ' and bulk deep levels in crystalline
semiconductors.

It is difficult to determine from a single set of
fixed-bias C-T-co data alone whether the capaci-
tance increases above turn-on are due to bulk or in-

terface states. However, one can use the front-
versus-rear asymmetry as a clue that interface
states may be responsible, since the front and back
interfaces are usually quite different. In addition
one can use the theory of Ref. 35 to calculate the
C T-co response correspo-nding to the bulk g (E)
determined from TSCAP and DLTS experiments.

Any significant deviations from the calculated bulk
C-T-co curves are then most likely due to interface
states. This follows since one can show in general
that steady-state C-T-e measurements have a max-
imum sensitivity to the emission of trapped charge
at the interface while capacitance transient mea-

surements (TSCAP or DLTS) have zero sensitivity
at the interface and very low sensitivity to the bulk
near the interface. ' Thus, comparisons of
steady-state and transient capacitance data is a way
to distinguish between bulk and interface states.
We should note here, that our use of the term "in-
terface states, "while it is consistent with the a-

Si:H literature, is not meant to be restricted only to
the true two-dimensional interface between a-Si:H
and the metal barrier (front junction) or the thin
(10—20 A) oxide on the silicon substrate (rear
junction). In terms of the measurements we are
discussing it is difficult to distinguish between
such true interface states and bulk states that are
located near the interface, i.e., within several hun-
dreds of angstroms. At the risk of some potential
confusion, but in the interests of brevity, we shall
refer throughout this and the next paper to both
situations as simply "interface" states.

IV. CAPACITANCE TRANSIENT
MEASUREMENTS

A. General aspects of junction
transient measurements

The basic physics of transient junction measure-
ments is shown in Fig. 5. Here we show the
potential-energy diagram of the band bending of a
typical n-type Schottky barrier at two bias volt-
ages: zero bias and a reverse bias, Vz, equal to
roughly twice the band gap. The portions of the

gap state distribution which are filled with elec-
trons in equilibrium are roughly indicated by diag-
onal shading in both cases. The difference between
the equilibrium gap state occupations for the two
bias voltages is shown by dotted shading. These
difference states are full in equilibrium at zero bias
but empty under steady-state reverse bias condi-
tions. Thus, immediately after the bias is switched
from zero to V~, the dotted states in Fig. 5 are
metastable and will begin to empty. The emission
of these metastable trapped electrons may be ob-
served directly by measuring either the current
Aow in the external circuit or the change in the
junction capacitance. This is the essential physics
of transient measurements.

Both current and capacitance transient measure-
ments are in principle related to the same basic
physical phenomenon. However, there are subtle
practical differences between these different mea-
surement modes which influence their relative
signal-to-noise ratios and sensitivites to extraneous
effects. Current measurements, for example, are
subject to leakage cur'rent, thermoelectric currents,
and secondary photocurrent. A distinct advantage
of capacitance measurements is that the sign of hC
depends on the sign of the trapped charge whereas
current transients are all one sign.

In addition, there is an important difference be-
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FIG. 5. Potential-energy {band-bending) diagram of
an idealized barrier at both zero bias and an applied re-
verse bias of V&. Regions of gap states which arc filled
under steady-state conditions are indicated for both
biases by diagonal shading. The energy and spatial re-

gion where initially filled gap states are metastable im-

mediately after the bias is switched from zero to V& is
shown by dotted shading. The spatially varying sensi-

tivity of capacitance changes to the emission of a meta-
stable trapped unit charge is shown in thc upper part of
the figure.

tween capacitance and current transients in their
relative sensitivity to interface states. %e show at
the top of Fig. 5 the relative variation in spatial
sensitivity for caparitance transients. The sensi-
tivity at position x is defined as the capacitance
change hc which would be induced by a unit
charge at x being removed from the depletion re-
gion. The displayed linear spatial variation follows
from the requirement that the dipole moment of
the total junction space charge must remain con-
stant for a constant applied bias. This means, in
particular, that charges removed at the thin
(10—20 A) surface-oxide interface of a Schottky
barrier (x —=0) will produce a vanishingly small
capacitance transient since such charges have
essentially zero dipole moment with respect to the
metal contact.

The relative spatial sensitivity of a current
transient, on the other hand, is maximum at the

surface (x=0) and falls linearly to zero at
x = W( Va ). This is because only those emitted

charges which are not part of the displacement
current will be measured in the external circuit. It
follows that this surface-weighted sensitivity pro-
file for current transients is also appropriate to
steady-state capacitance measurements since a
capacitance meter is actually a phase-sensitive ac
current measuring instrument. Thus features in
steady-state capacitance, TSC, current transient, or
current DLTS which do not appear in analogous
TSCAP, AC transient, or capacitance DLTS are
most likely due to states at the surface.

The interpretation of a capacitance or current
transient depends not only on spatial variations but
also on the initial and final occupation statistics of
g (E) in the depletion layer space charge. One type
of initial condition has already been mentioned in
connection with Fig. 5, namely, filling all states
with electrons up to the zero-bias Fermi level.
This initial condition can be modified somewhat to
give information on the spatial variation of trap
density by using an intermediate value of bias
(0& V( Va) during the trap-filling phase. How-
ever, using a reduction in bias voltage to fill gap
states can only produce transients corresponding to
majority-carrier traps. For ri-type material this
corresponds to el&+tron emission from states in the
upper half of the gap. In order to create a meta-
stable initial condition for minority-carrier traps
(hole traps in n-type material), one must either in-
troduce mobile minority carriers to be captured or
else directly excite the gap states by subgap light.
In this paper we use 6000-A laser excitation to
create e-h pairs and thus to perturb the gap state
occupation by carrier capture.

Since one measures the distribution of occupied
metastable states in a junction transient experi-
ment, the ultimate interpretation of the results in
terms of g (F.) requires that one know the meta-
stable occupation statistics of the initial state.
This is often difficult to determine a pnori for
laser pulse exritation, but as we will discuss later,
the data indicate that the laser-induced occupation
is reasonably uniform in energy. The situation is
easier for voltage pulse excitation since one knows
the equilibrium occupation statistics at zero bias.
As shown in Fig. 5, the zero-bias Fermi level is
Aat throughout the depletion layer and controlled
by its values at the interface and in the bulk.
The final-state-occupation statistics can also be
analyzed in a straightforward manner. In this
case, however, one must know the spatial depen-
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dence of the quasi-Fermi level under reverse bias.
The electron quasi-Fermi level for V= Vz in Fig. 5
is shown as the solid line at approximately midgap
in the spatial regions marked I, II, and III. In re-

gions IV and V the true bulk Fermi level controls
the electron occupation. In Ref. 35 we show that
the electron quasi-Fermi level Eg is given for re-
gions II and III of a reverse-biased diffusion-
limited Schottky barrier by

E —E'= — - + ln'=2 2";
for the limit of negligible reverse saturation ("leak-
age") current or for 4~ y Eg/2 and

E, EF(x)=—4s kT In[P—S'0/g'(x)],

for the limit of large reverse saturation current if
4s & Es/2. In these expressions, EF' is the electron
quasi-Fermi-level, Eg is the band gap, v„and v&

are the electron and hole emission rate prefactors
for states near midgap, 4~ is the Schottky-barrier
height, p is the transmission coefficient (0&p & 1)
of the thin oxide layer between the Schottky-
barrier metal and the semiconductor, 8'o is the
electric field at the Schottky-barrier interface
(x=0), and 5'(x) is the electric field at point x
within the depletion layer. Thus we see from Eqs.
(8) and (9) that the deepest states which may be
seen by an electron emission transient are near

midgap in the nonleaky or large barrier case and
near a depth equal to the barrier height in the case
of a leaky barrier with 4s &Es/2. The quantita-
tive criterion which controls the choice of limits is
discussed in detail in Ref. 35. The barrier heights
for undoped and lightly PH3-doped a-Si:H are be-

tween 0.8 and 1.1 eV, ' thus either limit would

predict EI; at roughly midgap as shown in Fig. 5.
The general considerations of this subsection ap-

ply equally to the many forms of capacitance or
current transient experiments. In Secs. IV 8 and
IV C we will discuss in more detail the two forms
which we have found most useful in our studies,
namely TSCAP and capacitance DLTS.

B. Thermally stimulated capacitance

The techniques of thermally stimulated capaci-
tance (TSCAP) and thermally stimulated current
(TSC) are the simplest methods for surveying the
distribution of gap states in semiconductors and
have been widely used over the past 15 years in
crystals. ' The TSC method has recently been
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FIG. 6. Typical set of the thermally stimulated capa-
citance (TSCAP) temperature scans for three different
initial conditions as described in the text.

applied to a-Si:H. ' %e have used both TSC
and TSCAP in our studies of a-Si:H and have
developed a definite preference for TSCAP over
TSC. One of the major difficulties which we have
encountered with TSC is common to most current
measurements and was mentioned earlier, namely,
thc sensitivity to cxtfancous currents, thermal
emission from interface states, leakage currents,
thermoelectric currents, and secondary photo-
currents. As discussed eariler, capacitance tran-
sient measurements such as TSCAP or capacitance
DLTS are not strongly affected by these phenome-
na and hence are much more straightforward to in-

terpret.
The TSCAP technique is essentially the observa-

tion of a slow capacitance transient during a tem-

perature scan. As with an isothermal transient, the

gap states in the depletion layer are first prepared
with some initial metastable occupation which is
then "frozen in" at the lowest temperature of the
scan. As shown in Fig. 6, the capacitance is
recorded as a function of temperature during the
warm-up scan in the same manner as the C-T data
of Sec. III. The signal corresponding to the meta-
stable initial state slowly changes with increased
temperature due to thermal emission of trapped
charge until it coincides with the steady-state C-T
curve (labeled "baseline" in Fig. 6). The typical
TSCAP experiment in Fig. 6 shows three C-T
curves recorded at the same bias (—2 V) for the
two different metastable initial conditions as well

as the steady-state baseline curve for this bias. The
C-T curve labeled "zero bias fill" corresponds to
the initial condition of Fig. 5, namely, all gap
states are filled with electrons up to the zero-bias
Fermi level. The curve labeled "laser fill" corre-
sponds to the initial condition of saturation with

0
6000-A laser illumination at low temperature
(& 100 K).
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The negative difference hC, between the zero-
bias-fill and baseline C-T curves just above the
dielectric response turn-on temperature is related to
the integral of g (E) between about midgap and
some energy in the upper half of the gap which de-

pends logarithmically on the thermal scan rate and
linearly on the turn-on temperature. For the case
of Fig. 6 the upper energy limit of this integral is
about E,—0.55 eV. For the caes of the laser-fill
C-T curve in Fig. 6, the positive difference b,C, +s
is related to the integral of trapped holes between
about Eq+ 0.55 eV and midgap minus the same
trapped electron integral as in hC, . We relate
these metastable capacitance differences to the

g (E) integrals by numerical solutions of Poisson's
equation and our analysis of the diode admittance
as discussed in Ref. 35. The specific relations for
our typical experimental conditions are discussed
in Sec. VIC.

One could in principle obtain g (E) from the
derivatives of the differences between the meta-
stable C-T curves and the baseline. For an ideal
system this is formally the same as obtaining g (E)
from the DLTS data of the next section, although
the range of energies covered is small with
TSCAP. However, for a number of practical ex-
perimental reasons we believe that the DLTS spec-
tra are more reliable for the qualitative shape of
g (E) while in most cases TSCAP is most reliable
in setting the overall quantitative scale of g (E).

The different and complementary aspects of
TSCAP versus DLTS should be more clear after
we have discussed DLTS. For now let us note that
a major difference is that TSCAP is a single-shot
transient experiment whereas DLTS is based on re-
petitive transients. Thus, an advantage of TSCAP
is that it is possible to spend sufficient time to
carefully prepare the initial occupation conditions.
This makes it easier to prove that the metastable
effects are fully saturated, and hence accurately re-
fiect the true magnitude of g (E). For example, the
zero-bias-fill sequence can be initiated at room
temperature or above and held there for hours if
necessary before the cool down to guarantee the
achievement of thermal equilibrium at zero bias
before the switch to the reverse bias scan voltage.
The initial conditions for DLTS must by necessity
be repetitively set on a much shorter timescale, and
thus are more subject to incomplete saturation, al-
though even in the DLTS case we have experimen-
tally demonstrated saturation in all samples studied
in detail. On the other hand, the changes in the
metastable occupation conditions must accurately

reflect only thermal-emission processes if the data
are to be interpreted as g (E), i.e., the energy scale
must be related to the dynamics of thermal emis-
sion. This condition is much more difficult to ful-
fill for TSCAP than for DLTS because there is a
greater likelihood that extraneous effects such as
capture of leakage current or deep-state-hopping
conduction could affect the high-temperature por-
tions of the very slow (-10 min) TSCAP meta-
stable C-T scan as opposed to the relatively fast
DLTS transient (20—300 msec). We can show,
however, by observing low-temperature isothermal
transients that the magnitude of the metastable

trapped charge corresponding to hC, and b,C, +~
has most likely not been altered by such extraneous
effects. Therefore, we can trust the integrals of
g (E) obtained from the low-temperature TSCAP
results, but are concerned that the metastable capa-
citance differences remaining by the time the scan
has reached higher temperatures may have been

prematurely altered by slow efflux:ts other than the
thermal emission of trapped carries to the bulk
conduction path. Indeed, such differences between
TSCAP and DLTS offer the future possibility of
studying alternate conduction paths and bulk leak-
age effects.

C. Deep-level transient spectroscopy:
Review of the discrete level case

The DLTS form of capacitance transient spec-
troscopy has been widely used since its introduc-
tion in 1974 to study deep levels in crystalline
semiconductors. The basic concepts and details of
implementation and analysis for the case of
discrete defect states in the bulk of crystalline
semiconductors have been adequately discussed in
the original reference ' and subsequent reviews.
However, for the sake of the reader who may be
unfamiliar with the technique, we will outline the
main concepts here as mell.

The main idea of DLTS is essentially the syn-
chronous detection of repetitive, thermally activat-
ed transients of a given time constant. It can be
shown that under such conditions the DLTS al-
gorithm constitutes essentially a spectrum analyzer
of the impulse response of the trap system, i.e., the
ideal DLTS spectrum is directly related to the La-
place transform of the transient time dependence.
This is the definition of the thermal emission den-
sity of states for the case of energy-independent
matrix elements between the free and bound states.
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(10)

The inverse of this time is called the DLTS "rate
window. " It is obvious, of course, that in practice
the boxcar gates at ti and t2 must have finite
widths. In fact, for optimum signal-to-noise ratio
the gate widths should be as large as possible.
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FIG. 7. Basic principle of the DLTS transient-

analysis technique as illustrated for emission from a

discrete trap level.

The DLTS algorithm can be illustrated and ex-

plained most simply for the case of a discrete trap
level where a double boxcar (dual-gated integrator}
is used as the DLTS signal processor. This is
shown schematically in Fig. 7 with the two gate
times denoted as t& and tz. The DLTS signal is
defined in this case as the difference between the
transient amplitude at time t j minus the amplitude
at time t2. For the case of a capacitance transient
this difference is denoted C(ti ) —C(t2). As a
function of temperature the C(ti ) —C(t2) differ-
ence signal for a discrete level with a well-defined

activation energy goes through a maximum at the
temperature where the transient time constant is on
the order of the gate spacing. For this very simple
case, we show in a straightforward manner that the
time constant ~,„corresponding to the maximum
DLTS signal is

In this case the simple derivation of Eq. (10}is no
longer valid. It has been shown, " however, that
even in the wide-gate limit the expression in Eq.
(10) is still reasonably close to the true solution
provided t j and t2 are taken as the midpoints of
the gates

A DLTS spectrum is defined as the C(t2)
—C(ti ) difference signal plotted as a function of
temperature. For the case of several sharp levels
this specturm consists of well-defined peaks of
width hT, where hT for each peak is about 10%%uo

of the temperature of that peak. The energy scale
of such a spectrum is related to the thermal activa-
tion energy of the detrapping process. The elec-
tron thermal-emission rate e„ for a particular trap
level of depth E is given by

e„=voexp( —E/kT),

where vo may be interpreted as an attempt-to-
escape frequency with the Boltzmann factor being
the escape probability. In the small signal limit,
the time constant of the exponential capacitance
transient due to this trap is the inverse of the ther-
mal emission rate given in Eq. (11). Thus an Ar-
rhenius plot of logs, „versus the inverse tempera-
ture of the DLTS peaks for several spectra record-
ed with different rate windows (i.e., different ti
and t2) may be analyzed to give both vo and E for
each trap level.

For most deep levels in crystalline semiconduc-
tors the exponential prefactor in Eq. (11) is in the
range 10"& vo& 10' s '. As is often pointed out,
the largest values in this range are roughly of the
order of acoustic-phonon frequencies. However, in
a more realistic treatment of the thermal emission

process, the vo factor is actually related to the
product of the matrix element for the bound-to-
free transition and the effective density of final
states N, within approximately kT of the bottom
of the conduction band. A well-known expression
derived from detailed balance arguments relates vo

to these more fundamental parameters, namely,

where O.„ is the electron-capture cross section of
the defect, (U„&=(3kT/m)'~ is the average ther-
mal velocity of conduction electrons, m is the
conduction-electron effective mass, and N, is the
weighted integral of the conduction-band density
of states times a Boltzmann factor (this is usually
called the effective density of states ). Since the
terms in vo may themselves be temperature depen-

dent, one must exercise caution in interpreting ex-
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perimental values of E and vo derived from an Ar-
rhenius plot. For this paper we have adopted the
usual convention of taking account of the T-
temperature dependence of (u„)N, by subtracting
2kT from the measured value of E, where T is
the average temperature of the Arrhenius plot for
each peak in the spectrum. The temperature
dependence of a„ is a more serious problem and,
without an independent measurement of the carrier
capture process, cannot be unambiguously deter-
mined. Unless this temperature dependence is ex-
plicitly taken into account it will automatically be
included in the measured activation energy E. In
this case the measured activation energy is the sum
of both the potential barrier to capture and the
equilibrium depth of the bound state, i.e., E is the
energy difference between the ground state of the
defect and the highest energy it must achieve to be-
come free even if this maximum energy is greater
than the final conduction path.

The concentrations of the various deep levels in
the discrete defect case are in nearly all cases
directly related to the respective magnitudes of the
peaks in the DLTS spectrum. This is to be con-
trasted with optical emission or absorption spectra
where quantitative relationships depend in detail
on the magnitudes of various matrix elements
which are nearly always vastly different for dif-
ferent defects. In the small-signal (hC/C « 1),
large bias ( Vii » Es/q) limit, the relationship be-
tween the magnitude of the capacitance transient
hC associated with a trap of concentration N~ is
simply

where C is the overall capacitance of the depletion
layer and X, is the net shallow-level concentration
which determines the shape and size of the de-
pletion layer. It is immediately clear from the
TSCAP data of Fig. 6 that we are not in the
b,C/C « 1 limit for a-Si:H. Nevertheless, our de-
tailed analysis in Ref. 35 shows that Eq. (13) is
still useful in giving order-of-magnitude estimates
of deep- versus shallow-level concentrations in our
a-Si:H samples.

V. DLTS RESULTS FOR cr-Si:H

The general concepts of DLTS were derived for
the case of sharp levels, as discussed in the last
section. However, even in the case of crystalline

E =kT In(vpr ), (14)

where ~ is the DLTS rate window given by Eq.
(10). If there is at least one distinct feature in the
spectrum, the values of E and vo may be indepen-
dently determined for that feature by the usual Ar-
rhenius plot. The extension of that vo to the entire
spectrum via Eq. (14) is not a priori justified.
However, as we will discuss„ it is possible to test
the validity of a fixed vo by making carrier-capture
measurements.

The original extension of DLTS to the case of
a-Si:H was done according to these simple con-
cepts. We found, however, that a detailed
analysis of the data proved to much more difficult
than in the case of crystals. The difficulties arose
because of three major factors which did not affect
most previous work with small concentrations of
discrete defects in crystals. Namely, (1) the admit-
tance of a-Si:H diodes was not well understood, (2)
the deep-level concentration in a-Si:H is typically
so large that is has a non-negligible effect on the
shape of the band bending in the depletion region,
i.e., we are not in the small signal (b,C/C « 1)
limit, and (3) the DLTS spectra are broad with few
well-defined distinguishable features. The theoreti-
cal work in the adjoining paper deals with these
problems in a way which now makes us as confi-

semiconductors there exist cases where the DLTS
spectra are broad and relatively featureless as in a-
Si:H. Two good examples are the broad defect
bands introduced by ion implantation or by plas-
tic deformation. ' A distribution of noninteracting
defects with different energies will give rise to a
spectrum of thermal emission rates. In the small
signal case the transient response of the junction is
the sum of a series of decaying exponentials with
the rate constants determined by Eq. (11). The
DLTS spectrum is thus simply an unresolved su-
perposition of sharp DLTS lines with a weighting
function which is proportional to the trap concen-
tration distribution over the various possible ener-
gies, i.e., the density-of-state function g(E). In
other words, the DLTS spectrum is proportional in
the small signal limit to g(E) convoluted with the
sharp DLTS line shape. Since hT ~ T' for each
line, this convolution is essentially the product of
g (E) times the temperature.

The activation energy of each component of a
broad, unresolved DLTS signal cannot be measured
directly by a set of Arrhenius plots as in the case
of resolved lines. Thus, the energy scale can only
be determined from the inverse of Eq. (11), namely
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FIG. 8. Typical experimental timing sequence for the

repetitive transients which are converted into DLTS
spectra by the principle illustrated in Fig. 7. Unless

noted, all DLTS spectra in this paper are recorded using

thc times shown in this figurc, i.e., a 10-s rate win-

dow.

dent of our analysis of a-Si:H as we have been of
sharp levels in crystals. Our analysis is rather
complex and necessitates numerical calculations to
obtain g(E) from the DLTS spectra. Nevertheless,
as we shall discuss in Sec. VI, the DLTS spectrum
is extremely sensitive to changes in g (E) and hence
constitutes a powerful method for studying g(E).

The two types of DLTS spectra which we rou-
tinely measure correspond to the two types of me-

tastable initial conditions used for the TSCAP
scans in Fig. 6, namely, (1) filling the electron trap
states in the upper half of the gap by momentarily
lowering the reverse bias (voltage pulse filling), or
(2) saturating both electron and hole traps with
6000-A laser excitation (laser pulse filling). Two
cycles of the DLTS experimental sequences are
shown in Fig. 8 for a DLTS rate window of 10 s

(r~ =100 ms). A typical set of laser pulse and

voltage pulse DLTS spectra which correspond to
the respective sequences in Fig. 8 are shown in Fig.
9. The dashed line at 200 K is the 10-kHz dielec-
tric response turn-on temperature for this sample.
For temperatures below this point the spectra are
not readily interpreted in terms of a density of
states.

The DLTS spectrometer which was used is simi-

lar to ones which are commonly used for discrete
levels in crystals. '" The major difference for the
application to a-Si:H is the introduction of a low-
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FIG. 9. DLTS hole- and electron-emission spectra
for sample 4(139) doped with 60-vppm PH3. (10-s
rate window, 5-V reverse bias on rear junction. )

frequency (1 —100-kHz) capacitance meter (lock-in
amplifier) in place of the 1 —20-MHz capacitance
meter typical of most DLTS systems. A low mea-

surement frequency is necessary to make the
dielectric response turn-on temperature low enough
to observe g (E) over an appreciable fraction of the

gap. Unfortunately, the signal-to-noise (S/N) ratio
is proportional to the frequency. Therefore, the

typical value of 10 kHz was chosen as the best
compromise between a wide DLTS spectrum and

good S/N ratio. The choice of the DLTS rate
window is a result of a similar trade-off between
maximum spectral range (which favors a fast rate
window) and the requirement that for reproducibil-
ity of the measurements the maximum temperature
of the DLTS scan must be less than 100'C (which
favors a slow rate window). The typical value of

=100 ms was chosen as the best compromise.
%e will discuss the detailed analysis of DLTS

spectra in Sec. VI. However, even the raw DLTS
data in Fig. 9 may be roughly interpreted in terms
of the gross features of g(E) as follows. The nega-
tive voltage-pulse signal is due to electron emission
and is roughly proportional to g (E) measured
down from the conduction-band edge to midgap
with the energy scale proportional to the tempera-
ture scale according to Eq. (14). Thus the small
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signal between 200 and 250 K reflects a corre-
sponding minimum in g(E) in the upper half of
the gap. The apparent peak in the electron signal
is due to the midgap cutoff imposed by the elec-
tron quasi-Fermi level. The positive laser-pulse
spectrum is the net hole minus electron-emission
signal. Therefore, the baseline for the hole states
alone is not zero but is actually the voltage pulse
signal. lf this baseline is used instead of the true
zero, then the laser-pulse signal may be roughly in-

terpreted as g (E) measured up from the valence-
band edge to midgap with the same energy scale as
for the electron-trap signal. Thus the shape of the
laser pulse signal in Fig. 9 indicates a broad tail of
hole states extending from the valence band to
midgap.

As we mentioned earlier, a major question about
DLTS as opposed to TSCAP is whether or not the
saturated initial conditions have actually been
achieved for each transient. The operational test
for answering this question is to vary the length or
intensity of the laser or voltage pulse until the
DLTS signal no longer increases. The saturation
of the voltage pulse signal is shown in Fig. 10 for
a typical sample. This shows five successive
DLTS scans with a different voltage pulse length

~z for each scan. The times shown in the figure (1
iMs to 10 ms) correspond to the duration of the
respective zero-bias pulse before each transient.

Figure 10 can also be interpreted to directly give
the capture rates for the trap-filling phase of the

SAMPLE 4
(!59)
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FIG. 10. Set of five DI.TS electron-emission spectra
for sample 4(139) corresonding to different durations of
the bias voltage pulse used to fill the gap states with
electrons. (10-s ' rate window, 5-V reverse bias on rear
junction. )

experiment. Note that for most of the spectrum
the characteristic time of electron capture is of the
order of 100 ps. The states are completely filled
by a 10-ms pulse, and thus the DLTS data can be
interpreted as g(E) for this pulse length. We can
show the achievement of complete filling by two
independent means. First, the apparent saturation
at 10 ms is further supported by the fact that the
signal produced by the 100-ms pulse is essentially
identical to the 10-ms spectrum shown. By de-
tailed balance we know that the thermal filling
time constant for a given trap below the Fermi lev-
el in neutral material cannot be longer than the
thermal emission time. Since the emission time
constant (DLTS rate window) in Fig. 10 is 100 ms
for al/ parts of the spectrum, we expect that a
100-ms zero-bias-filling pulse should be sufficient
to fill the states, as is observed. A second way to
verify that the DLTS initial condition corresponds
to complete saturation is to compare the integral of
the DLTS signal with the TSCAP signal (b,C, ) in
Fig. 6. Recall that for the TSCAP case the zero-
bias-filling time may be made arbitrarily long
(several hours, if necessary) so that there is abso-
lutely no doubt that thermal equilibrium, and
hence complete filling of states up to the zero-bias
Fermi levd, has beeen achieved. We find that the
DLTS integral is iri fact somewhat larger than the
Ac, seen by TSCAP. This discrepancy is general-
ly less than a factor of 2 and can often be ex-
plained by the high-temperature area-spreading ef-
fect discussed in Sec. III.

The saturation of the laser-induced DLTS spec-
trum is shown for a typical sample in Fig. 11. The
tendency for the DLTS signal to saturate with a
single pulse as the laser intensity is increased may
be compared with the complementary saturation
experiment possible with TSCAP. Namely, the sa-
turation of hC, +p, in Fig. 6 as a function of the
number of laser pulses of the same intensity. The
TSCAP results typically correspond to of the order
of 100 laser pulses. As with voltage pulses, the
DLTS-TSCAP agreement is within a factor of 2
and indicates no measurable nonlinearities.

The flash-lamp-pumped dye laser used in our ex-
0

periments produced 6000-A pulses of approximate-
ly 1 ps duration with a typical repetition rate of 15
Hz for setting the TSCAP initial conditon and a
sequence of triggered single pulses as shown in Fig.
8 for the DLTS spectra. The arbitrary intensity
scale of 100 in Fig. 11 corresponds to approximate-
ly 5 X 10' photons/cm for each pulse, or 5X 10
photons/cm s during the pulse. For a typical a-
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FIG. 11. Set of three DLTS hole-emission spectra for
sample 3 (138) corresponding to different intensities of
the laser pulse used to fill the gap states with holes and

electrons. (10-s ' rate window, 5-V reverse bias on rear
junction. )

Si:H absorption coefficient of a-10 cm ' at
6000 A, this photon density would correspond to
a total number of e-h pairs of 5&&10 cm per
pulse. The actual number of e-h pairs is 1 —2
orders of magnitude less than this due to the
1 —10% transmission of the thin Schottky-barrier
metal film on the surface. The instantaneous elec-
tron and hole concentrations depend on the respec-
tive carrier lifetimes.

The spatial variation of the deep levels giving
rise to the DLTS signal may be measured directly

by using voltage pulses of various amplitudes.
Typical data of this sort are shown in Figs. 12 and
13. Because of the discrepancies among the vari-
ous g (,E) models in the literature and the fact that
interface effects have not been properly separated
from bulk effects in many cases, it is crucially im-

portant to show directly that our DLTS spectra re-
late to the true bulk g(E). As discussed earlier, we
know that capacitance transient measurements are
considerably less sensitive to interface states than
are current transients or steady-state admittance
measurements. However, the data in Figs. 12 and
13 allow us to demonstrate directly that our DLTS
spectra are associated primarily with bulk states.

The DLTS spectra in Fig. 12 correspond to five
scans with voltage pulses of 1 to 5 V amplitude,
respectively. An increased amplitude of the pulses
corresponds to a smaller reverse bias during the
electron-capture phase, and hence a large filled
proportion of the —5-V depletion region during
the emission phase. In this notation a 5-V filling
pulse amplitude for a —5-V steady-state bias may

also be referred to as a zero-bias-filling pulse, since
the diode is at zero bias during the pulse.

The amplitude of the maximum DLTS signal is
plotted as a function of the filling-pulse amplitude
in Fig. 13 for two values of the filling-pulse dura-

1 1

tion, corresponding to» and —, of the rate win-

dow time constant r . The longer of the two
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FIG. 13. Magnitude of DLTS electron-emission peak
vs bias-pulse amplitude from data similar to that in Fig.
12. The two sets of data correspond to voltage-pulse

durations of —and —of the DLTS emission time con-
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stant, respectively. Note the good agreement between

theory and experiment for the longer-pulse data.

FIG. 12. Set of five DLTS electron-emission spectra
for sample 4(139) corresponding to different amplitudes
of the 10-ms bias voltage pulse used to fill the gap states
with electrons. The arrows indicate the DLTS peak po-
sitions calculated for pulse amplitudes less than 5-V us-

ing a spatially uniform g (E) fit to the 5-V pulse data.
(10-s rate window, 5-V reverse bias on rear junction. )
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pulse durations corresponds to complete filling of
the states up to the quasi-Fermi-level during each
filling pulse. The solid curve in Fig. 13 is calculat-
ed using the methods of Ref. 35 for the complete
filling case by assuming that the DLTS-determined

g(E) for this sample is spatially uniform in the
bulk. Furthermore, the calculation correctly repro-
duces the small shift in the DLTS peak position
with pulse amplitude shown by the arrows in Fig.
12. The ability of our numerical DLTS simulation

program to accurately reproduce such fine details
of the intermediate-pulse voltage data in Figs. 12
and 13 with no adjustable parameters is noteworthy
when one considers that the g (E) for this sample
was dctcrmlned only by thc satulatcd zclo-blas
pulse DLTS and TSCAP data according to the
method which we will discuss in the next section.
%e consider this sort of agreement to be very
strong confirmation of our method of analysis and
also of the bulk nature of the DLTS spectra. We
therefore assert that the states seen by DLTS cor-
respond to complete saturation of the true bulk
g(E).

Let us now discuss the measurements needed to
characterize the energy scale of the DLTS spectra.
Earlier we pointed out the difficulty in performing
the straightforward sharp-linc Arrhenius plot
analysis for the case of broad DLTS spectra. The
only feature of the a-Si:H DLTS spectra which can
be readily identified is the peak in the electron
emission (voltage pulse) spectrum at about 350 K
fof v~ =100 ms. This peak docs not ncccssarlly
correspond to an isolated peak in g (E) as it might
at first appear. In fact, our analysis shows that the
sharp drop in electron signal above 350 K in Figs.
9, 10, and 12 is due to the quasi-Fermi-level cutoff
in g (E) imposed by the final-state occupation
statistics dlscusscd ln connection with Fig. 5. This
cut-off occurs because states below a point roughly
at midgap [see Eqs. (8) and (9)] are alurays filled
with electrons in steady state for all reverse bias
voltages, and thus can never give rise to a meta-
stable emission transient with only voltage pulse
filling.

However, since the quasi-Fermi-level cutoff cor-
responds to a well-defined energy which depends
only weakly on temperature, we may use this
feature of the DLTS spectrum to obtain an activa-
tion energy. %e measure the shift of the DLTS
spectrum with rate window in the standard manner
and use the positions of this broad electron
"quasi"-peak to construct an Arrhenius plot. Such
a plot is shown in Fig. 14 for a typical sample.

l l I I l l

2.6 2.8 3.0 3.4
1000/T (K )

FIG. 14. DLTS emission time constant ~~ (inverse of
rate window) vs the inverse temperature of the peak in
the electron-emission spectrum at that ~ for a typical
sample. The activation energy of 0.94 eV is the slope of
the raw data without the 2kT correction (see text). The
circles are from DLTS spectra while the triangles are
calculated from directly recorded capacitance transients.

3.2

r, '=cr„(U„)n,

if the free-electron concentration n is given by

(15)

The 0.94-CV slope of the raw data in Fig. 14 must
be corrected for the weak temperature dependence
of the prefactor in Eqs. (11) and (12). According
to standard procedure, ' this corresponds to sub-
tracting 2kT=0.06 eV from the measured slope to
obtain the corrected activation energy for this sam-
ple of E=0.88 eV +10%. The conservative
+10% limits of error reflect both the scatter in the
data as well as the uncertain validity of the 2kT
correction procedure. The best value for the aver-

age corrected activation energy of several samples
is E=0.85 eV +10%. This implies a prefactor
value of vo-10' s ' and sets the energy scale for
our standard 100-ms rate window at E=28kT
(+10%) [see Eqs. (1)—(14)].

The validity of extending this constant value of
vo to all parts of the spectrum can be tested in two
ways. First, we can use the electron-capture data
of Fig. 10 to estimate the variation in the capture
rate over the electron-trap spectrum. The time
constant of electron capture r, is related to the
emission parameters of Eqs. (11) and (12) by the
definition
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n =N, exp[ (E—, E—p)/kQ .

Thus the temperature dependence of ~, involves

both the temperature dependence of o„and n If.

we follow the usual convention and take the ac-
tivation energy of the conductivity to be E, —EF,
then for the sample shown in Fig. 10 we would ex-

pect n to have an activation energy of 0,29 eV. In
fact, this is almost exactly what is observed for the
capture rate. The capture time constant in Fig. 10
varies from 183 ps at 322 K to 46 ps at 368 K;
this corresponds to an activation energy of 0.3 eV.
Other samples with E,—EF in the range of 0.2 CV

show activated ~, behavior close to 0.2 eV. These
results are consistent with the interpretation that
o„ is relatively independent of temperature (from
320 to 370 K) and energy (from E, —0.78 eV to
E, —0.89 eV) with the observed variation in r, be-

ing due to the temperature dependence of n

Unfortunately, the exponential prefactors in the
detailed balance relationships in Eqs. (11), (12) and
(15), (16) are not internally consistent. The ap-
parent capture time of —100 ps is several orders
of magnitude too slow to be consisent with both vo
and a Fermi-level position inferred from the ac-
tivation energy of the conductivity. The origin of
this discrepancy is not clear. There are two points
which should be noted, however. First, detailed
balance is usually accepted for the crystalline
case '" ' but it is by no means obvious for a-Si:H
that detailed balance between capture and emission
applies when emission occurs in an electric field of
-10 V/cm and capture is measured at zero field.
Thus, for example, different conduction paths
might be dominant in these two electric-field lim-
its. Second, bulk transport limitations are not like-

ly to be responsible for the slow trap-filling rate
since a drift mobility of 10 cm /Vs at 350 K
would be we required to explain a 100-ps time con-
stant for the flow of electrons from the reverse
biased configuration to the narrower depletion-
region characteristic of zero bias. Furthermore, an
extrapolation of the RC time constant associated
with the 10-kHz turn-on temperature for the sam-

ple in Fig. 10 implies RC & 16 ns at 350 K. It is
entirely possible, however, that the relatively large
current surge (-10A/cm for 1 ns) needed to fill
the traps in a time predicted by detailed balance is
too large for the type of non-ohmic contacts on

oui samples.
A second means of justifying the approximate

energy and temperature independence of vo is to
consider the extent to which our theoretical model
fits the changes in the DLTS spectra with rate
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FIG. 15. DLTS hole- and electron-emission spectra
for two different rate windows for sample 4(139). The
solid lines are calculated from the density of states in

Fig. 23, which is derived solely from the 100-ms. DLTS
data. (10- and 50-s ' rate windows, 5-V reverse bias on
real Junction. )

window. The most straightforward analysis as-
sumes that vo is independent of temperature and
energy, i.e., that the energy scale of g(E) may be
given by Eq. (14). Since vo enters only logarithmi-
cally into thc cncrgy scale, small dcvlRtlons fI'om
this assumption will be relatively unimportant. To
the extent that the variations in vo are large
enough to significantly distort the g(E) obtained
by our fitting procedure, we should expect to see
significant deviations in the fit to the DLTS spec-
tra for different rate windows. A comparison be-
tween the calculated DI.TS spectra and the actual
data for two different rate windows is shown for R

typical sample in Fig. 15. The g(E) for this sam-
ple was obtained by fitting the w =100 ms DLTS
data witll vo ——2X 10 T s ' obtaiiied fioili data
similar to that in Fig. 14. The fact that the DLTS
spectra for r~ =20 ms can also be fitted quite well
with the same vo and no adjustable parameters is
strong cvldcncc that thc vaflatlons ln vo with tl-Rp

depth are small enough to be well within our es-
timated 10% absolute accuracy for the energy scale
of g(E).

Thus we believe that the energy scale obtained
from DLTS measurements is trustworthy within
the +10% limits of error, in spite of the fact that
such energies are more difficult to justify than for
the discrete-level case. Concerns about the absolute
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energy scale are, furthermore, somewhat secondary
to the fact that the velatiue energy positions of cer-
tain specific features of the density of states are
quite reproducible from sample to sample. Thus
the possibility exists to unravel the various com-
ponents of g (E) in spite of the possible small sys-
tematic distortions of the energy scale inherent in
the simple assumption of a constant vo. In the
next section we shall show how variations in g (E)
in different samples can easily be resolved by our
analysis.

VI. DENSITY OF GAP STATES
A. DLTS fitting procedure

As discussed in Sec. V, the general characteris-
tics of g (E}are apparent even from the raw DLTS
data. This was the spirit of the analysis used to
obtain g(E) in our earlier work. However, be-

cause our previous results differed substantially
from the widely accepted gsL(E) obtained by
field-effect measurements, ' it was felt that a more
rigorous analysis was necessary to justify the rela-
tionship between g (E}and the DLTS spectra. The
theoretical groundwork for this analysis is given in
the following paper. In this section we shall dis-
cuss in detail the procedure for obtaining g (E)
from the dynamic response data presented in this
paper.

In the context of our model3 for the dynamic
response of a Schottky barrier with an arbitrary
distribution of gap states, the relationship between
the data and g(E) is unique and rigorous. Thus
the validity of g (E) rests on the validity of the
underlying assumptions of the model and not on
the details of the analysis. These assumptions are
discussed in Ref. 35. The main points relevant to
the case of a-Si:H are the following: (1) the
dynamic response above the dielectric turn-on tem-

perature is considered to be limited by thermal
emission from gap states and not by carrier trans-

port, (2) the electric properties (Es,p, EJ; } of the
material are considered to be laterally uniform on a
scale greater than the Debye screening length

ln (kTe/q n)'——, (3) the exponential prefactor vo

in Eqs. (11), (12), and (14) is taken as a constant
times T, (4) the final-state quasi-Fermi-level in re-

gions I—III of Fig. 5 is taken as Es/2, (5) the ini-
tial state for voltage-pulse filling is considered to
be in equilibrium with the bulk Fermi level during
the filling pulse, and (6) the initial state for laser-
pulse filling is assumed to be uniformly at half-
occupancy for gap states in the range of observable
DLTS energies.

We conservatively class these six conditions as
assumptions since we feel they have not been

rigorously verified. However, most of them seem
to be nearly true on the basis of experiments which
were designed to test their validity. In particular,
we feel that conditions (3)—(5) are close enough to
being true that any slight deviations would be
within our stated limits of error. Condition (6) is
difficult to verify. We know from the data such as
in Fig. 11 that the laser-induced signal is saturated
but we do not know a priori the occupation frac-
tion. Thus for states in the lower half of the gap
which capture electrons much more readily than
they capture holes (i.e., o„»0&), the concentra-
tions would be grossly underestimated by this fit-
ting procedure. Fortunately, however, this situa-
tion is not expected since most deep levels in crys-
tals have the largest capture cross section associat-
ed with carriers in the nearest band so that we
might actually expect o~ && o„ for states below
midgap. In this case condition (6) would overesti-
mate the trap concentration by a factor of 2. Note
that such kinds of ambiguities do not exist for the
voltage-pulse DLTS spectrum [condition (3)].

Assumptions (1) and (2) require more discussion
since some results in the literature might seem to
contradict them. In particular, Viktorovitch and
Moddel argue that the dynamic response of an
a-Si:H Schottky barrier is controlled by carrier
transport and not by capture and emission at states
in the gap. Their studies of the frequency depen-
dence of the barrier admittance of undoped a-Si:H
films were made in the vicinity of the dielectric
turn-on of the film. We would agree in this region
of temperature and measurement frequency that
transport effects limit the response (see Sec. III).
However, our assumption (1}applies to tempera-
tures well above the dielectric turn-on temperature
where the discussion of Viktorovitch and Moddel
does not apply.

We can give a convincing argument for the va-
lidity of condition (1) as follows. For DLTS this
condition is valid if the thermal emission time con-
stant [Eq. (11)] is much longer than the time re-
quired for the emitted charge to be swept out of
the depletion region. Because of the high electric
field in the depletion region (-10 V/cm) the car-
rier sweep-out time is on the order of 1 ns for a
mobility of 1 cm /V s. This is to be compared
with a typical thermal emission time of 20—300
ms for DLTS experiments. Thus the drift mobihty
would have to be less than 10 cm /V s for condi-
tion (1) to be violated in our DLTS measurement.
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Furthermore, thermal emission from a level seen

by DLTS must be the rate-limiting process because
the only empty states available to retrap the emit-

ted carrier as it leaves the depletion region are
shallower than the emitting state. This follows be-
cause the deeper states are still full and because the
reemission time from shallower states depends ex-

ponentially on the depth of the state. If retrapping
mere a serious problem it would manifest itself as a
severe distortion of the DLTS spectrum for partial-

ly filled initial conditions. Such distortions are not
seen (cf. Figs. 10 and 11). Furthermore, to extend
condition {1)to Qdmlrrunc8 m8osur8m8nrs we need

only show that for small reductions in bias, the
time necessary to fill g (E) up to the Fermi level is
less than or equal to the time necessary for these
states to empy when the bias is increased. . The
verification of this behavior is implicit in Figs. 12
and 13. There we calculate the filling-pulse depen-
dence of the DLTS signal assuming condition (1)
to be valid. The resulting excellent fit to the
experimental data clearly provides strong justifica-
tion that carrier transport does not restrict the fill-

ing of gap states on time scales comparable to the
thermal emission times.

Condition (2) is necessary to keep our analysis
from becoming too cumbersome. However, there
is now a large body of evidence from structural
studies ' ' that a-Si:H films are not laterally
uniform but exhibit columnar growth morphology
with hydrogen-rich polysilane material in the inter-
columnar regions. %hether such morphology
will strongly affect the transport properties of a-
Si:H films is an interesting question which has not
been answered at the present time. Indeed, the ex-

tent to which our results may or may not be con-
sistently analyzed with assumption (2) may shed

some light on this problem.
In order to best illustrate the use of the numeri-

cal methods of Ref. 35 in obtaining g(E) from the
D}LTS spectra let us consider the various steps of
the fitting procedure for a typical sample [5 (152)].
The saturated DLTS spectra for sample 5 (152) are
shown in Fig. 16 for voltage-pulse and laser-pulse

filling. Recall that on the basis of the discrete lev-

el case, we expect in the small-signal limit
(b,C ~& C) that the DLTS spectra are directly pro-
portional to the product of g(E) times T. This is

the sort of simple analysis used in Ref. 5 to obtain
an approximate g(E). A detailed analysis shows,
however, that the nonlinearities inherent in the
hC=C case tend to cancel the effect of the linear

increase in DLTS resolution with temperature.

t I

SAMPLE 5
tl52)

JL
100 200

FIG. 16, DLTS hole- and electron-emission spectra
for sample 5{152)doped with 300-ppm PH3. (10-s
rate window, S-V reverse bias on rear junction. )

Therefore, it turns out that the best initial guess
for g{E) is the actual DLTS spectra and not the
spectra divided by temperature as was done in Ref.
5.

The first trial g (E) for sample 5 (152) is shown
in Fig. 17. The shape of g(E) in the upper half of
the gap in Fig. 17 is proportional to the DLTS
electron-emission signal. This electron emission
signal also defines the thermal emission band gap
when the high-temperature cutoff due to E~ is tak-
en as Es/2 [see Eqs. (8) and (9)]. In the lower half
of the gap the first trial g(E) is the sum of twice
the laser-induced DLTS net hole emission signal

p/us t4e electron emission signal as indicated in
Fig. 17. The factor of 2 follows from the assumed
initial half-occupancy of gap states following laser
excitation. The shape of the conduction-band tail
in the vicinity of EF is not given directly by the
DLTS spectra. Rather it is adjusted to give the
correct value for the steady-state capacitance at
temperatures just above the dielectric turn-on (see
Fig. 2). We discuss further how band-tail behavior
may be inferred from our results in Sec. VI C.

The approximate g (E) ln Fig. 17 is used as the
first trial function in the numerical DLTS simula-
tion program discussed in Ref. 3S. The DLTS
spectra calculated from Fig. 17 are shown in Fig.
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FIG. 18. DLTS spectra for sample 5 (152) calculated
from the first g (E) trial function in Fig. 17. The DLTS
data points are taken from the spectra in Fig. 16.

FIG. 17. First g (E) trial function to be used in the
iterative fitting procedure which ultimately gives the
bulk density of states for sample 5 (152). The dashed

lines indicate how the raw (DLTS) data in Fig. 16 are
used to construct the first trial function (solid line).

18. Note that while the agreement is not perfect at
this stage, it is clearly close enough to indicate that
a g (E) with the general shape of Fig. 17 is a good
starting point for the subsequent iterations. We
adjust the shape, magnitude, and band gap of g (E)
until the calculated DLTS spectra agree acceptably
well with the measured DLTS spectra and with the
TSCAP hC, and hC, +I, trap integral results dis-

cussed in Sec. IV B. More specifically, each itera-
tion is performed in the following way. First, the
conduction-band tail is adjusted so that the integral
of conduction-band-tail states between E,—0.5 eV
and E, Ez gives the co—rrect numerically calculat-
ed capacitance for the TSCAP zero-bias-fill curve
(as shown in Fig. 6). This integral is given as X,
in Eq. (19) and is analogous to the net shallow
donor concentration in the crystalline case. &hi.le
this does not uniquely determine the band tail, it
does allow the characteristic energy Eo to bc deter-
mined if one assumes an exponential band tail such
as given in Eq. (25). The second step in each itera-
tion is to adjust the vertical scale factor for the
deep electron states (E, Es&2 &E&E,—0.5—eV) in

g (E) so that the numerical capacitance calculation
gives the correct steady-state or "basehne" capaci-

tance in the TSCAP measurement. The fmal
TSCAP value for the "laser-fill" C-T curve just
above turn-on is fitted by adjusting the scale factor
of the deep hole traps (E„+0.5 &E&E„+Esi~).
These capacitance values depend on both the shal-

low and deep parts of g (E) and, as with all capaci-
tance values, depend on the measurement frequen-

cy, bias voltage, and temperature. Such effects are
included in our numerical analysis and are dis-
cussed at length in the second paper. At this

point in the interation procedure the vcr'tical scale
of g (E) has been adjusted so that the integrals over

g (E) in Eqs. (17)—(19) fit the TSCAP data. As
we have discussed, this is the most reliable way to
determine the concentration scale of g (E) since
complete saturation of the traps is easy to achieve
in the TSCAP measurement.

It is now possible to calculate the DLTS spectra
from the properly scaled g (E) trial function using
the numerical procedure discussed in the following

paper. In that paper we discuss at some length
the general relationship between the DLTS spectra
and the density of gap states for any semiconduc-

tor, whether crystalhne or amorphous. In that dis-

cussion we show that DLTS is a direct measure-
ment of g (E), provided the nonlinearities due to
the dynamic response of the diode are properly
taken into account. These nonlinearities are a
trivial result of Poisson's equation and are most
pronounced for the case where the deep states have

a larger concentration than the shallow states, as in
a-Si:H. Thus the numerical diode response solu-



tion discussed in the second paper, which is impor-
tant in its own right, allows us to remove the dis-
tortions of the DLTS spectra and obtain g (E)
directly. Unfortunately, as we are now demon-

strating, the procedure must be carried out in the
reverse order. Namely, the distortions due to the
diode dynamics are folded into the numerical cal-
culation of the DLTS spectra from a given g (E).
Thus when the properly scaled g(E) trial function
produces numerically calculated DLTS spectra
which agree with the actual DLTS data, we can
consider that g(E) to be the true density of states.
If not, we must make another iteration, i.e., adjust
the shape of g(E), rescale to the TSCAP data, and

calculate another set of DLTS spectra. %e should

emphasize here that the numerical fitting pro-
cedure is not in the nature of a fit to a theory for

g (E) where one should expect detailed justifica-
tions for the changes made in g (E) during the
various iteration steps. Rather, we are actually
iterating the g(E)-DLTS relationship to self
consistency by removing the inherent nonlinearities

and distortions in what is actually a direct mea-

surement of g (E}. Thus the details of how the 6-
nal g(E) is obtained are less important than the
fact that self-consistency can be demonstrated.

The only physical assumptions which affect the va-

lidity of this approach are clearly spelled out at the

beginning of this section.
The final g(E}for sample 5 (152) is shown in

Fig. 19. The corresponding calculated DLTS spec-
tra are shown in Fig. 20. In this figure the calcu-

lated spectra have been normalized to the measured

DLTS spectra at the 370-K electron-emission peak.
As discussed in Sec. IV 8, this is necessary because

the trap concentrations obtained from TSCAP
measurements are considered more reliable than

the DLTS signal magnitude. The measured DLTS
signal for sample 5 (152) is about a factor of 2

larger than the result calculated from the g(E) in

Fig. 19. The DLTS shape, on the other hand, is
w'ell represented by this density of states. Addi-

tional support for the final g (E) may be gained

from a comparison of the measured and calculated

steady-state properties of the barrier. These will be

discussed in Sec. IV B.
In spite of the good fit displayed in Fig. 20 the

detail shown in the shape of g (E) would be

misleading if the fit were insensitive to changes in

g (E). Indeed, the insensitivity to g (E) for an

iterative numerical fitting procedure is a serious

problem in the case of a-Si:H field-effect data. '

As we discuss in Ref. 35, our analysis of the shape
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of normalized C-V data is equally insensitive to
rather substantial changes in the shape of g (E}.
Fortunately, the DLTS spectra are quite sensitive
to the shape of g (E) as is shown convincingly in

Figs. 21 and 22. These figures show two of the
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FIG. 20. DLTS spectra for sample 5 (152) calculated
from the final g (E) in Fig. 19. The DLTS data points
are taken from the spectra in Fig. 16.

1

400

FIG. 19. Final density of states for sample 5 (152).
Note that in all g (E) plots the solid line is the energy

range corresponding to the DLTS spectra, while the
(dashed) conduction-band tail is adjusted to be consistent
with both the DLTS spectra and the steady-state capaci-
tance as explained in the text. For comparison, the first
trial function ln Flg. 17 18 shown as the dash-dot line,
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FIG. 21. Two g (E) curves used in the iterative fit-
ting procedure for sample 5 (152).

last stages of iteration for sample 5 (152). Note
that while the calculated and measured DLTS
spectra in Fig. 22 are clearly different, the two

g (E) curves in Fig. 21 differ only slightly from
each other and from the best fit in Fig. 19. We
also know from our analysis in Ref. 35 of various
arbitrary densities of states that the general shape
of the DLTS spectra in Fig. 16 can only be fitted
by a g (E) of the general shape shown in Figs. 17,

19, and 21. The fitting procedure thus leads to a
unique g (E).

Figure 19 should not, however, be taken as
characteristic of all of our PH3-doped a-Si:H sam-
ples. Indeed, we see variations in g(E) from sam-

ple to sample which are well beyond our estimated
limits of error. This clearly indicates that many of
the gap states are extrinsic in nature and depend in
as yet unknown ways of various impurities and/or
sample preparation conditions.

The extrinsic nature of the gap states is best il-
lustrated by showing g (E) for two other samples
which have significantly different DLTS spectra
from sample 5 (152). The DLTS spectra for sam-

ple 4 (139) were used extensively to illustrate the
discussion of our DLTS measurements in Sec. V
(cf. Figs. 9, 10, 12, and 15). The best-fit g(E) for
sample 4(139) is shown in Fig. 23. The calculated
DLTS spectra for this g (E) are compared with the
data for two rate windows in Fig. 15. As a second
example we show the density of states and DLTS
spectra for sample 3 (138) in Figs. 24 and 25. In
all of these cases the calculated DLTS spectra are
somewhat smaller in magnitude than the measured
spectra and have been normalized to the ~ „
=100-ms electron-emission peak. As we men-
tioned above, this discrepancy, which is typically
of the order of a factor of 2, is due to the fact that
we believe it is more reliable to fix the magnitude
of g (E) by the concentration integrals obtained
from TSCAP measurements. While this may indi-
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FIG. 23. Final density of states for sample 4(139).
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cate that our absolute concentration scale is only
accurate to within a factor of 2, the relatiue scale
from sample to sample ls consldcrably morc accu-
rate. Therefore the differences in the three g(E)
curves in Figs. 19, 23, and 24 are significant and
refiect real changes in the state density in these
three samples. Some of the changes in g(E) may
be related to PH3 doping and will be discussed in
Sec. VI C.

B. Prediction of steady-state properties

Obtaining g (E) by fitting the DLTS spectra is
the most sensitive means for determining the densi-
ty of states. However, this procedure has the
drawbacks that it requires doped films and rather
complex DLTS instrumentation. For this reason it
is desirable to examine some of the more simply
measured parameters. By our methods of
analysis we may calculate either the capacitance
or current DLTS spectra as well as the tempera-
ture, frequency, and bias dependence of the diode
admittance from a given g (E). While it is possible
in principle to obtain g (E) from EF to EF from
steady-state admittance measurements alone, as we
discuss for undoped films, we will discuss such
data primarily as a check on our DLTS fitting
procedure for the doped samples. This provides us
with added confidence in our results and also
makes it possible for others to compare their doped
samples with ours by simple C-T measurements.

In Pigs. 26 and 27 we show the 10-kHz C-T
curves as well as the room-temperature 100-kHz
C- V data for sample 5 (152). The theoretical
curves in these figures are calculated from the

g (E) in Fig. 19 with no adjustable parameters. We
know that the steady-state capacitance is very sen-
sitive to interface states; therefore, we do not ex-
pect perfect agreement with the data from a calcu-
lation based on the bulk g (E}. In general, howev-

er, the overall agreement is surprisingly good. The
lower turn-on temperature of the calculated capaci-
tance is simply due to the neglect of transport ef-
fects in the theory. One should only compare
theory and experiment above turn-on in the regime
where capture and emission processes dominate the
dynamic response of the junction. Any discrepan-
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FIG. 25. DLTS spectra for sample 3 (138) calculated

from the final g (E) in Fig. 24.

FIG. 26. Steady-state 10-kHz capacitance for the
front and rear junctions of sample 5 (152) (solid lines).
The dashed line is calculated for the same experimental
conditions using the bulk density of states in Fig. 19
with no adjustable parameters.
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FIG. 27. Steady-state 100-kHz capacitance vs bias
voltage at 300 K for the rear junction of sample 5 (152).
The curved labeled DLTS g (E) has beeen calculated for
the same experimental conditions using the bulk density
of states in Fig. 19 with no adjustable parameters. The
curves labeled gsL(E) has been calculated for the same
junction area, temperature, frequency, and Fermi level

using the Spear-LeComber field-effect density of states
as shown in Fig. 24(a) of Ref. 35 and in Refs. 1 and 2.

ries between theory and experiment in this regime
generally decrease for large reverse bias voltages.
This is the behavior characteristic of interface
states. In fact, preliminary results on MOS struc-
tures show unmistakable evidence for interface
states superimposed on the behavior associated
with the bulk g(E)

The major discrepancy between our typical shape
of g(E) and most other densities of states reported
in the literature' is the deep minimum in the upper
half of the gap. As we demonstrate in the theory
paper, "this minimum in g (E) corresponds to the
characteristic plateau in the C-T curve above the
dielectric turn-on temperature for conducting films
such as shown in Figs. 2 and 26. Note, however,
that while a plateau in C-T is sufficient to prove
the existence of a minimum in g(E) in the upper
part of the gap, it may be obscured by extraneous
effects. This is evident in Fig. 26 where in spite of
the fact that both sides of the sample show ap-
proximately the same DLTS g (E), only the front
junction gives clear evidence of a mell-defined pla-
teau in the C-T curve. The origin of the extra in-

crease in the rear junction C-T curve in this case is
not clear, but it is most likely related to area-
spreading effects and states near the interface as

1scussed in Sec. III.
The 100-kHz —300-K C- V curve in Fig. 27 fits

very well with that calculated from the DLTS
g(E) for the same temperature and frequency. The
good fit to the shape is not surprising since C-V
curves are especially insensitive to the shape of
g (E}but are related primarily to various integrals
of g (E}. Nevertheless, this check of our results is
very important because transient measurements
such as DLTS may fail to detect gap states if the
density is large enough to allow direct hopping
conduction out of the depletion layer to take place
more rapidly than thermal activation to the band-
tail conduction path. Such hopping states would,
however, still have a significant effect on the C-V
data since the integral of alI gap states between E~
and E~ enters into sloe-voltage-scan C-V measure-
ments regardless of the respective conduction
mechanisms for the states. Thus the C-V measure-
ment provides a convenient sum rule for states be-
tween EF and EF which allows us to verify that
the DLTS g(E) includes all states. Such a sum
rule is important in particular to compare our g (E)
to gsL(E) since it might be argued that the large
peak iii gsi (E) at E, —0.4 eV could escape DLTS
detection by just such a hopping mechanism. It is
clear from Fig. 27 that gsi (E) cannot possibly fit
our data. The only evidence which we see for any
states in the vicinity of E,—0.4 eV are admittance
effects most likely associated with the interface, as
previously d1scussed.

Note that the type of C-Vcurve in Fig. 27 is not
the sort of low-frequency —high-temperature mea-
surement usually associated with the MOS C-V al-
gorithm used for obtaining g(E). ' In that case
the conditions require that deep states at EF must
respond fast enough to follow the measurement
frequency. In the high-frequency C- V curve in
Fig. 27 only the shallow states can follow the mea-
surement frequency so that the capacitance is a
measure of the width of the depletion region. This
width at a given bias, however, depends on the
sum of all deep levels from EI' to Ez as long as
the dc voltage is changed slowly enough so that
the deep-state occupation is at its steady-state value
for each capacitance measurement. Such a mea-
surement regime has the advantage that one may
discriminate against the effects of interface states
provided these states cannot follow the measure-
ment frequency. Such discrimination is not possi-
ble in the low-frequency —high-temperature C- V
measurement regime at low bias voltages. From
Fig. 3 we can see that the condition of 100 kHz at
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FIG. 28. Illustration of a technique for obtaining

g (EF) in undoped films. (a) shows 100-Hz capacitance
vs temperature data for two bias voltages in a typical
high-resistivity undopcd a-Si:H film. (b) shows replot of
the above data in the form C (dc/dT) ' vs T. The
slope of a linc drawn through the data gives the density
of states at the Fermi level as explained in Ref. 35.

500

300 K for sample 5 (152) is relatively free from in-

terface effects, i.e., the C-T curve is still in the pla-
teau regime given by the bulk g(E).

An additional useful role for steady-state mea-
surements is for the study of high-resistivity un-

doped a-Si:H films. For such films, DI.TS and
TSCAP measurements are not particularly useful
since E~ and EF are both close to midgap. In such
a case the C-T curves may be taken as primary
data in order to obtain g(Ez). An example is
shown in Fig 28 for an undoped a-Si H film with

E,—E~ ——0.87 CV. The 100-Hz C-T data in part
(a) of this figure show a dielectric turn-on between
325 and 350 K. The capacitance increase at higher
temperatures is due to increasingly deeper states
being able to follow the measurement frequency.
As discussed in Ref. 35, it is particulary useful to
express such C-T data in the form C2(dC/dT)
vs T as in Fig. 28(b). From the slope of such a
plot me obtained the density of states at the Fermi
level of 1.9&(10' cm eV ' for this sample.

Furthermore, the fact that the C (dC!dT) ' data
are independent of bias voltage verfies that the re-
sulting g (EF ) value is representative of the bulk of
the film. "

C. Effects of PH3 doping
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FIG. 29. Summary of the density-of-states results for
five different a-Si:H films, the properties of which are
given in Table I. The notion "E~ (sample number)" in-

dicates the position of the bulk Fermi level in each film.
The films have slightly different band gaps, and for pur-

poses of comparison the curves are all normalized to the
conduction-band edge E,

It is clear from a comparison of the densities of
states for thc thrcc PH3-doped samples in Figs. 19,
23, and 24 that extrinsic defects or impurities are
playing an important role in determining g (E) for
a particular sample. The role of the PH& doping
itself in determing the deep-state density may be
assessed by comparing these films vnth ones depo-
sited without PH3 doping. In Fig. 29 me show a
composite of the densities of states for the three
PH3 doped films in Figs. 19, 23, and 24, as well as
two undoped films, one of which, sample 6 (228), is
a typical high-resistivity film (see Fig. 28), while

the other, sample 1 (106), was unintentionally

doped with a donor of unknown origin (see Sec.
II). Clearly, the addition of 60—300 ppm of PHi
during growth results in a dramatic increase in the
deep-state density.

Since it is impractical to generate a detailed
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g (E) for each sample, the results for a large num-

ber of films are best presented in terms of the in-

tegrals over g (E) which may be obtained from
TSCAP data. Let us consider three trap concen-
tration integrals, namely,

E„+E /2

Nr(h}= f g(E)dE,
E —0.5 eV

NT(e) = f g (E)dE,
C g

E,—EF
Ns ——f. p5

(17)

(18}

(19)

The relationship of these integrals to measured
parameters such as AC, and hC, +i, from TSCAP
is somewhat complex, but may be directly obtained
by our numerical analysis. For the specific case
of 10-kHz TSCAP at —2-V bias for 2X 10 cm
samples with a g (E) of the same general shape as
those in Fig. 29 we have derived the following em-
pirical relationships which are valid to within
20%%uo,

Ns =(7.7&&10' )Ci,
~'

(20)

3
NT(e) =Ns 3— (21)

Nr(h) =yNs 6+p
(22)

expressed in cm, where

(24)

2 2'
Nr(e) Cp —Ci

(=4.9
Ns+ Nr (e)/3

NT(h) Ci —Cp=5.4
Ns+Nr(e)/2 Cp

The capacitance values (in pF) correspond to
TSCAP values at 180 K where Co is the baseline
curve, Ci ——Co —hC, is the zero-bias-fill curve, and
C2 =Cp + kC +s is the laser-fill curve (see Fig. 6).
Thus we do not need to construct and numerically
integrate a detailed g (E) fit for each sample, but
may obtain the deep-hole-trap concentration
NT(h), the deep-electron-trap concentration Nr(e),
and the shallow-tail-state concentration N& directly
from simpler TSCAP measurements.

The results for a number of samples are present-
ed in Fig. 30. Note the general trend that both
NT(e) and Nr(h) increase approximately linearly
with the shallow-state density and tend to saturate
for Ns & 10' cm . Among the PH5-doped films
the Nq values tend to increase monotonically with
the [PH&/SiH4] concentration ratio. Aside from
the dramatic increase over undoped films, however,
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FIG. 30. Plot of deep gap-state integrals NT(e) and
1'(h) vs the integral over shallow gap states N, as ob-
tained from TSCAP measurements and defined in the
text. (a) is a plot of ET(e) for a number of samples
while (b) is a plot of X~(h) for the same samples. The
samples for which g (E) is given in Fig. 29 are shown as
solid symbols labeled with their respective sample num-
bers. For sample 6(228) TSCAP is not possible. Thus,
the value of NT(e) indicate by the arrow is estimated by
scaling the N&(e) result for sample 3 (106) by the
density-of-states ratio at E,—0.87 eV in Fig. 29.

g (E)=10 'exp( E/Ep), — (25)

in units of cm eV ', where E &0.3 eV, and with

the relationship of NT(e) and NT(h) to the PHi
concentration is not particularly well defined, and

any trend is less than the sample-to-sample varia-
tions in deep-state density. Apparently there is a
large increase in deep states (from less than 10' to
greater than 10' cm in the energy range
E„~0.5 eV to E,—0.5 eV) corresponding to the
introduction of a small amount of phosphorous
(less than 30 ppm [PH5]/[SiH4]) with most addi-
tional phosphorous (up to 2700 ppm [PH&]/[SiH4])
being incorporated into band-tail states outside this
energy range. More work is in progress to relate
the specific changes in g(E) to various impurities
as well as to changes in the growth or annealing
conditions.

Finally, the introduction of the integrals in Eqs.
(17)—(19) allow us to give a more quantitative dis-
cussion of the conduction-band tail. Recall that
we said g (E) was adjusted to give the correct value
of the steady-state capacitance just above turn-on.
More specifically, this means that the integrals
over g (E) [Eqs. (17)—(19)] must satisfy the
TSCAP data [Eqs. (20}—(24}]. In particular, the
conduction-band tail is very sensitive to the experi-
mental values of Ns and Ez in Eq. (19). The den-
sities of states in Fig. 29 give values of Ns and Ez
that are consistent if the conduction-band tail has
the form



values of the characteristic energy parameter Eo
ranging between 25 and 34 meV for different sam-
ples. Note that such a rather steep exponential
band tail is necessary Qot OQly to give a consistcQt
flt to Xz for a given EF but also to match up with
the DLTS data at E, —0.3 eV. In addition, the up-
turn seen at low temperatures in the voltage pulse
DLTS data for sample 3 (138) (see Figs. 24 and 25)
provides rather direct evidence for an exponential
band tail with Eo-25 meV in that sample.

VII. COMPARISON %PITH OTHER RESULTS

There have been many results in the literature in
the past few years on the density of gap states in
a-Si:H. The various techniques werc discussed in
the Introduction. The results may be roughly
grouped into three categories. Namely, (i) those
which give a qualitative shape for g (E) over a
large part of the gap, (ii) those which give a quan-

titative value for g(EF) for only a very narrow

range of energy near Ez, and finally (iii) those
which are quantitative over a wide range of ener-

gies. Our g (E) results are one of the very few in
the last category.

We may briefly summarize the relation-

ship of our g (E) to those in the literature as fol-

lows. In general, al/ quantitative measure-
mcnts2» 9 '8 —~024» 55 6 give state densities at
midgap in the range 10' —10's cm i eV ' for
various samples produced and doped in different

ways. This is precisely the range of values which

we observe in our various samples (see Fig. 29).
These differences in density are clearly extrinsic ef-

fects relating to sample purity and preparation
conditions, just as is the case for deep states in

crystalline semiconductors. The intrinsic-state den-

sity at midgap must therefore be in the range of
10' cm eV ' or less.

On the other hand, the few results ' ' ' '

giving g(E) over a wide range of energies do not

agree well with our general shape of g(E) over the
entire gap. In particular, most published results
for g (E) in the upper half of the gap differ
dramatically from our results. We typically find a
deep minimum (g10' cm eV ') at about 0.4 to
0.5 eV below F., while others ' ' ' ' often find a
peak (& 10"cm 'eV ') in this energy range.

W'ith the exception of ESR spin-density mea-

surements, nearly all of the reliable quantitiative
techniques involve junction space-charge layers
in some way. However, as we have repeatedly
stressed throughout this paper, the various types of

space-charge measurements differ markedly in
their ability to differentiate between bulk and inter-
face effects. Historically, the first approach was to
neglect surface eff~ts in the analysis of field-
effect and C-V(Ref. 18) data. However, there is
now considerable evidence that surface or interface
effects can influence a wide variety of experi-
ments. ' ' In particular, a number of different
quantitative studies ' ' have shown that the in-
terface state density is typically on the order of
10' cm eV '. This corresponds, for example, to
a bulk density of 10" cm eV ' over a depth of
1000 A.

The surface-sensitive tunnel diode admittance
measurements of Salberg also support the idea
that the field-effect density of states gsL(E) is
dominated by surface or interface states. In this
context we should keep in mind that the surface is
not simply the outermost monolayer of atoms, but
rather is an interfacial transition region of more or
less oxidized a-Si:H which may also be affected by
adsorbates. "' The interface states may in fact be
a large concentration of bulk states in a thin
(-1000 A) interfacial layer. ' Balberg used very
thin a-Si:H layers (1100 A) and the classical crys-
tallj. ne MOS surface-state analysts to obtain a dom-
inant peak in g(E) in the vicinity of E,—0.45 eV.
He argued on the basis of the many experiments2

supporting gsL(E) that in spite of the clear surface
sensitivity of his method the 0.45-eV peak in g (E)
should be attributed to the bulk as well as to the
surface. We do not believe that Balberg's results
can be extended to the true bulk properties farther
than 1000 A from the surface. In fact, one can ar-

gue that Balberg's results along with our bulk g(E)
are solid evidence that the 0.4-eV E„peak in

gsL(E) is due primarily to interface states.
While most of the discrepancies between our re-

sults and those obtained by field effect and C-V are
thus most readily explained as being due to inter-
face effects, there are other experiments, apparent-

ly not subject to the interface-state problem, which
also seem to support a density of states rather
similar to gsi (E). One such dass of experiments
is the shift of the Fermi level with doping and

with ion implantation. ' lt has been pointed out'
that the analysis of such doping data rests on two
major assumptions, namely, that the efficiency of
doping is independent of the doping level, and that
the doping procedure itself does not modify g (E).
However, our results imply that these assumptions
are not valid, i.e., we show that g(E) changes con-
siderably with doping (see Sec. VI C). The major



effect of donor dopants on states in the lower half
of the gap can also be inferred from other results
in the literature s6, s9—62 Indeed, given that the
doping results agree with gsL(E) assuming the
motion of Ez through a rigid g (E), one can argue
tllat tllc lttcreaSe of g(E) below 1111dgap, which wc
observe with added phosphorous, proves that the
density of states must be substantially lower than

gsL(E) in the upper half of the gap. In fact, our

g (E) does agree with the motion of E~ with dop-
ing when one takes into account the increases in
deep states shown in Fig. 30.

%hen one measures the temperature dependence
of the Fermi level rather than its shift with added
dopants, the results imply a density of states which
is strikingly similar to our g (E). Beyer et al,
and Vanier et al. have analyzed the statistical
shifts in the Fermi level with temperature in a
variety of doped and undoped a-Si:H samples
grown by glow discharge and come to the con-
clusion that there must be a very pronounced
minimum ill g (E) at OA to 0.5 cV below tllc
conduction-band edge. The same minimum at
E,—OA CV is also inferred from an analysis of the
room-temperature photoconductivity of a large
number of samples. 61 In addition, from infrared
and thermal quenching of the photoconductivity,
Vanier et al. 6 also find strong evidence for three
distinct peaks in g(E) in the lower half of the gap.
The positions of these peaks do not agree with the
three peaks which we see in Fig. 29, but as we dis-
cuss shortly, one should not necessarily expect
good agreement between optical and thermal emis-
sion energies. Therefore, the observation of three
types of defects by both measurements should be
redarded as significant.

Further support for our density of states in the
energy region of 0.3 to 0.5 CV below E, comes
from the results of Crandall on PH3-doped and
undoped films. These room-temperature current
transient measurements give density-of-state infor-
mation only in the range of 0.3 to 0.5 eV below E„
but agree almost exactly with our range of typ-
ical values for g (E) at these energies; namely, he
finds 5&(10' cm eV ' in undoped films and
2 —9X10' cm CV ' in PHI-doped films. He
originally called these values merely lower bounds
on g (E). However, as a result of our theoretical
analysis and our experience with current transients
as well as capacitance transients and steady-state
admittance, we find that these values are most like-
ly accurate to within a factor of about 2 to 4 for
the true bulk g (E). We believe that the apparently

incomplete nonexponential trap saturation for long
filling times which he reported is probably due to
the unavoidable filling of interface states and the
high sensitivity of current transients to the inter-
face (see Sec. IV A). We also see evidence for in-
terface effects in our current-transient DI.TS data,
but the proper analysis of such work is very com-
plex and beyond the scope of this paper.

Support for our g(E) also comes from the recent
drift mobility measurements reported by Tiedje
which imply the existence of an exponential
conduction-band tail in a-Si:H with a characteristic
energy as small as 25 meV [see Eq. (25)]. Vanier
et al. also find a characteristic band-tail energy
of 0.02 CV from their analysis of photoconductivi-
ty. As we discussed in Sce. VI C, a narrow band
tail of this sort is necessary to be consistent with
our overall results. %e find characteristic energies
between 25 and 34 meV for the samples in Fig. 29.

%e next should like to comment on the qualita-
tive densities of states proposed on the basis of op-
tical measurements. ' Both the g (E) models of
Anderson et al. ' and the Street bear a family
resemblance to gsL(E) in that all three are dom-
inated by a rather large density of hole-trap states
in the lower half of the gap and have a distinct but
somewhat smaller electron trap peak in the region
of 0.3 to 0.5 CV below E,. To resolve the apparent
disagreement between thse optical results and our
g (E) one must conclude either that (i) the electron
trap peak in g (E) is not a valid conclusion from
the optical data, or that (ii) we have failed to ob-
serve by admittance and DLTS an important
characteristic feature of g (E). I et us discuss these
two points in more detail.

First, an obvious problem with optical absorp-
tion or photoluminescence measurements in general
is that one cannot a pnori determine from the
spectra alone whether subband-gap features are due
to states near E, or E„. This is to be contrasted
with capacitance DLTS spectra where the hole- or
electron-trap nature of the emission process is ob-
vious from the sign of the signal. Thus, while
both Anderson et ah. ' and Street have gone to
some lengths to locate their electron trap peak with
ancillary experiments, we do not believe that their
assignments are as definitive as could be made
with DLTS. On the other hand, we see no obvious
flaw in their arguments and so must consider the
second alternative; namely, could DLTS miss such
a peak'? This might be possible if the electron trap
peak were an exrited state. %e can see by our
techniques only the density of ground states (or
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long-lived metastable states) of the system. There-
fore, if the initial state responsible for the 0.9-eV
defect luminescence band ' were actually a
short-lived excited state of the defect involved, we
would not see such a state in our g (E). Indeed,
none of the transport or space-charge measure-
ments cited to justify gsL(E) would see such a
state. Therefore, the question of comparing our
g(E) to the gsL(E) lik-e densities of states based on
optical measurements is quite distinct froni the
comparison discussed above for gsi (E) as it relates
to transport and dynamic electrical response.

The optical absorption and spectral dependence
of photoconductivity for PH3-doped samples, on
the other hand, are actually in good agreement
with our form of g(E). ' From the typical
g(E) curves in Fig. 29 we would predict a sub-

band-gap optical absorption shoulder in PH3-doped
films with a threshold of roughly 0.7 to 0.9 eV.
Furthermore, this absorption shoulder should in-

crease with PH3 doping. If we use an optical cross
section typical of most deep levels in crystals
(0 =10 ' cm ), we would predict an absorption
coefficient a=+ Xr of 10 cm ' for a deep level

concentration of N~-10' cm . Considering the
crudeness of the argument it indicates surprisingly
good agreement between our typical values for Nr
in doped films and the shape and magnitude of the
optical absorption in doped films. Indeed, Jackson
and Amer obtain a value of o -10 ' cm from
the relationship between subband-gap absorption
and ESR spin density.

%C wish to point out, however, that detailed

comparisons between optical and transport proper-
ties should be undertaken with some care. In par-
ticular, one should always keep in mind that dif-
ferent types of energy scales are relevant to dif-
ferent types of measurements. There are actually
three different kinds of energy measurements for
deep levels, namely, (1) thermal equilibrium ener-

gies, (2) thermal activation energies, and (3) optical
energies. The thermal equilibrium energy is the

proper quantity to use in a Boltzmann factor or
Fermi function for the distribution of state occupa-
tions in equilibrium. This is the sort of energy
which is obtained from field-effect, steady-state C-

V, or dc transport measurements. The thermal ac-
tivation energy is the proper quantity is use in a
Boltzmann factor governing rate or reaction pro-
cesses. This is the energy relevant to DLTS mea-

surements. The equilibrium and activation ener-

gies for a deep level are rigorously related accord-

ing to detailed balance (microscopic quantum-

mechanical reversibility) by the energy barrier to
capture. This capture barrier is given by the ac-
tivation energy of the capture cross section. The
optical energy of a deep level depends on the de-

gree of lattice relaxation associated with the initial
and final states (Stokes shift). The optical zero-
phonon line for ionization of a deep-level defect is
the same as the thermal equilibrium energy. In
general, however, the measured optical energies
may be quite different from either type of thermal
energy.

An additional point concerning energy scales is
the thermodynamic question of whether one is
measuring the Gibbs free energy 6 or the enthalpy
H, with 6 =H —TS, where S is the entropy.
The proper energy to use in a Boltzmann factor for
either case (1) or (2) is G. However, the energy ac-
tually measured by taking the slope of an Ar-
rhenius plot is H. ' The enthalpy H is often re-
ferred to as the free energy extrapolated to T=0;
this may be verified by a trivial thermodynamic
identity. ' Thus, the value of Ez inferred from
the logarithmic slope of the temperature depen-
dence of the conductivity as well as the Dl TS en-

ergy scale are really entha/pies in the thermo-
dynamic sense. Optical energies are always Qibbs
free energies. The difference between 6 and H de-

pends on temperature and for the case of deep lev-

els in crystals is equal to or less than the tempera-
ture shift of the band gap.

According to tlie cap'tul'e data ill Sec. V (Fig. 10)
wc know that thc captuic bafflci for clcctron states
is rather small ( &0.1 eV), if such a barrier exists at
all. This is less than the overall 10% level of un-

certainty in our absolute energy scale and is there-
fore negligible for our present state of sophistica-
tion. Thus, we may safely compare the DI.TS en-

ergy scale [type (2)] and field-effect energy scale

[type (1)] to within our stated accuracy. On the
other hand, wc have no idea whether lattice-
relaxation effects are large enough to affect the re-

lationship of our g(E) to an optically determined

density of states. It is comforting, however, to
note that our values for Eg (1.9—2.1 eV +10%)
are basically in agreement with those obtained
from optical absorption by the rather empirical
quadratic extraplation technique (1.7—1.9 eV).

Finally, let us compare our thermal emission

parameters with those typical of deep levels in

crystals. Our value of vo-10' s ' is about an or-
der of magnitude larger than the typical vo mea-

sured for most deep levels in crystalline silicon or
III-V compound semiconductors. However, the
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range of vo values which has been seen in crystals
is typically between about 5 p 10'o and 2 p 10' s
so that the value we measure here is not unreason-
able. The somewhat large value of vo in a-Si:H
could be explained by the 10% uncertainty in the
activation energy used to obtain vo, but the differ-
ence may have a more fundamental significance.
In particular, according to the definition of vo iil

Fq. (12), this prefactor could be somewhat larger
in an amorphous material simply because one
might expect the density of states N, to be larger
at the mobility edge of a disordered material than
at the bottom of a well-defined band in a crystal.
Similarly, one might also reasonably expect the
matrix element for free-to-bound transitions to be
somewhat larger ln dlsoI'dcrcd materials.

The broader question of the relationship of the
defects in a-Si:H to those in crystalline Si is a very
interesting one which has only been discussed in
very general terms in the literature. We hope that
with the application of the powerful measurement
tcchnlqucs discussed ln this papcI' lt will someday
be possible to experimentally relate the defects in
these two similar, yet very different, types of sys-
tem.

We have given a comprehensive discussion of
our studies of the gap states in undoped and PH&-

doped a-Si:H. To obtain the density of gap states
g(E) we have used a wide variety of experimental
techniques to study Schottky-barrier diodes fabri-
cated from a-Si:H. These rather diverse meaure-
ments may be viewed in a unified way, however, as
a result of our theoretical work in the adjoining
paper. By using this theory we can model, the full
dynamic response of a generalized Schottky-barrier
structure formed on any material with an arbitrary
spatial and energy variation of the density of gap
states. Although the numerical analysis techniques
are rather sophisticated, the basic physics of the
theory rests on two very simple ideas: namely, (1)
Poisson's equation is used to describe the spatial
variation of the electron potential in terms of the
distribution of trapped charge, and (2) changes in
metastable trapped charge distributions are
governed by thermal emission of trapped electrons
to an electron conduction path and trapped holes
to a hole conduction path.

By applying this general dynamic response
theory to the case of cr-Si:H we have been able to

consistently fit a wide variety of steady-state and
transient admittance measurements in terms of a
bulk density-of-states function g (E) for the partic-
ular sample being studied. The g(E) functions ob-
tained in this manner give a detailed picture of the
bulk density of states over nearly 70% of the gap
in many cases. The shape of g(E) for a wide

variety of n-type a-Si:H samples differs in detail
and in overall concentration from sample to sam-

ple, but a general trend neverthdess is apparent.
The general shape of g (E) is dominated by a broad
band of gap states extending up from the valence
band to approximately midgap. The concentration
range of this band of states in various samples is
typically from 10' to 10"cm i eV ' in PH~-
doped films, and as low as 2+ 10 cnl cV ln

undoped films. Incipient structure within this
band of hole trap states suggests the existence of
several different types of defects of as yet unknown
structure and origin. The upper half of the gap is
by contrast relatively free of deep states so that a
pronounced minimum (&10' cm eV ') exists in
all of our g (E}curves between about 0.3 and 0.6
CV from the electron conduction path. The con-
duction-band tail is found to be relatively narrow
and consistent with an exponential having a
characteristic energy of 25 —35 meV.

An important fitting parameter in our dynamic
response model is the thermal emission band gap
Ez. This is the energy separation between the
respective conduction paths for thermally emitted
electrons and holes in the barrier depletion layer.
For our PH3-doped samples, the thermal emission

gap is found to be in the range of 1.9 to 2.05 eV
with an overall +10% uncertainty. In view of the
good agreement between this gap and the optically
determined gap typical of a-Si:H grown under
similar conditions, we believe that the conduction
paths for thc thermally emitted carriers in our
measurements are near the mobility edges and not
due to hopping conduction in bands of deep states.

In the course of this work we have made nearly
every possible type of dynamic response measure-
ment. Specifically, we have measured the steady-
state complex admittance (capacitance and conduc-
tance} as a function of temperature (50—400 K),
frequency (100 Hz —1 MHz), and bias voltage
( —10—+ 10 V). We have also explored meta-
stable transient effects by measuring isothermal
capacitance and current transients over thc time
scale of a few ms to a few h. Finally, we have uti-
lized the various thermal scan techniques of
TSCAP, TSC, and current and capacitance DI.TS.
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While many of these measurements have been used
previously in a-Si:H, no one has attempted to
correlate the results of a number of different mea-
surement methods into a single consistent picture
for the density of gap states.

As a result of our work we have reduced the
very large number of possible measurements to a
selected few which have the appropriate comple-
mentary strengths to provide a reliable set of data
to be fit by our general dynamic response model.
Our main measurement tool is capacitance DLTS.
This is chosen because the raw data is in a form
which is very close to the shape of g(E) and the
calculated DLTS spectra are very sensitive to
changes in g (E) Thus. the DLTS spectra are the

primary data used to obtain the shape of g (E) and

the energy scale. An important complementary
measurement is a set of thermally stimulated capa-
citance (TSCAP) scans. These provide reliable ex-

perimental measures of various integrals over g (E)
and are therefore the primary data used to deter-
mine the concentration scale. A set of capacit-
ance-versus-temperature scans for various frequen-
cies is used to obtain the Fermi-level position EF
and an integral over the conduction-band tail states
below EF. Finally, a high-frequency C-V curve is
used to experimentally measure the overall integral
of g (E) between midgap and EF in a mode which
is particularly insensitive to interface states. None
of these ineasurements taken alone would be suffi-
cient to obtain g (E) with the level of confidence
which we very conservatively set as +10% on the
absolute energy scale and within a factor of 2 on
the absolute concentration scale.

The importance of distinguishing between bulk
and interface states is a central concern in our
work. Therefore we have paid special attention to
fundamental differences among the various dynam-
ic response measurement techniques in their rela-

tive sensitivity to the interface. According to this
criterion the measurements can be classed into two
general groups: (l) capacitance transients and
dC/d V measurements have a vanishingly small
sensitivity to the interface, while (2) current tran-
sient and steady-state low-frequency capacitance
measurements have maximum sensitivity at the in-
terface. The characteristic differences which we
observe between measurements of these two general

types thus indicate a large concentration of deep
states at or near the interface. Such states are the
best explanation for the significant differences be-

tween our bulk g (E) and earlier models for the
density of states in a-Si:H.

We believe that the power of these types of
dynamic response measurements to determine g (E)
is quite clear from this work. However, since our
results show that the bulk density of states in

doped a-Si:H films is determined by extrinsic de-

fects or impurities, the real utility of our methods
will be in the characterization of a wide variety of
different samples in an effort to understand the
origins of these extrinsic parts of g (E). Hopefully,
such studies will enable us to ultimately under-
stand the fundamental processes which control
such phenomena as luminescence, photoconductivi-

ty, subband-gap optical absorption, doping efficien-

cy, and other optical and transport effects.
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