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A magnetic (spin-%) impurity in a metal shows a crossover from the asymptotically
free spin at high temperatures to a singlet state at low temperatures. The susceptibility
and the impurity lifetime are finite at zero temperature since the magnetic moment of the
impurity is compensated by the conduction electrons. The qualitative change from infin-
ite (free impurity spin) to a finite lifetime or susceptibility at =0 represents a symmetry
breaking which cannot be achieved by perturbation theory. We transform the s-d Hamil-
tonian such that the renormalization can be started with a finite relaxation time. The
transformed Hamiltonian consists of a resonance level (the Toulouse limit) and a large
perturbation. The resonance width acts like an infrared cutoff such that perturbation ex-
pansion at T'=0 converges term by term. We show that the transformed Hamiltonian
obeys multiplicative renormalization in leading and next-leading logarithmic order and

derive the scaling laws of this system.

I. INTRODUCTION

The Kondo problem!? consists of a magnetic
impurity, idealized by a spin %, coupled to an elec-
tron gas via an exchange interaction J. In the ab-
sence of a magnetic field the scattering of conduc-
tion electrons off the impurity causes electron-hole
excitations with arbitrarily small energies. These
excitations reflect in logarithmic infrared diver-
gences at low temperatures owing to the sharp edge
of the Fermi-Dirac distribution. The main prob-
lem then consists in removing these logarithmic
divergences at low temperatures.

At high temperatures, T >> Tx (Tx being the
Kondo temperature), the impurity is only weakly
coupled to the electron gas and the system behaves
essentially like a free spin. At low temperatures,
T << Tk, and for antiferromagnetic coupling the
impurity spin is strongly coupled to the metal as a
consequence of the infrared singularities.* The im-
purity spin and the conduction-electron-spin densi-
ty form a singlet state and the system is nonmag-
netic. For temperatures around T there is a
crossover between these two qualitative distinct sit-
uations. So far, there is no simple physical picture
to describe the crossover region. It is Wilson’s*
main achievement to link numerically the weak
and strong coupling regimes.

The Kondo problem is then a hard, although
manageable example for a crossover between in-
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frared slavery and asymptotic freedom. Moreover,
the Kondo problem is experimentally accessible
over the full range from weak to strong coupling.
A typical example is the dilute alloy FeCu.’~°

Another important feature of the Kondo prob-
lem is its universal scaling behavior®* for the small
bare coupling constant J. The properties of the
model only depend on the energy scale Tx and are
essentially independent on the choice of the density
of states for the conduction electrons. It is usual
to classify the perturbation expansion for any
quantity by the hierarchy of the logarithmic diver-
gences.!” The leading and the next-leading loga-
rithmic order, e.g., for the invariant coupling,
determine the energy scale Tk.

Recently the Bethe ansatz has been successfully
applied to the Kondo problem.!""!> The method
assumes that the N-body wave function factorizes
into products of two-particle wave functions. It
provides the exact static susceptibility and specific
heat for all temperatures.’*!* The Bethe ansatz, as
well as Wilson’s renormalization* are nonperturba-
tive (in Jp) strong-coupling approaches which ex-
press the result in terms of a (strong coupling)
Kondo temperature with a renormalized band cut-
off D(Jp). It is also possible to link the high- and
low-temperature regimes by means of the tradition-
al scaling approach. In this way we make use of
perturbation theory and express the results in terms
of the (weak coupling) Kondo temperature with the
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bare band cutoff D. This, we believe, is the first
successful attempt in this direction.

There is a close relation between the impurity-
spin relaxation rate 1/7T; and the susceptibili-
ty.!>1® A quenching of the magnetic moment at
zero temperature is only possible if the impurity
has a nonvanishing relaxation rate and vice versa.
Hence the impurity spin has a relaxation rate of
the order of Tk at low temperatures. The free-
impurity propagator is not a convenient basis to
evaluate a physical quantity, since the perturbation
theory diverges term by term. A finite-impurity
lifetime, however, would provide a natural cutoff
to the infrared singularities.!””!® In this way, the
relaxation rate plays a similar role as a “massive
term” in quantum field theory or as the order
parameter in phase transitions. In the latter case
the order parameter regularizes the otherwise
divergent high-temperature expansion. Since a sin-
gle impurity cannot undergo a phase transition at
Tk, there is a continuous crossover from the singlet
state at low temperatures to a free-impurity spin at
high temperatures.

The inclusion of a nonzero relaxation rate at low
temperatures corresponds to a symmetry breaking
from a stable spin with infinite lifetime, to a relax-
ing spin with finite lifetime. The zero-temperature
relaxation rate is proportional to the Knodo tem-
perature and hence a nonanalytic function of the
coupling constant, and cannot be obtained by ordi-
nary perturbative methods. It is therefore neces-
sary to transform the Kondo Hamiltonian in order
to create a massive term. Such a massive term can
be thought of as a hybridization of the impurity
spin with new pseudofermions,'®?° such that the
system then consists of a resonant level and a per-
turbation.!”18

The resonance width now provides the desired
infrared cutoff and the perturbation expansion does
not diverge term by term. The renormalization
group and the solution of the x-ray-threshold prob-
lem are useful tools for a consistent treatment of
the perturbation. The essential point is a careful
renormalization of the resonance width. With the
knowledge of the renormalized resonance width it
is possible to obtain the susceptibility and the re-
laxation rate as shown in the following papers.
Both have the correct Fermi-liquid behavior at low
temperatures?'?> and reproduce the perturbation
theory at high temperatures.

The finite lifetime prevents the effective
invariant-coupling J to diverge. Moreover, the re-
normalized invariant coupling remains smaller

than one for all energies and a consistent perturba-
tion expansion according to the logarithmical
hierarchy converges.

The rest of the paper is organized as follows. In
Sec. II we briefly discuss the transformation of the
s-d model which leads to the explicit massive term.
The method of bosonization of fermions is used to
change the spin-flip excitations of the conduction
electrons from bosonlike to fermionlike. In Sec.
IIT we show that the transformed Hamiltonian
obeys multiplicative renormalization in leading and
next-leading logarithmic order. We derive scaling
equations explicity for the four-leg vertex, the
two-leg vertex, the impurity propagator, and the
hybridization response function. In Sec. IV we
rederive the results using the renormalization
group method. In Sec. V we discuss the analogy
of the model with the x-ray-threshold problem and
use this analogy to generalize the scaling equations
to nonzero temperature and to fix multiplicative
constants. Some concluding remarks follow in Sec.
VL

In the following papers we first give a simple
qualitative solution of the above-mentioned scaling
equations. This simple solution already yields the
correct crossover from the asymptotic freedom to
infrared slavery. It reproduces the perturbation ex-
pansion up to third order in J at high temperatures
and shows Fermi-liquid properties at low tempera-
tures. The susceptibility and the relaxation rate are
in qualitative and quantitative agreement with our
previous results.!>!® Owing to the preferential
treatment of J| with respect to J,, the simple solu-
tion does not have the correct energy scale. This
drawback is corrected with the sophisticated solu-
tion of the scaling equations. The results are com-
pared with Wilson’s numerical diagonalization of
the Kondo Hamiltonian* and with the Monte Car-
lo calculation by Schotte and Schotte.?®

II. TRANSFORMATION
OF THE s-d HAMILTONIAN

In this section we briefly review the transforma-
tion of the s-d model into a resonant level. Since
we already presented this transformation in some
detail,!” %24 we are only going to sketch the main
points.

The s-d model is given by

H=3 €c L ey, —BS,
ko

+J SeSppCle cpr ., 2.1)
ko~ k'o

-
k k'oo
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where B is the Zeeman energy and ch—;a is the
creation operator for an electron with momentum
K and spin 0. The exchange constant J is positive
for antiferromagnetic coupling between impurity
and electrons, and negative for ferromagnetic cou-
pling.

We replace the impurity-spin operators by fer-
mion operators

Sted*, S"od, and S;dld—5 . (22)

The conduction-electron operators are replaced by

k
1 0
b,I,,:———‘/E zoc,f +koCpos bro=b" ko 2.3)
p ]

which obey boson commutation relations for low-
lying excitations.?® The bosons describe the
electron-hole excitations of the electron gas. Here
kg is a cutoff for the electronic excitations. The
conduction-electron kinetic energy and the spin-
non-flip interaction can be expressed with (2.3) in
terms of boson operators. In order to transform
the spin-flip interaction we make use of the boson
representation of fermions?®:

1ot
Co= exp (brg —bro) | . (2.4)
o= 0 kgo‘/z ko ko

It is convenient to introduce the operators

1 1
ak=_17—2‘(bkt—bk¢): fk=7—;(bkt+bkt) 2.5

which correspond to spin-density and charge-
density excitations of the electron gas, respectively.
Since the s-d interaction depends only on the spin-
density operators, the charge distribution is not
distorted. The charge-density excitations decouple
from the spin-density excitations and can be
separated from the problem.

The next step consists in applying the transfor-
mation!8:24.26

1
U=exp |((1-V2)d'd—5)S —=(a) —ay)

(2.6)

to the system. This transformation changes the
internal dimension of the spin-flip Hamiltonian
from bilinear in conduction-electron operators (i.e.,
bosonlike) to linear in new pseudofermion opera-
tors. The new fermion operators are built up by
the spin- den51ty excitations and are defined by (2.4)
with the bko replaced by a,I,, A relation similar to
(2.3) defines the a; in terms of the new fermion

operators.
The Hamiltonian expressed in terms of the new
fermion operators cy, is now given by !7!8

H=Seicici—Bldld— 1)+ 17 (d e +c'd)
k
Wi gevandtd—Dete— 1y,
p

2.7

where ¢'=3, ¢/ is the Wannier state at the im-
purity site. The first three terms describe a reso-
nance level with resonance width A=(7/4)Jp. It
corresponds to the “Toulouse limit” of the Kondo
problem,'?® which is reached for J)p=2—1"2.

We are going to call yp=v"2—1 —JHp/\/i and
analyze the perturbation theory with respect to y
in the next section. As mentioned above, the hy-
bridization J, acts like an infrared cutoff and
prevents the perturbation expansion to diverge
term by term.!”!® The equivalence of the partition
function of the models (2.1) and (2.7) has been
shown independently by Vigman and Finkel’stein.?’
Our proof presented in Refs. 17 and 18, however,
is more general since it identifies operators such
that correlation functions also can be calculated.
Both proofs are valid within the long-time approxi-
mation only.

III. SCALING EQUATIONS OF THE
TRANSFORMED MODEL

We discuss in this section the renormalization of
physical quantities in leading and next-leading log-
arithmic order. The scaling equations are derived
diagramatically using the Abrikosov-Sudakov

method.?®%

A. Renormalization of the four-leg vertex

Let T be the four-leg and ¥ the two-leg vertex
functions. The d-fermion (impurity spin) propaga-
tor can be written as

Gilo)=d(w)/{i[o+Qw)sgnw] } , (3.1)

where Q(w) is the effective renormalized resonance
width given by

Qw)=mppVHw)d () (3.2)

and d(w) is a multiplicative renormalization factor
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FIG. 1. Diagrams contributing in leading and next-
leading logarithmic order to the four-leg vertex. The
dashed lines represent the c-fermion propagator, the
double full line a dressed impurity propagator, the cir-
cles correspond to a four-leg vertex depending on a sin-
gle energy variable, and the encircled cross denotes a
two-leg vertex. Here the Sudakov trick has been ap-
plied. The diagrams (a) and (b) contribute in leading or-
der; they correspond to the zero sound and Cooper
channels, respectively; (c) contributes to next-leading log-
arithmic order and (d) yields a nonlogarithmical correc-
tion for small yp.

defined by (3.1). The self-energy of the ¢ fermions
can be neglected.

The four-leg vertex depends, in principle, on
three external energy variables. We have to consid-
er two scattering channels known as the zero sound
and Cooper channels?®* and to define irreducible
vertex blocks within these channels in order to set
up the parquet equations.’”>° The parquet equa-
tions are a set of coupled integral equations whose
solution yields the vertex function as a function of
the three energy variables. This procedure is very
tedious and can be avoided using the Sudakov
method.?® 3! Here only one energy variable is con-
sidered and all irreducible vertex functions are re-
placed by a full vertex function. The external en-
ergy is to be taken smaller then the internal ener-
gies.

The leading logarithmic vertex diagrams are
generated by the diagrams shown in Figs. 1(a) and
1(b). The dashed line represents a c-fermion pro-
pagator, the double full line a dressed-impurity
propagator given by Eq. (3.1), and the circles the
full one-energy four-leg vertex. The contribution
of the diagram in Fig. 1(a) is given by

yzpr do'—3@) 2 (3.3)

lo| o' +Qo')

and it is easily seen that the diagram in Fig. 1(b)

yields the same result with opposite sign. Hence
the diagrams cancel each other and there are no
vertex corrections in leading logarithmic order.2**

Next-leading logarithmic contributions are gen-
erated by the diagram shown in Fig. 1(c). In the
logarithmic approximation we have

3 D ’ d(&),)
Y fwdw

2
RPN ’
o + 00 Mo X', ((3.4)

where X(w) is the energy-dependent part of the
susceptibility of the extended states, represented by
the bubble of dashed lines in Fig. 1(c). There is a
further diagram contributing to the four-leg vertex
shown in Fig. 1(d) where the two-leg vertex is
represented by a cross. Within the logarithmic ap-
proximation we obtain

—VZPfD do’

lo]

2
de')

o+ 0w L@

mprVH@') .

(3.5)

It is easily seen that the second-order contribution
in v is constant as w—0 and that the third-order
terms are nondivergent. The contributions from
this diagram are therefore not important for small
v and will be neglected at this point.

In summary, the only relevant contribution to I’
comes from Eq. (3.4). This defines an integral
equation which can be reduced to a differential
equation, since the dependence of (3.4) on w is only
via the integration limit

dTl(w)
dlo|

d(w)
lo| +Q(w)

=X () ()

(3.6

In the absence of J, the energy-dependent part of
X(w) is given by —p? | @ |. For a resonant level
(J%40) the density of the extended states at the
impurity site vanishes at the Fermi level and is
small in an energy interval () around the Fermi
level. Hence X(w) is to be replaced by

—p[|lo| +Qw)] and

d¥w)
lo| +Qo)

=—(yp)Tw) (3.7)

B. Renormalization of the impurity propagator

The self-energy diagram which leads to the re-
normalization of d(w) is shown in Fig. 2. Here we
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FIG. 2. Self-energy diagram for the impurity propa-
gator as given by the Sudakov method.

again used the Sudakov method. Within the loga-
rithmic approximation we have

3(w)~—i[o+Uw)sgn(w)](yp)?

D 2, d(o')

e — 3.8
xJ, doTHa") B

and using the definition of d(w), Eq. (3.1), we ob-

tain

-1

b d(w')

~ 2 2t

d(@)~ |1+(yp) fwdwl"(a))———w,_f_ﬂ(w,)

(3.9

Again the variable o appears only as the integra-
tion limit in the right-hand side (rhs) of (3.9) and
the integral equations can be transformed into a
differential equation

dd(w) 212
o =(yp)THw)
Both (3.7) and (3.10) generate next-leading loga-

rithmic terms which contribute to the invariant
coupling associated with the four-leg vertex. The
invariant coupling is determined from the renor-
malization of the product I'(w)d(w). From (3.7)
and (3.10) we have that

d*(w)
o] +Qw)

(3.10)

d . dT(w)
dlo| F(a))d(w)—d(w)dlw
I PN ACC N Y
d|o|

such that the invariant coupling is not renormal-
ized, i.e., it remains equal to its bare value. This is
the consequence of the Ward cancellation between
vertex and self-energy diagrams.

C. Renormalization of the two-leg vertex

In Fig. 3 we show schematically the integral
equationl determining the two-leg vertex. The bare
vertex (5J,) is denoted by a cross and the dressed

FIG. 3. Integral equation determining the two-leg
vertex.

vertex by an encircled cross. The integral equation
reads within the logarithmic approximation

dw')
o' +Qeo")
(3.12)

1 D ’ ’ ’
V(w)=7Jl—ypf|w]dw V(o) To')

Here we neglected the reduction of the c-fermion
density of states for a resonant level close to the
Fermi energy. Taking derivative with respect to
|| we obtain the following differential equation:

dV(w) _ Viw)
dlo] Plo| +0w)

, (3.13)

where we have used the fact that d(w)T'(w) is con-
stant and equal to one up to next-leading order.

The renormalized resonance width Q can be ob-
tained by means of Egs. (3.2), (3.10), and (3.13).
We have that

dQw) __ dViw) 2 dd(w)
dlo]| —de[wl aV(co)+7rpV(a))~———d|ml
Qw)
=2pp(l+5yp)——— . (3.14
rell+37p) |o| + o) 319

The integration of this equation with the initial
condition

-

4

yields the effective resonance width at zero tem-
perature as a function of energy and for small yp.

Uw=D)=—(J,p)*D (3.15)

D. Renormalization of the
hybridization response function

The hybridization response function is propor-
tional to the correlation function

J2
F(m:_ﬂ-f((c*d;d*wn,; (3.16)
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it describes the response of the effective hybridiza-
tion (two-leg vertex) with respect to a small change
in the hybridization. The bare correlation function
is given by

_ le d(w’)
flwl o'+ Q') ’ (3.17)

where the reduction of the c-fermion density of
states near the Fermi level is neglected.

F(w) is diagramatically represented in Fig. 4(a).
Since the Sudakov method?®~3! cannot be used
directly for this quantity (it does not renormalize
multiplicatively), we have to consider the four-leg
vertex as a function of three energy variables. In
order to reduce the problem to a single energy vari-
able vertex we follow the procedure for the x-ray-
threshold absorption spectrum X in Ref. 30 and the
density response function D in Ref. 31 for an in-
teracting electron gas in a strong magnetic field.
We define

dF (o)

d|o|

and neglect the energy dependence of the c-fermion
density of states. In analogy to Egs. (3.29) and

(3.31) in Ref. 31, the function A then satisfies in
the leading logarithmic approximation

d(o)T(w)
|o| +Qw)

A=—[|o| +20)] (3.18)

___71 2 . b ’
Alw)= 4leexp 27/pf‘w]dco

If we also include the next-leading logarithms and
differentiate we arrive at

dA(w) 1 Alw)
_ L 3.19)
dlo| P T o
f,\x + m
\\ / S - -~
~—— < <
(a)

A
.

(b)

FIG. 4. (a) Diagrams contributing to the hybridiza-
tion response function. The vertex denoted by the circle
depends on three energy variables in this case. (b)
Schematic representation of the derivative of the hybrid-
ization response function with respect to |w]|.

Comparing (3.14) with (3.19) we have that 2/A
must be a constant within the leading and next-
leading orders. Hence € and A renormalize in the
same way and we may set {}=A, since we have al-
ready chosen the proper proportionality constant in
(3.16).

An alternative way is the following.** In all dia-
grams contributing to F(w) there is a d-fermion
line and a c-fermion line joining the two endpoints
with incoming and outgoing energy o, respectively.
We can bring the external energy o to run only
through this c-fermion line. The c-fermion propa-
gator is (7/2)psgnw if we neglect its energy depen-
dence due to the hybridization. Its derivative with
respect to w is a delta function. Hence dF(w)/dw
corresponds to cutting this c-fermion line once at
all possible parts. This corresponds to replacement
of the bare two-leg vertices at the endpoints by
dressed ones. Since the cut suppresses one integra-
tion loop, a dressed impurity propagator, G,(w)
[Eq. (3.1)] appears as a multiplicative factor. It
can be seen that interferences between the two
two-leg vertices are nonlogarithmical in leading
and next-leading order. dF(w)/d |w| is schemati-
cally shown in Fig. 4(b). Hence we have

dF (o) Q(w)

dlo|  |o|+%0) (3-20
in agreement with (3.18) and (3.19). We make use
of this result in Sec. V.

IV. MULTIPLICATIVE RENORMALIZATION

We relate here the above results with the scaling
properties of the system; i.e., we show that they are
equivalent to multiplicative renormalization.

The idea of renormalization consists in eliminat-
ing successively, degrees of freedom of the system
by scaling the ultraviolet cutoff D. When D is re-
duced to a smaller value D’ we have to readjust all
other parameters in order to keep the system in-
variant. Multiplicative renormalization is defined
by the following transformation’*:

d——)Zld s
-z 'T, y—zzi'y, (4.1)
V—-—>Z3 V Jl'—>Z321 IJ_L ,
where ¥ and J, are the invariant couplings. The
transformation should preserve the analytic depen-

dence of the physical quantities on the energy vari-
ables. Consequently the multiplicative factors z;
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are only a function of D /D’ and the coupling con-
stants, but do not depend on the energy variable w.
It follows from the condition of multiplicative re-
normalization for a quantity 4 that the Lie dif-
ferential equation

D oA [x;7,,]

ax
— L8 ey i I T L) 42)
_xag sV X3V 1), lx’%l]§=1 .
is satisfied with the initial condition
A[LyJ]=1. 4.3)

Here x =w/D and y’,J| are the renormalized in-
variant couplings.

The prescription for the use of the renormaliza-
tion group equation is then to calculate the pertur-
bation expansion for a given quantity 4 and insert
this into the rhs of Eq. (4.2). The differential
equation then extends the input skeleton diagrams
consistently to all orders of perturbation. The per-
turbation expansion for ¢’ and J| is obtained* via
(4.1) from the expansion of d, T, and V:

d(D'/D;y,J,) T(D'/D;y,J,)

i (4.4)
T AN 2 A
and
., ,d(D'/Dyydy) [ V(D' /Diydy)
L R=12 , :
d(ly,J1) VLy,J1)
AD'/D;y,J|)
LR 4.5)
ALY,

Here A is the function defined by (3.18).

In order to show the equivalence of this method
with the diagramatic analysis, we rederive some of
the results. The perturbation expansion up to
second order for the vertices, self-energy, and the
invariant couplings is given by (logarithmic ap-
proximation)

1

a1 2 d f— 4,
+(yp) PO (4.6)
4.7)
7’Pf| | %) +A (
det— () [ do'—2 4.8)
- P |o] o' +A’ )
Y'=y+y0(yp)’, (4.9)
Ji P 1
o . (410
Ji—l Yp 1—+—2 Hdwm+A (4.10)

It follows immediately that =7, i.e., ¢’ is not re-
normalized. The Lie equation for I yields

dinl'(w) 2 1
ER29) o (P 4.11
dlo| P o o) @1D

which is equivalent to (3.7) if ['w)d(w) is replaced
by one. Similarly we obtain

dinV(w) 1

= , 4.12
dlo| Plo|l+00 @12
dnd () 2

= 4.13
dlo| P o] +0w) @13y

and
dinJ| 1
= |1+ |——— . 4.14

d|w| et |+ Qw) @19

The square of J) transforms like Q(w). Herewith
we reproduced equations (3.13), (3.10), and (3.14).

For the sake of completeness we also reproduce
Eq. (3.19). The perturbation expansion for the
response function F(w) is given by (logarithmic ap-
proximation)

T P,
F(co)—4lefmlda) POy
7/pf| l CD”+A
— (ppPIn—"—+...
P
4.15)

Here we included only the relevant skeleton dia-
grams. Taking the derivative with respect to |w |
we obtain the perturbation expansion for

D
A=1—2ypf|w|dw’

D
— In——F
o' +A (7p)In |w| +A

(4.16)

. Since A obeys multiplicative renormalization it sa-

tisfies the following Lie equation:

dinA(w)

1 1
= —vp)————— . (4.17
o) 2yp(14+5vp) . @47

|o| +Q(w)
This result is in agreement with (4.14).

In the limit ¥—0 Egs. (4.9), (4.11)—(4.13), and
(4.17) are the scaling equations for the correspond-
ing quantities in the x-ray-threshold problem.**
Hence we may obtain the scaling equations of our
resonant level model, Eq. (2.7), by replacing the
dynamical variable |w | by |w| +Q in the rhs of
the Lie equations for the x-ray-threshold problem.
The result is then correct for small J,p. We are
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going to assume that this rule is also valid if yp is
not small. In this way the x-ray-threshold solution
provides a useful tool to calculate, e.g., Q(w)
within the same approximation as our transforma-
tion of the model in Sec. II (long-time limit) and to
obtain an accurate extrapolation to yp~v2—1.
We restrict ourselves to small J,p.

V. THE X-RAY THRESHOLD ANALOGY

Our transformed Hamiltonian [Eq. (2.7)] for
J, =0 corresponds to the x-ray-threshold problem.
This problem has been solved by Noziéres and de
Dominicis®® in the long-time approximation. The
x-ray absorption and emission spectrum can also be
obtained for nonzero temperature. We require our
Kondo solution to contain the x-ray problem as a
limit for all temperatures. It provides us an aid to
extend the results of the preceding section to 7540
and to fix multiplicative constants which cannot be
obtained from the renormalization procedure.

This section is organized as follows. We first
obtain the x-ray absorption and emission spectrum
for T=0 from the scaling equations of Secs. III
and IV, then we give the finite-temperature solu-
tion using the bosonization technique,36 and finally
we combine the results in order to obtain the reso-
nance width self-consistently and for all tempera-
tures.

A. The x-ray-threshold spectrum at 7 =0

In the x-ray-absorption process the incoming
photon excites a deep-lying core electron into the
conduction band. Electron-hole excitations with
arbitrarily low energy are generated in the electron
gas during the absorption process. These electron-
hole excitations give rise to logarithmical diver-
gences in the absorption spectrum. Neglecting the
momentum dependence of the scattering potential,
the Hamiltonian of the x-ray-threshold problem
can be written as

Hx,ay=2€kc%'c];——Vde S c%c;"—}—Ede ,
& e

5.1

where V is the strength of the scattering potential
and d'd the occupation number of the deep core
level. This is just our transformed Hamiltonian

(2.7) with V =y, E = —B, and J, =0. The dipole
operator should annihilate the deep core electron
and create a conduction electron, such that the ab-
sorption and emission spectrum are given by the
dissipative part of the correlation function

((cTd;die)), . (5.2)

This is essentially the hybridization response func-
tion denoted by F(w) in the preceding section. In
other words, the solution of the x-ray problem pro-
vides us the exact F(w) in second order in J,.

The x-ray-threshold problem has been solved by
many methods. Roulet et al.’* used the parquet
formalism to obtain the absorption spectrum,
Noziéres and de Dominicis®® reduced the problem
to a one-body scattering solved by the Muskhelish-
vili method, Schotte®® used the technique of boson-
izing fermions, and Sclyom** applied the renormal-
ization group.

The one-body aspect of the problem is due to the
fact that the number of core electrons is a con-
served quantity for H, .. This leads to the Ward
identity®*

1

o'

MNo,0—0"0")=—[G; (w) -G lo—v"],

(5.3)

where T is the vertex associated with the scattering
potential ¥V, G, is the core-electron propagator, and
o and o — o' are the energies of the incoming and
outgoing d particles. With the aid of (5.3) one can
derive an integral equation for G; which leads to
the solution of the problem.

The zero-temperature solution can also be ob-
tained from (4.17) by setting Q=0 and V =7:

Aw)=A(|w| /DyP+ar? (5.4)

where A4 is a constant which tends to one when
yp—0. This is the asymptotically exact solution
for @—0. The function F(w) is obtained by in-
tegrating (5.4) once more with respect to w. Then
we have to regularize the function, and its cut on
the real-energy axis yields the x-ray emission and
absorption spectrum. If ¥ <0, the spectrum
diverges at the threshold, whereas if y > 0, which is
the case of our interest, the function vanishes at
0=0.

Hence, in our case, A is an increasing function
of |@|. The interference of the logarithmic singu-
larities is destructive. This is similar to what hap-
pens for ferromagnetic Kondo coupling, where
higher-order corrections play a secondary role. A
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more sophisticated evaluation of A is needed to
determine the multiplicative constant A and the
temperature dependence of the function. For this
purpose we use the technique of bosonizing fer-
mions.

B. The x-ray spectrum at nonzero temperature

In the context of the x-ray-threshold problem,
the bosonization technique was first used by
Schotte and Schotte.>® We return to our formula-
tion in Sec. II, where we expressed the Hamiltoni-
an in terms of boson operators

k
ai=— 3ol e (5.5)
\/EP=OP+ P

which represent the electron-hole excitation of the
system

k
eray :kzo;_;al:rak +Ed+d
>

—yd'd S VE (af +ap) . (5.6)
k>0

The correlation function (4.2) transcribed into the

<exp

|

exp

10 S %k[a,z(t)—ak(t)]

k>0

—(1+ypp) S, —j_k—[a,i(m—ak(m]

boson representation yields

(~

dexp

1
> Tk(a,:r—ak) d

-3 ‘/— ——(a} —ay)

k>0

o

where we made use of expression similar to (2.4).
The Hamiltonian (5.6) can be diagonalized by ap-
plying the transformation (2.6) with the factor
(1—v2) in the exponent replaced by yp. Since the
correlation function remains invariant under the
transformation we obtain’®

<<exp

d Texp

(1+Vp)2%k(a£—ak) d

k>0

~(1419) 3 —=(a{ ~ap)

k>0

>> 59

which is to be evaluated for a free Bose gas, since
the transformed Hamiltonian reads

k
erayzl;opjalak +Ed'd . (5.9)
>

Equation (5.8) is conveniently evaluated as a
function of time®®; for ¢ >> py one obtains

)

—(ipprT /sinhmtD) PP — 4 (1) . (5.10)

k>0

The restrictions to time ¢ larger than py are due to the facts that the a; operators behave like bosons for
small momentum only and that the momentum cutoff of the integration in (5.10) is k. In the literature

this is known as the long-time approximation.?®3’

The dissipative part of the correlation function (5.2) is given by

@—Xb,((l) )

((cTd;dte )y, =— =

14cotanh ——tanh

Xi (o—a'), (5.11)

2T

where X;;' is the imaginary part of a free fermion propagator with energy E,

Xd (0)=78(w—E)
and X3 is obtained by Fourier-transforming (5.10):
X3 (@)= [dte'[4(1)—A(—1)]

27T

= h-2
ppSII’l D

2T

(1+ypp)?—

r %(1+ypp>2+ ’

(5.12)

2
/r((1+ypp)2). (5.13)

1)
2nT

Here we used pr=1/D. The function X3 (w) is the discontinuity of X z(z) along the real-energy axis. The
function X g(z) is obtained by continuating analytically (5.13) into the complex energy plane
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(1 )2
27T | HYPF

2
) D

Xp(z)= -l-sin
m

T
T 2(1+7’PF

Bx %(1+7PF)2_1‘

z
27T’

1—(1+ypp) |, (5.14)

where B, is the incomplete beta function and x =exp(—27T /D). We have, finally, that for E =0,

((c'd;dle)), = —3x5(2) .

(5.15)

We now discuss two important limits of (5.15): The cases when y—0 and when ypz—(v2—1). The
latter case corresponds to J;p—0 in Eq. (2.7). If y—0, we obtain from (5.14)

tooatyy 1 D _,11_. 2z
Ueldidle));=—7 \InZm =¥ 5 —im

such that

ta. g1 n__ T W
((c'd;de)),) = 2pptamhzT.

(7—»0) (5.16)

(5.17)

Here 1 is the digamma function. This corresponds to the free bubble, Eq. (3.17), calculated for nonzero
temperature and Q=0. For small ypr we obtain from (5.14)

1
(ctddle)), = —pp—-—
PF 1—(14+vpfr)

> [CXP [[1—(1+?’PF)2]

1 . z

2 2T

In —1 (5.18)

¥

T

The derivative of this expression with respect to the free bubble shows the power-law behavior found in

(5.4), now extended to T=40.

The second case of interest is when ypp-——\/i— 1=J\pr/ V2. We have then

t,. 5t w5 I'(142¢)
Heldide) )= P 1 20)

where e=J p— %(J'|p)2 is supposed to be small.
The last factor yields a power-law behavior similar
to that of (5.18). In the limit e-—>0 we obtain

((ch;ch»z:-—i%p%z . (5.20)

The linear dependence on the energy stems from
the electron-hole excitations in the Fermi sea of the
Kondo problem.

At T=0 and for small yp the function A(w) is
obtained by differentiating { (¢ 'd;d’c)), with
respect to In(D/ | w | ) [Eq. (3.18)]. The generaliza-
tion to T50 is to differentiate {{c'd;dc)), with
respect to (5.16), i.e., the bare correlation function
(y=0). This procedure is not well defined when
yp~V'2—1, since it is hard to express (5.19) in
terms of the bare correlation. An alternative pro-
cedure is to calculate A from the anticommutator
correlation function ({c'd; d'c) )Z,, as seen below.

C. Renormalization of the resonance width
for J,—0

The dissipative parts of the commutator and an-
ticommutator functions are related by the

(2nTe—iz)exp lZe

z
2T

1—i

D
7Y

) 5.19
> (5.19)

P
fluctuation-dissipation theorem, such that in (5.13)

the sinh(w/2T') must be replaced by cosh(w /2T).
The analytical continuation into the complex ener-
gy plane replaces the sin in (5.14) by cos; hence we
have

X#(z)=icotan %(1+ypp)2 Xp(z)+g(z),

(5.21)

where g(z) is a regular function (no singularities on
the real axis) and

(clasale ) =—xf @) . (5.22)

For small yp we obtain

((c'd;dTe))]

=—;—gexp[[1—<+m)21
D 1 . z
X [lnzﬂT—'/’ 2 ' oaT
(5.23)
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which reduces to the constant —iw/2D for V—0.
This expression is just (i7) times the derivative of
(5.18) with respect to the bare correlation (5.16).
Hence (5.23) is proportional to A for small ypp
and we have

QU =A) =—~J((cTd;d e ))] (5.24)

l\)|'-

in the limit J,p—0. Since we calculated X (z)
within the same approximation as the transforma-
tion procedure of Sec. I, the validity of (5.24) also
extends to coupling strength yp of the order of
v2—1. For small J 1p the above expression
reduces to

Qz2) =5 ,pp) | 7T exp[2€4(2)]

iz
by { exp[2ed(z)]—1) } , (5.25)
where

z

. 5.26
27T ( )

o(z)=1

—i

¥ |1

Y

Equation (5.25) is the extension of (5.4) to nonzero
temperature. In the limit 7—0 we obtain the
multiplicative constant A =1/7Jpp by comparing
the nonanalytic terms for z<>i |w |. It should be
mentioned that our application of the renormaliza-
tion group in Sec. IV does not generate analytic
terms in z.

The above result for (z) can be written as

Qz)=5(nTA[$]—izB[4]) (5.27)
where A and B satify the relation
d
d¢B[¢]_A[¢] . (5.28)

This relation is the necessary and sufficient condi-
tion to obtain the Fermi-liquid behavior at low
temperatures when we include the resonance width.
This is seen later in the third paper. The function
A[$] gives rise to the renormalized Korringa re-
laxation rate and B[¢] to the renormalization of
the static susceptibility. In this way (5.28) under-
lines the close relation between the dynamics of the
impurity spin and its static susceptibility.

The function g(z) in (5.21) is still not deter-
mined. Since it is a regular function it does not
contribute with logarithmic singularities to (5.25),
but it may cause a shift in Q(z). The g(z) is deter-
mined from the condition of multiplicative renor-
malizability for 4 [#] and B[¢]. There is then an
additive constant to B of (J,p)?/2€ such that

(J1p)?
e exp[2ed(z)] . (5.29)

Note that the relation (5.28) is not modified by an
additive constant to B. As will be seen in the fol-
lowing papers, this additive constant represents the
polarization of the conduction electrons on the im-
purity; i.e., the Knight shift. In a system with
full-spin rotational invariance the additive constant
is Jp.

B[¢]=

D. Scaling equation for the resonance width
for T=40

We now relate Eq. (5.27) with the scaling equa-
tion for () obtained in Secs. Il and IV in order to
incorporate ) in the rhs of (5.27). We make use of
the rule stated at the end of Sec. IV by which the
scaling variable | | is to be replaced by |w | +Q
on the rhs of the scaling equation.

Let us first consider (5.27) in the zero-
temperature limit. We set z=/ |w | and differen-
tiate with respect to |w |:

dQ
d|o]

=5(B—A)=5(1—2¢)B

Q
|o]

=(1—2¢) ) (5.30)

which is just (3.14) if we replace |w| by || +Q.
Differentiating (5.27) for T540 we obtain

dQ 1 dA dB do
=—|B T— =
o] =7 PO [T el G ST
(5.31)
where
dé _ 1)
dlo| 27rT¢ I+ 27T (5.32)

Replacing now |w| by |w| +Q according to the
above rule we obtain

o 1 dA
Aol =2 Bl¢]— WT%+(IwI+mA[¢]
1, o +0
VM T |

(5.33)

with
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_..D o|+Q
¢(w)—1n2ﬂ_T ¥ (14 T (5..34)

In the limit T—0 we recover (3.14). Expression
(5.33) is then the merging of the zero-temperature
results with linewidth and the temperature-
dependent result without hybridization.

VI. SUMMARY AND DISCUSSION

The crossover from thermal relaxation at high
temperatures to an inherent relaxation of the spin
in the singlet state represents a symmetry breaking
which cannot be achieved by ordinary perturbation
theory. In order to start with a finite lifetime we
transformed the system, making use of the boson
transcription of fermions, such that we have a res-
onance level (Toulouse limit'’~?%) and a large per-
turbation y. This transformation is asymptotically
exact within the long-time approximation. The
perturbation expansion with respect to y still yields
logarithmic contributions, but the resonance width
of the virtual bound state now plays the role of an
infrared cutoff. The perturbation expansion is no
longer divergent term by term. Moreover, it is
seen that the resonance width is reduced by the re-
normalization if y is positive. This means, in oth-
er words, that the interference of the logarithmic
contributions is destructive, similar to what hap-
pens for the perturbation theory in J for ferromag-
netic coupling. In this way a good convergence of
the perturbation series is guaranteed.

In Secs. III and IV we showed that the
transformed model renormalizes multiplicatively in
leading and next-leading logarithmic order. A
comparison with the scaling equations of the x-
ray-threshold problem shows that the scaling equa-
tions of our model (2.7) can be obtained from those
of the x-ray problem by replacing the dynamical
variable |@| by || +Q on the rhs of the Lie
differential equations (Sec. IV).

The renormalization group yields the renormal-
ized quantities up to a multiplicative constant. For
J, =0 our model corresponds to the Hamiltonian
of the x-ray-threshold problem. We used this anal-

ogy to the x-ray-threshold problem to determine
the multiplicative constants by requiring that the
x-ray-threshold solution is reproduced for vanish-
ing resonance width. The x-ray-threshold spec-
trum is asymptotically exactly known for long
times and as a function of temperature. The tem-
perature dependence of the x-ray problem allowed
us to extend the zero-temperature results to
nonzero temperatures. The main result is the re-
normalization equation (5.33) for the resonance
width. The relation (5.28) is the condition for the
Fermi-liquid properties of the system (paper III).

In order to calculate properties of the Kondo
system we have to integrate Eq. (5.33). In the fol-
lowing paper we present a simplified solution in
which the energy dependence of ) is neglected
under the integral. In this way we obtain a tran-
scendental equation which can be solved for the in-
teresting limits. This simplified solution already
provides a qualitative correct Kondo susceptibility.
It interpolates between the asymptotic freedom and
infrared slavery, yielding a smooth crossover. At
high temperatures the theory reproduces correctly
the lower-order perturbation theory, and at low
temperatures the susceptibility and the relaxation
time remain finite (indicating the singlet ground
state) and vary with temperature according to a
Fermi-liquid theory.

Owing to the preferential treatment of J|| with
respect to J, this approximation scheme breaks
the spin-rotational invariance. This drawback is
discussed and corrected in paper III. The modifi-
cation of the theory is along the following line.
For yp~V'2—1 there are additional logarithmic
contributions to the four-leg vertex I, such that
the invariant coupling 7, i.e., J|, is renormalized
and no longer equal to its bare value. A conse-
quent reconsideration of the logarithmic contribu-
tions eventually leads to the spin-rotational invari-
ance of the system.

It should be mentioned that Filyov and Wieg-
mann®’ applied the Bethe ansatz to the Hamiltoni-
an (2.7). The fact that the wave function factor-
izes into a product of two-body wave functions
seems to reflect in the simple structure of the
renormalization-group equations derived here, as
well as in numerous Ward cancellations.
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