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Critical properties of models defined by continuous-spin Landau Hamiltonians of cubic
symmetry are calculated as functions of spatial dimensionality, 2.8 <d <4, and number of
spin components, N. The investigation employs the scaling-field method developed by
Golner and Riedel for Wilson’s exact momentum-space renormalization-group equation.
Fixed points studied include the isotropic and decoupled Ising (—2 <N < « ), the face-
and corner-ordered cubic (1 <N < «), and, via the replica method for N —0, the
quenched random Ising fixed point. Variations of N and d are used to link the results to
exact results or results from other calculational methods, such as € expansions near two
and four dimensions. This establishes the consistency of the calculation for three dimen-
sions. Specifically, truncated sets involving seven (twelve) scaling-field equations are de-
rived for the cubic N-vector model. A stable random Ising fixed point is found and
shown to be distinct from the cubic fixed point and to connect, as a function of d, with
the Khmelnitskii €'/2 fixed point. At d =3, the short truncation yields a~0.11 for the
pure Ising and @~ —0.09 for the random Ising fixed point. A search for a random tri-
critical fixed point was inconclusive. For the N-component cubic model, the spin dimen-
sionality N, at which the isotropic and cubic fixed points change stability, is determined
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as a function of d. The results support N, >3 for three dimensions.

I. INTRODUCTION

Anisotropic N-vector models of cubic symmetry
have played an important role in the development
of the renormalization-group (RG) approach to
critical phenomena."? These models exhibit dif-
ferent types of continuous and first-order phase
transitions, depending upon the number of spin
components N, spatial dimension d, and sign and
strength of the cubic coupling constant v.3~¢ Cu-
bic models are widely applied to the study of mag-
netic and structural phase transitions”? and, by
means of the replica method, also to critical phe-
nomena of randomly dilute Ising systems.”~!?
Many of these topics have been addressed by e-
expansion techniques near four and two dimen-
sions®>~% or by position-space methods in two
dimensions.”>~13 In the present paper the three-
dimensional random Ising and N-component cubic
models are investigated by the scaling-field method
based on Wilson’s exact RG equation for critical
phenomena.!®~18 The approach has been used pre-
viously to obtain accurate estimates for the critical
exponents of the isotropic N-vector model in three
dimensions.!” Preliminary work on the cubic

model has also been reported.!”” Here the contin-
uous-spin cubic model is investigated for general N
and the range of dimensions 2.8 <d <4 in an ap-
proximation employing seven scaling-field equa-
tions. The main results are as follows. For the
random Ising model a stable random fixed point is
found for 2.8 <d <4. It connects near four dimen-
sions with the €!/? Khmelnitskii fixed point!®!!
and is distinct from the analytic continuation in N
of the cubic fixed point. We infer that the random
Ising (RI) specific-heat exponent satisfies a®! <0
for 2 <d <4, consistent with the proposed general-
ized Harris criterion.?® At d =3, the truncation
yields a'=0.11 and a®'=—0.09 for the pure and
random Ising transitions. For the cubic model, the
fixed-point structure and critical exponents are ob-
tained as functions of N and d. The results con-
firm most qualitative conclusions drawn from e-
expansion work. The critical value N,, at which
the isotropic N-vector fixed point becomes unstable
against cubic perturbations, is 3 <N, <4 at d =3.
Differences between the continuous and discrete-
spin cubic models are also discussed.

The continuous-spin cubic model is defined by
the Landau Hamiltonian, B =H [o],
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The & denote continuous N-component “spins,”
o={ogza=1,...,N;—ow <0,< o}, the G-
momentum vectors in d dimensions, and

= f d%. For brevity we denote
u =u,4{q;=0} and v =v,{q;=0}. The latter
parameter, v, determines the symmetry and
strength of the local cubic field. When v <0
(v>0) the spins & have a preferred orientation to-
wards the faces (corners) of an N-dimensional hy-
percube. The parameter space of the Hamiltonian
(1.1) encompasses isotropic (u >0,v =0), face-
ordered cubic (u > 0,v <0), corner-ordered cubic
(# >0,v>0), and decoupled Ising behaviors
(u =0,v>0), as well as, in the replica limit N —0,
the weakly dilute Ising (# <0,v > 0) behavior.

The scaling-field method, which is applied here
to the model (1.1), is particularly appropriate for
the investigation of critical phenomena exhibiting
crossover phenomena.!” The approach starts from
the representation of Wilson’s exact functional-
differential RG equation'®!® in terms of an infinite
set of ordinary differential equations. The method
is versatile in that exponents and scaling functions
can be computed. Furthermore, critical parameters
such as N, can be estimated directly for three
dimensions. Approximations are generated by
truncation. The difficulty in considering large
truncations lies mainly in the labor of computing
certain classes of coupling coefficients. However,
for studies not aimed at high precision, such as the
present one, relatively short truncations can be
used that still ensure good estimates for the asymp-
totic critical-point exponents; the quality of the
calculation is optimized by adjusting a scale
parameter. Our study of the cubic model (1.1) uses
a truncation including the seven most important
“isotropic” and “cubic” scaling fields. The opera-
tor basis is chosen so that the number of spin com-
ponents N and dimension d can be varied continu-
ously. This makes accessible the replica limit
N =0, and allows one to test the method in limits
in which exact results are available.

The discrete-spin cubic model® '3 with a “face-
ordered” cubic ground state is known to exhibit
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additional features not contained in (1.1). The
model is defined in terms of dipole and quadrupole
nearest-neighbor interactions v(S-§)+w(S-S)?,
with S assuming the 2N values (+1,0,0,...),
(0,+1,0,...),.... It exhibits either one or two
phase transitions, depending on the relative size of
the coupling constants, and a point of 2N-state
Potts symmetry when v =w.!> This behavior is ex-
emplified by the Ashkin-Teller model?' to which
the discrete cubic model reduces at N =2. For
such models, as well as experimental systems, Lan-
dau Hamiltonians can be constructed by the Hub-
bard transformation?? and group-theoretical
methods.?® The discrete N-component cubic model
is equivalent to the Landau Hamiltonian (1.1) only
when v >> w, then exhibiting a single-phase transi-
tion. In general, the Landau expansion contains
symmetry-breaking terms of both cubic and Potts
symmetry. !4

Similar observations can be made with regard to
the replica representation of an Ising model con-
taining quenched nonmagnetic impurities. By con-
structing first the Landau expansion for the dis-
crete randomly dilute Ising model and then apply-
ing the replica method, one is led to Hamiltonian
(1.1) for the quadrant (z <0, v>0).!! Obviously,
this model does not describe the expected percola-
tion transition at zero temperature. Interchanging
the order in which the Hubbard transformation
and replica method are applied, a Landau Hamil-
tonian in terms of a (2V—1)-component order
parameter is obtained, which in the replica limit
N —0 describes percolation through the one-state
Potts model.!*?* For general N, this Landau
Hamiltonian is probably equivalent to that of the
discrete-spin cubic model with “corner-ordered”
ground states. The latter model is not well studied
for general parameters but is known to reduce to a
2N._state Potts model when all coupling constants
are equal.?> Our work is restricted to the weakly
dilute Ising systems for which the model (1.1) with
N-component order parameter is appropriate.

The outline of the paper is as follows. In Sec. II
the scaling-field formalism is described and equa-
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tions derived. Details are deferred to Appendices
A and B. Results for the random Ising and N-
component cubic models are given in Sec. III. Sec-
tion IV presents a summary and discussion.

II. THE SCALING-FIELD METHOD

Wilson has proposed an exact differential RG
equation that determines the evolution of the Lan-
dau Hamiltonian H;[o] as a function of the RG
iteration parameter / [see Eq. (11.17) of Ref. 16].
This equation has been transformed into an infinite
hierarchy of ordinary differential equations.!’
Under the assumption that the eigenfunctionals
Q,.[o] with scaling indices y,, provide a basis in
the space of RG Hamiltonians, we expand H;[o],

HI[0]=H*[U]+Z“m(I)Qm[U] ’ 2.1

where H*[o] denotes the fixed-point Hamiltonian.
Substituting this expansion into the Wilson equa-
tion and projecting all terms onto the basis Q,,[c]
yields the infinite set of coupled differential equa-
tions

dp
dl"' =Vmbim + 2, Omjichbjbtk + 3 Ot +Cpy -
ik J

(2.2)

The p,, are referred to as scaling fields and Eq.
(2.2) as the scaling-field representation of the Wil-
son equation. The coupling coefficients a,,, @y,
and a,, can be calculated when Gaussian eigen-
functionals are used as an operator basis. Via
these coefficients the RG equations (2.2) depend on
dimension d, number of spin components N, and
spin-rescaling parameter A (in Wilson and
Kogut's'® notation, A=1—dp/dl). The latter
parameter plays a crucial role in the RG transfor-

fmrp...(al, .

-
s mer

~ 1
Ontp - [1=22 5 J4,.

Momentum integrals extend over all space and
are effectively cut off by the factors of ¥(q),

W) ={us(@[1-ui(@)/4¢°}"
=e 9 /(Ag? +e~2") .
The forms of this auxiliary function and of ug(q)

mation. Its fixed-point value A* determines the
correlation-function exponent 7,

n=24A*, (2.3)

and the origin of the spectrum of eigenvalues asso-
ciated with the fixed point. Equation (2.2) is the
starting point of the scaling-field method.

The expansion (2.1) for the cubic Landau Hamil-
tonian (1.1) requires all Gaussian eigenfunctions of
isotropic and cubic symmetry. The pertinent for-
mulas are summarized below. The Gaussian fixed
point is'®

Hilo]=7 [ ubl@)d(q) a(—q), (2.4)

where ug(q)=A4q*/[Aq*+exp(—2q?)], A being a
normalization parameter. The Gaussian eigenfunc-
tionals Q,,[0] and eigenvalues y, follow from the
linearized Wilson equation. The Q,,[o] are poly-
nomials in spins 0,, a=1, ..., N,and momenta q,
with the momentum dependence being expressed in
terms of a set of homogeneous functions of
momentum of order p, f,{q}. The isotropic and
cubic functionals are labeled by indices 77,/
describing the degree in (- 7)'/? and o, respec-
tively, plus indices such as p characterizing
momentum dependence. The eigenvalues y,(,f and
eigenfunctionals Q,,[o] are given by'®

y,%;,,.., =d— (@ +D)d —2)—p 2.5
and
Qarp ... l0]=e"F051, 0], (2.6)
where
1 ) 5
e P=exp |—— . us(q) -2 .
p|=3 e 55(q) 85(—q)
(2.7)
and
m+T m+T
a8 2 i | IT v@i)Rzdolq1), . . ., olgr, 7)1 -
i=1 i=1

(2.8)

r
are the result of Wilson’s choice of the “incomplete
integration” procedure for the RG elimination of
degrees of freedom. The momentum dependence
through 1(q) remains even for functionals with

p =0, for which fizr.,_,{q}=1. The isotropic
eigenfunctionals are defined by
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m/2
Rm[a]= H 0(qri_1)0(q2) ,

i=1

(2.9)

and the cubic eigenfunctionals to order o® (written without momentum dependence on the spin variables) by

Rulo]l=(N -1 04—6 3 oo, (2.10a)
a a<B
Rylol= |3 0% |Rulo], (2.10b)
a
Rog[o]=(N—1)N —2) 3 05— 15(N —2) 3, 040p+180 3 okopos, (2.10c)
a a#B a<B<y
2
Rulol= |3 05| Rulol, (2.10d)
a
Rylol= |3 0% |Reslo], (2.10e)
a
Rulol=(N-1)F 0528 F 0505+70 S oiop (2.10f)
a a#B a<pB
R044[a]=%(N——2)(N—3) S chop—6(N-3) 3 {aiaéa‘,‘,%-aiaéaf,-}—aia%ai}
a<B a<B<y
2.2 22 (2.10g)
+108 ¥ 05050705 - .10g

a<B<y<8

In Eq. 2.8), RGr=Rpz 1 .. 1, where ¢ denotes the
number of nonzero J; needed to specify the cubic
eigenfunctionals (i.e., t =1 for R, Ry, - - -,
and t =2 for R, . . ., etc). The operators are
traceless, satisfying

N s 2

R_{c]=0.
3 |50 | Rmtol

a=1

For given I=I;+1,+ - - - +1; the number of in-
dependent cubic eigenfunctionals depends on N.2
However, with the choice of eigenfunctionals (2.10)
it is not necessary to adjust the basis as N is
changed. In the resulting scaling-field equations N
can be varied continuously between —2 and oo.

At each integer value of N the equations for the
superfluous y,, decouple from the set. The cou-
pling coefficients in Table I of Appendix A exhibit
this feature.

The scaling-field equations (2.2) for the cubic
model are derived by computing the coupling coef-
ficients ajx, @), and a,,, where m = {1, l;p,...}.
These coefficients are calculated by means of an
operator-product expansion. Details are given in
Appendix A. Here we remark only that the a,,
are projections of terms involving products of Q;
and @y onto Q,,, while the a,,; are those of terms
involving Q; and a,, of a term projecting only onto

.
the eigenfunctional Qy.,. The coefficients are
products of combinatorial factors involving N and
momentum integrals depending on dimension d
and spin-rescaling parameter A. The evaluation of
the integrals is also discussed in Appendix A. Fi-
nally, two scale changes are applied to the scaling-
field equations. One amounts to a change in the
normalization of the integrals and is defined by
Eq. (A15). The other is necessary for properly tak-
ing the limit N— «. In Egs. (2.9) and (2.10) the
R;r are replaced by

—ﬁ/2—¢rR

Rg=N s (2.11)

where ¢r=¢r 1 equals the order in N of

RO’TI’ e ’I;; that iS, ¢4=¢8=2’ ¢6=3r ¢44=4 A
compensating scale change in the scaling fields,

/2 1
Barp ... =N 2o HaTp ... (2.12)

is made so that each term in Eq. (2.1) is order

1/N. This scale factor is absorbed in the new cou-

pling coefficients @, @m;, and @,, displayed in

Eq. (A14). We have adopted the convention of

working with the equations for u,, when N <1,

and for fi,, when N > 1.

The principal steps in applying the scaling-field
formalism are the following. First, approximations
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are generated by truncating the infinite hierarchy
of equations. The cubic model has been discussed
primarily for a truncation that includes the isotro-
pic scaling fields #l;p =20;0, 40;0, 60;0, and 20;2
and the cubic scaling fields 04;0, 24;0, and 06;0.
For simplicity the label p =0 is deleted and the no-
tation used is 7 =20, 40, 60, and 2'0 for the iso-
tropic scaling fields and /=04, 24, and 06 for
the cubic scaling fields. All coupling coefficients
for this truncation are given in Appendix A. It
amounts to including all terms of order o® with

p =0 in the expansion (2.1). For investigating ran-
dom tricritical behavior the truncation was extend-
ed to include also the isotropic field 80 and the cu-
bic fields 08, 26, 44, and 044. Criteria for generat-
ing “balanced” truncations were developed in a
study of the isotropic N-vector model.?’ It was
found that high-precision calculations require a
substantial number of fields conjugate to eigen-
functionals Q[o] of higher-order momentum
dependence, i.e., characterized by f,{q} with p >2.
From this point of view the second truncation is
less balanced than the first one.

Second, truncated sets of scaling-field equations
are investigated either numerically or by expansion
techniques. In both approaches d and N are varied
continuously. For numerical studies the coupling
coefficients are calculated for the dimension d of
the system under consideration rather than being
expanded about an upper critical dimension d*.
The range 2.8 <d <4 was studied. Whereas results
from exact expansions are independent of redun-
dant parameters such as the normalization 4 in
Eq. (2.4), this is not the case for results from trun-
cated sets of equations.”® The parameter 4 is ad-
justed so that the truncation gives good results for
the exponents of the isotropic N-vector model;

A =0.5 is used. .

Third, extracting information from the scaling-
field equations involves the usual determination of
the physical fixed points and their critical ex-
ponents and domains of attraction. This locates
the critical and tricritical transitions. The identifi-
cation of first-order (or critical end-point) behavior
in momentum-space RG calculations uses the idea
of “runaway” flows.>?® We identify as regions of
first-order transitions, domains of the RG phase-
transition surface not attracted by fixed points.

Fourth, a rule is required for determining the
fixed-point value A* of the spin-rescaling parame-
ter A. The A* yields the exponent 7 via Eq. (2.3).
A theorem by Wegner!® states that associated with
fixed points, duy, /dl =0 for all m, that exist only

for discrete values of A is a redundant operator Q,
with scaling exponent y,. For example, the Gauss-
ian fixed point (2.4), for which A =0, has the
marginal redundant operator Qyo[c]. It has a
simple interpretation. The equation

dHg[o]
34

shows that shifts in the scaling field u5, are
equivalent to changes in the physically redundant
normalization constant 4.2 The physical critical
exponents are constant along the line of Gaussian
fixed points parametrized by 4.2 In contrast, for
truncated sets of RG equations critical fixed-point
solutions are found for a range of values of A.
Searching for a criterion that singles out one of
these values we choose the condition

Y2o(A*)=0. (2.14)

=Qolo] (2.13)

There the truncation exhibits not only a marginal
redundant operator but also a vestige of the “line”
of fixed points of the untruncated equations. This
is seen from the fact that the quantity duyo/dA
diverges at A=A%*; that is, fixed points are local-
ized in the plane A=A*. When the numerical
method employing (2.14) is applied to dimensions
d =4—¢, the e-expansion result for 7 is repro-
duced.

III. RESULTS

Results of the scaling-field technique for the
randomly dilute Ising and N-component cubic
models are described in Secs. III B and IIIC. Sec-
tion A discusses tests of the method and the accu-
racy achieved with short truncations.

The following notation is used for the fixed
points: Gaussian, G; isotropic N-vector, O (N); cu-
bic “face” or (1,0,0,. . .) ordered, C(N); cubic
“corner” or (1,1,1,...) ordered, C.(N); decoupled
Ising, DI; and random Ising, RI. The thermal ex-
ponent is denoted by y,g; it is related to the
correlation-length exponent v by v=1/y,,. The
second largest (physical) scaling index y determines
the correction-to-scaling exponent A;= |y | /y49, or
the crossover exponent ¢=y /y,,. Different terms
are being used for singly unstable and higher-order
fixed points. We have considered only even powers
of the spin variable o; however, the leading mag-
netic exponent y, is related to 7 through
yh=1(d+2—7).
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A. General discussion

The truncated set of scaling-field equations ap-
plied to the cubic model has been defined in Sec.
IL. It includes the four “isotropic” fields 20, 40,
60, and 2'0 and the three “cubic” fields 04, 06, and
24. The study is for general N and dimensions
2.8 <d <4. No attempt is made to refine the cal-
culation by studying successively longer trunca-
tions. The accuracy of the numerical results is op-
timized through the choice of the parameter 4 of
Eq. (2.4). For A =0.5 the isotropic N-vector criti-
cal exponents agree well with those obtained by
other technqiues. Results from the scaling-field
method (compared with results from the Callan-
Symanzik equation®) for N =1, 2, and 3 are
v=0.631 (0.630), 0.666 (0.669), 0.697 (0.705);
11=0.024, (0.031), 0.024 (0.033), 0.023 (0.033); and
A;=0.55 (0.498), 0.58 (0.522), 0.61 (0.550), respec-
tively.

The method has been applied to limits for which
exact results are known.

(i) At d =4 —¢, the truncated set of equations
can be solved either analytically or numerically and
the results agree for e << 1. As discussed in Ap-
pendix B, the e-expansion solution for the trunca-
tion reproduces the exact results to leading order in
€ for all fixed points but the random Ising one. To
obtain exact results for the latter would require an
infinite set of equations. Exponents for the tricriti-
cal fixed point in d =3 —e dimensions®! are cor-
rectly obtained to first order in €.

(ii) For all N and general d, a fixed-point solu-
tion Hpy is found that corresponds to N decoupled
Ising systems. The eigenvalue spectrum encom-
passes pure Ising exponents yI, and exponents that
can be expressed in terms of the former,2%*

y&‘=2y£o-—d ’ (3.1a)
o =3y%%—d, ..., (3.1b)
YU =yio+yio—d. 3.1c)

Equations (3.1) provide a measure of the relative
accuracy of the two sets of critical exponents. For
our truncation and d =3, Eq. (3.1a) is satisifed to
within a factor of % As discussed in Appendix A,
the DI fixed point can also be used to check the
computation of the coupling coefficients a,,3 and
amj.

(iii) In the limit N— oo the thermal exponent y 5,
and the correlation-function exponent 7 of the cu-
bic fixed point C,.(N) become identical with
Fisher-renormalized Ising exponents”; ie.,

yo=yi(l—al), n°=7'. 3.2)

This provides another test for the relative accuracy
of exponents. At d =3 the results from our trun-
cation satisfy the two relations to within 5% and
25%. The result that the exponents of the isotro-
pic O (N) fixed point assume spherical-model
values when N — 0,>* is reproduced exactly.
However, owing to the effects of truncation, the
1/N corrections are obtained only approximately.

The scaling-field method does not provide a vi-
able method for studying critical phenomena at or
near two dimensions. The truncated set of equa-
tions works well for dimensions 2.8 <d <4, but
breaks down for d <2.8. The reason is that as d is
decreased further, the number of Gaussian opera-
tors with positive eigenvalues (2.5) increases rapid-
ly. For example, at d =2% the operator Qgo[o],
becomes relevant, which is not included in the
truncation. However, relatively short truncations
are appropriate for semiquantitative studies of crit-
ical phenomena for dimensions between three and
four.

B. The randomly dilute Ising model

A heuristic argument by Harris,* together with
the hyperscaling assumption, implies that small
amounts of quenched impurities change the critical
behavior of the Ising model to some new type for
all d for which the specific-heat exponent « is pos-
itive. For dimension d =4 —e Khmelnitskii'® and
Grinstein and Luther!! demonstrated that the new
random Ising transition is described by a novel
type of fixed point, now referred to as the Khmel-
nitskii or €'/? fixed point. In these works, the re-
plica method was used.”!! The €!/? fixed point is
found only for N =0, for which value no cubic
fixed point exists. The DI fixed point, which plays
the role of the pure Ising fixed point, is unstable
against “replica coupling,” i.e., impurities, with a
crossover exponent ¢=a'.>? [This result follows
from Eq. (3.1a) with ¢=yp& /y2L] The e-
expansion results are inconclusive for three-
dimensional systems. Since the crossover exponent
is small, the question is difficult to investigate by
other than RG techniques. Monte Carlo studies’®
proved inconclusive and high-temperature series ex-
pansions®’ yielded critical exponents that varied
with impurity concentration.

The analysis of the weakly diluted Ising model
by the scaling-field method led to the following re-
sults.
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(i) A stable RI fixed point is obtained in the re-
plica limit N —O0 for all dimensions studied,
2.8 <d <4. This fixed point is located in the qua-
drant (u <0, v >0) associated with the dilute Ising
system and is accessible from the physical space by
RG flow. The fixed-point structure is shown in
Fig. 1(b). Consistent with the Harris argument,’’
the flow is from the DI (u*=0, v* > 0) towards
the RI fixed point. As a function of d, the RI
fixed point connects near four dimensions with the
€'/? fixed point discussed in Appendix B. Further-
more, as shown in Figs. 1(a)— 1(c) and 4, it exists

v A
(a) (b)
LoON=- RI,| N=0
RI
DI DI
NN o \\o(m ,
G uo N
-1 | -1 |
_IJL 14
v v
RI (c) (d)
LoN= 1 N=2
DI \{p1
Now N(N)
F } u F - u
-1 6 ! -1 G I
(N)
-1 C(N) -
o.5ov DI o.sov DI ()
0.25 . 0.25 . N=4
& N T T2 CN)
o} (. 048 -—4—-"— QU u
0.5,1.08 05 1.3 .4
-0.02 -0.10
-004 -0.20

FIG. 1. Projection of the critical surface of the cubic
N-vector model in three dimensions onto the plane of
the isotropic and cubic coupling constants (u,v) for six
values of N, as determined by the scaling-field method.
(The definitions of u and v differ by a factor of 10°
from those in the text.) The arrows on the separatrices
indicate the relative stability of the isotropic O (N), cu-
bic C(N), random Ising RI, decoupled Ising DI, and
Gaussian G fixed points, respectively. Domains not at-
tracted by a fixed point are interpreted as regions of
first-order phase transitions. The physical subspaces are
(u >0, v <0) for the face-ordered cubic model,

(u >0, v>0) for the corner-ordered cubic model, and
(u <0, v>0) for the randomly dilute Ising model.

for a range of N values and, as clearly seen at
N =1, is distinct from the cubic C(N) fixed point.
This is understandable since for N =1 all cubic
eigenfunctionals (2.10) are zero and thus the corre-
sponding scaling fields decouple from the Ising
ones. The only physical solutions in this limit are
the critical and tricritical Ising fixed points, with
which the RI and C(N) fixed points connect
through analytic continuation. These observations
raise a similar question for the three-dimensional
M-vector model described by the replica limit
N =0 of an N,M vector model."!! When
a(M) > 0, one would expect the random and
“mixed” fixed points*® to be different in three
dimensions, even though they appear linked in e-
expansion calculations.®

(ii) Figures 2 and 3 present results for the ther-
mal exponent y,, and correlation-function ex-
ponent 7 of the random and pure Ising fixed
points as functions of d (solid and dashed curves,
respectively). Second-order e-expansion results are
shown for comparison.*”*! In Fig. 2 it is striking
that the latter yield good agreement with the Ising
exponents even at d =3, whereas significant devia-
tions exist for the random Ising exponents already
at d~3.9. Also shown are pure Ising thermal ex-
ponents determined from the Kadanoff variational
method for 2 <d <4.** Based on Harris’s argu-

2.0 T T — - : - o
7
1.8 € Expansion
L 7,
16 Ising,%/ 7
Y. d/’,
20 [ .
,// Random Ising
14+ ° -
1.2 ° -
| CO——t . P S .
2 3 4

FIG. 2. Thermal exponents of the randomly dilute
and pure Ising models as functions of d (solid and
dashed curves, respectively) from the scaling-field
method as well as extrapolations of e-expansion results
by Wilson (Ref. 40) and Jayaprakash and Katz (Ref.
41). The solid and dashed curves are expected to merge
at d =2%. Open circles are exponents of the pure Ising
model obtained by the Kadanoff variational renormal-
ization-group method (Ref. 42).
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ment, one expects new random critical behavior for
this range of dimension since there a'>0 or
y'>d /2. At the end points of this interval the
random and pure fixed points probably coalesce.*?
The bow-like feature of the curves in Fig. 2 sug-
gests that when 3, >d /2, then yX) <d /2, which
supports a generalization of the Harris argu-
ment.2%* At d =3 the truncation yields a'=0.11
and a®= —0.09. The numerical results for n*!
are less reliable, but we expect the curves in Fig. 3
to also rejoin at d =2. The change in sign in p}!
at d~3.9 was first seen in € expansion.*! The
correction-to-scaling exponent is AR =0.29.

(iii) Ising systems with both quenched and an-
nealed impurities, such as the site-diluted Blume-
Capel model,* are also described by the Landau
Hamiltonian (1.1) in the limit N—0. This raises
the interesting question of whether there exists a
random tricritical*® or random-Ising critical end-
point not yet found by € expansion. Since our
truncation contains only even powers of spins, it is
only possible to search for a random tricritical
fixed point. If one exists, it would have nonclassi-
cal exponents. '(The Gaussian fixed point of the
system is triply unstable.) It cannot be found with
the simple truncation. Therefore, we added equa-

0.05—————————

0.04-

003

0.02

001

FIG. 3. Correlation-function exponent 7 of the ran-
domly dilute and pure Ising models as functions of d
(solid and dashed curves, respectively) from the scaling-
field method and extrapolations of e-expansion results
(Refs. 40 and 41). The inset exhibits data near four di-
mensions, where the scaling-field method reproduces the
€e-expansion results exactly for the pure Ising model, but
only approximately for the dilute one.

tions for the scaling fields 80, 44, 26, 08, and 044
with p =0. For d =3, this truncation yielded an
RG phase diagram with the right tricritical
features described by a new doubly unstable fixed
point. However, we think that this part of the cal-
culation is inconclusive because the longer trunca-
tion is not well “balanced” (in the sense of Sec. II)
and leads to difficuities when dimension is varied.

Experimental determination of random Ising
critical exponents is difficult because the crossover
exponent ¢=a! is small. Various experiments
have been reported.*”*

C. The cubic N-vector model

The cubic model (1.1) exhibits interesting cross-
over phenomena. From e-expansion studies it is
known that the stability of the isotropic O (N)
fixed point against a cubic field of strength v
depends on the number of spin components N and
spatial dimension d of the system.>~® Specifically,
a critical value N,(d) exists such that for
N > N.(d) a crossover to a cubic fixed point takes
place when v >0, and to first-order behavior when
v <0.* The value of N, is known for dimension
d =4—€ to order €%,*

N.(d =4—€)=4—2¢+[6£(3)—1]€+0(€%)
(3.3)
and for dimension d =2+ € to order €,%-
N.(d =2+€)=2+4+4e+0(€) . (3.4)

Obviously for d =3 the physically interesting case
N =3 is close to N,. The numerical value of
N.(d =3) has been controversial for some time.

Here we report results of a study of the cubic
model (1.1) for general N and dimensions
2.8<d <4.

(i) Figures 1(d)—1(f) display the domains of at-
traction and relative stability of the physical fixed
points at d =3 for three values of N. The value of
N,, for which the isotropic and cubic fixed points
coincide, is N,~3.4 for our truncation. As N is
increased across N, the lines of isotropic and cu-
bic fixed points cross and their stability changes;
the cubic fixed point changes from tricritical
Cy(N) to critical C.(N) while the isotropic one
changes from critical to tricritical O (N). The dou-
bly unstable fixed points are termed tricritical be-
cause there exists a special value of v, v,, that
separates regions with RG flow governed by a crit-
ical fixed point when v > v;, and “runaway” flow

19,50
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interpreted as indicating first-order behavior>%’

when v <v,. For N =2, the system possesses a
special symmetry in that there is no distinction be-
tween face and corner cubic order, each having
equally many ordered states. This symmetry ex-
tends to the fixed points found for N =2, as shown
in Fig. 1(d). The DI and C¢(N =2) fixed-point
Hamiltonians are related through a rotation in spin
space by 7 /4. Both fixed points are doubly un-
stable and can be viewed as tricritical. This inter-
pretation for C¢(N =2) is consistent with the re-
sults obtained by Ditzian et al.> for the three-
dimensional Ashkin-Teller model.

(ii) Figures 4(a) —4(c) exhibit the exponents
versus N associated with the C(N), O (N), DI, and
RI fixed points at d =3. The special symmetry at
N =2 is apparent in all three plots. The value N,
at which the isotropic and cubic fixed lines cross is
determined from Fig. 4(c). At N, the exponent
Y=g for the O(N) and C(N) fixed points,
respectively, intersect and change sign. A prom-
inent feature of the curves for the thermal and
correlation-function exponents in Figs. 4(a) and
4(b) is their tangency at N,; e-expansion studies
had yielded that result for y,,,* but not for 5. For
N — 0, the exponents associated with the O (V)
and C,(N) fixed points approach the spherical
model and Fisher-renormalized Ising values,
respectively. At N = —2, the isotropic exponents
are Gaussian. For N =1, the cubic exponents as-
sume tricritical Ising values while the random-
Ising exponents approach critical Ising values.

(iii) As a function of dimension d, the critical
value N, varies between two and four in the inter-
val 2 <d <4. The pertinent information is summa-
rized in Fig. 5. Extrapolating the exact result (3.4)
near two dimensions yields the solid curve, while
the dashed curve is obtained from a Padé approxi-
mant*? to (3.3) near four dimensions. The circles
are results for N (d) from the scaling-field method.
The isotropic and cubic exponents were calculated
as a function of N for five dimensions in 2.8 <d
<4 and N, is determined as in Fig. 4(c). Further-
more, in Ref. 19 it had been found that N (d =3)
depends weakly on the parameter 4 of Eq. (2.4).
We conclude from these results that N,(d) is larger
than three at d =3 and must exhibit a point of in-
flection at d < 3.

(iv) The evolution of the properties of the cubic
model as a function of d can be inferred from
Figs. 6 and 7. Shown are the thermal exponents
associated with the isotropic and cubic fixed points
as functions of N for various values of d. The

25
-2 4
2.0 —
Lg- \om km 1
Y20 16
I.q_/\
(o)
1.2
0.03 T
0.021
7 1
001+ C(N)
O(N)
(b)
0 1 ‘ 1
T T
0.8 4
F C(N) 1
0.4
DI ]
;o !
0(N)
-0.4 RI n
r B
.08 (c)
. U D | L
-2 [0) 2 4

N

FIG. 4. Critical exponents of the cubic N-vector
model in three dimensions versus number of spin com-
ponents N for the isotropic O (N), cubic C(N), random
Ising RI, and decoupled Ising DI fixed points, respec-
tively, obtained by the scaling-field method. (a) Thermal
exponent y,q versus N. (b) Correlation-function ex-
ponent 7 versus N. For (a) and (b) the isotropic and cu-
bic exponents are tangent at the critical value N,~3.38
and approach different limits for N— «. (c) Exponent
y of the next-to-leading operator versus N. At
N =N_,~3.38, the isotropic and cubic fixed points coin-
cide and change stability.

curves for 2.8 <d <4 are from the scaling-field
calculation. N, is marked by bars. Plots similar
to Fig. 4(a) may be obtained by superimposing
Figs. 6 and 7. Also shown are isotropic thermal
exponents at d~2.32 by Nienhuis et al.,>* who
used Kadanoff’s variational RG method; at d =2.1
and 2.2 from an extrapolation of Hikami and
Brézin’s 2+ € expansion results®*; and at d =2
from a conjecture by Cardy and Hamber.>> The
exponents approach for all d the spherical-model
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FIG. 5. Critical value N, of the cubic N-vector
model as function of d from the scaling-field method
(open circles) and extrapolation of 2+ € and 4—e expan-
sion results (Refs. 6 and 52) (solid and dashed curves,
respectively).

value y,o=d —2 at large N and the Gaussian value
y20=2 at N =—2. The scaling-field results for
2.8 <d <4 do not show the change in curvature
found at small d. Less information is available for
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FIG. 6. Thermal exponent of the isotropic fixed point
of the cubic N-vector model as a function of the number
of spin components N and dimension d. Results from
the scaling-field method between d =4 and 2.8 are com-
plemented by data from Nienhuis et al. (Ref. 53) for
d =~2.32, extrapolated e-expansion results by Hikami
and Brezin (Ref. 54) for d =2.2 and 2.1, and a conjec-
ture by Cardy and Hamber (Ref. 55) for d =2.
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FIG. 7. Thermal exponent of the cubic fixed point of
the cubic N-vector model as a function of the number of
spin components N and dimension d. Results from the
scaling-field method between d =4 and 2.8 are comple-
mented by data from Nienhuis et al. (Ref. 53) for
d ~2.32, José et al. (Ref. 56) for N =d =2, and
Nienhuis et al. (Ref. 58) for the tricritical Ising ex-
ponent for d =2.

the cubic thermal exponent exhibited in Fig. 7.
For all d > 2, it assumes at N =1 tricritical Ising,
at N =2 decoupled Ising, at N =N, isotropic, and
at N— oo Fisher-renormalized Ising values. Two
dimensions is special. For N =N, =2, we expect
the exponent associated with face and corner-cubic
anisotropy to vary continuously between O and 1,
consistent with two results: First, the XY model
with a weak fourfold-symmetry breaking field 44
exhibits two branches of fixed points with
Yo« | hs|.5® Second, the (discrete) Ashkin-Teller
model has a continuously varying thermal ex-
ponent.2! At d =2 there is no evidence yet for a
Cs(N) fixed point when N <N, while the C¢(N)
transition is first-order when N > N,.!>%* Also un-
resolved is the possible existence of a C.(N) fixed
point when N > N, and whether it or the DI fixed
point determines the critical behavior of corner-
cubic systems.’” The tricritical Ising exponent is
y0=1.8 at d =2.%® The DI fixed point has a mar-
ginal eigenvalue, ¢ =a'=0. These questions
deserve further study.

In the Introduction we mentioned that the
discrete cubic models are characterized by Landau
Hamiltonians with perturbations of cubic and Potts
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symmetry. The transition in the vicinity of the
2N-state Potts point is known to be continuous
when 2N <gq.(d) and first-order when 2N > q.(d),
where g.(d =3) <3.% For N <N,, the O (N) fixed
point determines the critical properties of the sys-
tem. For N in the window g./2 <N < N,, we ex-
pect that the Cy(N) fixed point plays the role of a
tricritical fixed point separating continuous O ()
from first-order phase transition behavior. As
d—2, the width of the window shrinks to zero
since with decreasing d, g, increases while N, de-
creases and g, =2N, at d =2.

Structural phase transitions’ in systems such as
LaAlO;, SrTiO;, and KMnF; have been proposed
to be in the universality class of the cubic model
(1.1) with N =d =3.% According to Fig. 1(e), the
transition should be either continuous or first-
order, depending upon the sign and strength of v.
The experiments are in agreement with this pic-
ture. LaAlO; exhibits a corner-ordered ground
state and a continuous transition.®! Both SrTiO;
and KMnF; are face-ordered, but the transitions
are continuous®"®? and first-order,% respectively,
consistent with the fact that KMnF; is more
strongly anisotropic than SrTi0;.°® When the
transition is continuous, the closeness of the cubic
and Heisenberg exponents makes it difficult to dis-
tinguish between these types of transitions.

The value of N, is of interest for other prob-
lems. For example, it allows one to predict details
of the phase diagram of uniaxially-stressed cubic
crystals® or the nature of the magnetic transition
in cerium chalcogenides.®

IV. SUMMARY

The scaling-field method in critical phenomena
has been generalized and applied to N-component
cubic models in three dimensions, including the
N =0 replica limit. The technique is particularly
appropriate for studying physical systems whose
phase diagrams are rich in crossover phenomena.
Modeling the systems by relatively short trunca-
tions yields good estimates for the asymptotic criti-
cal exponents and should provide a good starting
point for computing crossover scaling functions.
The method allows variation of the number of spin
components N and spatial dimension d. Connec-
tion can thus be made with well understood limits
such as d =4 —e¢ and special N values.

For the random Ising model a stable random
fixed point was found for the interval 2.8 <d <4
which, near four dimensions, is of the Khmel-

nitskii type. The simple truncation yielded at

d =3 the specific-heat exponents a'~0.11 for the
pure Ising and a® ~ —0.09 for the random Ising
transitions, which supports the generalized Harris
argument. Analytic continuation in N showed that
random Ising and cubic fixed points are distinct
solutions of the scaling-field RG equations. This
prompted the question in Sec. III B concerning the
character of the three-dimensional random M-
vector fixed point. It may be distinct from the one
found by e-expansion. Another open problem is
the changeover from random Ising to percolative
behavior at larger concentrations of impurities.
The discrete corner-cubic model has the proper
symmetry for formation of a percolation fixed
point in the N =0 limit, but is only incompletely
represented by the cubic Landau Hamiltonian stud-
ied here. Also interesting is the question of the na-
ture of the tricritical transition in a quenched ran-
domly site-diluted Blume-Capel model. Our ap-
proximation was inadequate to answer this.

For the general cubic model, the cubic and iso-
tropic critical exponents have been studied as func-
tions of N and d. This allowed determination of
N, as a function of dimension. Our results in con-
junction with those at d =2+ € and 4—e¢ imply
N.(d =3)>3. It may be desirable to reexamine
these questions with longer truncations of scaling-
field equations. Presumably this would yield criti-
cal exponents of higher precision and allow one to
extend the study to d <2.8. An important open
question is the investigation of the full Landau
Hamiltonians for the discrete face and corner-cubic
models. Of interest are, for example, the relative
stabilities of the cubic and Potts fixed points.
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APPENDIX A: COMPUTATION OF
COUPLING COEFFICIENTS

The coupling coefficients a,,j, a,,j, and a,, of
Eq. (2.2) are defined by!7%
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exp(Po,) [ (1424 = A)———"——-0,[0]0;[7] =—3 ampOmlo], (A1)
q 80(q) (—— ) =7 m
8 —
P 1-2 ( —A |, o amiQmlol,
A |exp(P,,) [ [1-2u8(@)]d 9 Q,[T] . S P M_q) 7oy Utol= T anOnl
(A2)
l
and with combinatorial factors ¢z given by Eq. (3) of
Gy = —24A8,, 30, (A3) :{ne; 17(b) (using m =m /2, 1—1/2 and k =k /2)
where exp(P,,) is the projection operator, n
5 5 I, _fq f @+ +d) [Tgla)
exp(P,,)=exp | |_ [u&(g)]™! —_— i=1
p(Por=exp | [ [u 55(q) 57(—q) (A6)
(A4) where 2n =j+k—m—2, with n +1<j and
and the Q[o] are defined by Eq. (2.8). The opera- n+1<k, and
tor (A4) contracts in all possible ways n (o, 7) spin
pairs, where n=0,1,2,.... Thus in Eq. (A1), only S(g)=(14+2¢>—A)4q) ,
projections onto polynomials Q,,[o] of order (A7)

A =j+k—2(n +1) contribute.

Similar restrictions hold for (A2). To have a
simple notation for classes of projection coeffi-
cients, we denote by I the set of isotropic operators
I ={20,40,60}, and by C the set of cubic operators
C ={04,06,24}; the isotropic operator 2’0 is listed
separately. Two classes of projection operators
vanish because of symmetry: ac ;=0 and
a; c1 =0, as well as ac;=a; c=0. Therefore, we
have to consider the classes a; j7, ac s, a1,cc, and
ac,cc, as well as a; 1 and ac, ¢, plus special cases in

g@)=v4q)/u(q) .

The functions ug(q) and ¥(q) were defined in Sec.
11 following Egs. (2.4) and (2.8), respectively. The
coefficient @, 5, go for even n is obtained by re-
placing I, by —J,/(2d), which is defined in Eq.
(A21) below. Other nonvanishing coefficients in-
volving 2'0 follow from (AS5): @y 5,20 for n =0
with I, replaced by 1, and a;_, ) 7 o for n =1
with I replaced by K,

which the I are replaced in all possible ways by — 2_A),2

2'0. All coupling coefficients can be written as K fﬁ’( 1+2¢° - 2)g*a)g ) - (AY)
products of combinatorial factors [number of (ii) The class of coefficients ac ¢y is given by
equivalent contraction of (o,7) spins] times a mul-

tiple integral over momenta, which originates from —2an+Y( %I; W +1)

the expansion of Eq. (A4) and the integral in (A1). AmToLk0= _  ~ 1 - L, (A9)

LT —n —1)
(i) The coefficients a; ;; have been calculated n ikl z AN —n —1)!

iously and — _ -
previously and are where 2n =k —m —2 withn +1<k and n +1</;

0,70, k0= —Crjeln(d) (A5) and by
1
—2* (S RNm 4- D) n(n+1(3N DT
Qr TR0 =~ A —1)+ —— 1, (A10)
o nlkl(5mM—n +1)! (I+2)
_ B _ |

where 2n =k —m, withn +1<kand n +1</+42. coefficients a; cc and ac cc; the results are listed in
The coefficients ac c 5 are nonzero when n =1 Table I. The coefficients @, cc are nonzero for
and are obtained from Egs. (A9) and (A10) with even n and follow from the corresponding expres-
the integrals I, _, replaced by K, of Eq. (A8). sions for a,g cc in the table by replacing I, by

(iii) No general formulas exist for the classes of —J, /(2d), with J,, given by Eq. (A21).
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The coefficients a,,;j of Eq. (A2) are computed in

a similar fashion. The nonzero a,,; are
g mr=—(M+DA (A11)

—2m(}N+%m+l‘—1xm+l‘_an

Qe DT AT= = A,
(m—=2),ml (m+D! 1
(A12)
with n =1 and
L,=A4 292 Al3
1 faq g (q) (A13)

and
ayoy0=—24, ayo=44A.

A consistency test of the cubic coefficients of
Eqgs. (A9) through (A13) and Table I versus the
isotropic ones of Eq. (A5) is provided by the DI
fixed-point solution. Since all fixed-point coordi-
nates are nonzero and N-dependent, this checks all
coefficients.

The limit N— o can be performed after apply-
ing the scale transformation (2.12). The coupling
coefficients @,,jx and @,,; for the equations i, are
obtained from

It is convenient to change the normalization of
the n-fold integrals I,,, etc., by a factor [4 /(2m)]",
defining I, =[A4 /(2m)]"I,, etc. The scaling-field
equations remain invariant by simultaneously
changing u—i,

Barp... =[4/Cm]=" 2=l r . (A15)

In the remainder of this appendix we indicate
how the coefficient integrals were computed for
general d. First, consider the integral I, defined
by Eq. (A6). It is simplified by writing in terms of

the Fourier transforms of S(q) and g(q),%
=~ |4 " & e 1
=13 | LSwewr. aie

Since S (g) and g (g) depend only on the magnitude
of g,

n

7 A Qd *® d—1g] ~ n
= 30 | oy [ axx4=1Stgnr,
(A17)
where £ is the solid angle in d dimensions
Qy=dn??/T(1+d /2) . (A18)

The simplification of (A17) over (A6) is at the ex-

T — NFm —Fj—Fp+1 @ pense of having to evaluate Fourier transforms to
mik mik high precision. These are written
and (A14) ~ e
P Six)= fae'q %S(q)
Api=N " Qi » © T .
m o =Qq_1 [ q?7'S(g)dq [ sin®~?geqg .
where in the notation of (2.11) and (2.12), 0 0
F,y =F =5 +¢r, etc. (A19)
TABLE I. Coupling coefficients a; cc and ac,cc.
ml 20 40 04
P —(N—=1)N+2)1, —12(N DI, —6(N —2)I,
—(N —1)N +2)(N +8)I; —2(N —1)(N +8)I, —6(N —2)I,
Gmlio4,24 90 5 __——5————
—(N —1)XN +2)N +8)1, —(N —1)N +8)N +38)I; —2(N —2)(N +20)I,
24,24 180 225 75
—8(N —2)N +2)I;
A5T:24,06 0 0 15
—(N —2)(N —1)}(N +4)N +8)1, —2(N —2)(N —1)N +4)N +8)I3 —(N —4)(N —=2)(N +4)4,4
06,06 12 (N+2) (N+2)
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Angular integration yields®’
S(x)=Qq_VaT[(d —1)/2]
X f: g%~ 'S(q)
><[2/(qx)]“’*2)/2J(d_2,/2(qx)dq .

(A20)

The Fourier transforms are thus obtained by per-
forming one-dimensional integrals that contain a
cylindrical Bessel function whose order depends
upon dimension.

All integrals were evaluated numerically using a
Newton-Cotes five-point formula.®8 The Bessel
function J,(z) was evaluated numerically using
three different types of approximation formulas for
small,®® intermediate (z < 15),7° and large z (Ref.
69); in all cases, polynomials were taken to order
z*® or z7*, There were special difficulties in
evaluating g (x) for d5~3. For small g, its in-
tegrand is g%~ and the integral diverges loga-
rithmically for d —2. Taylor-series expansions
taken to order ¢*® were used to evaluate this in-
tegral for 0<g <0.1. A test of the convergence of
the final integral Eq. (A17), was provided by n =0
which may be evaluated analytically, yielding
I,=1. By plotting the integrand of (A17) we ob-
served that the small n integrals were the most dif-
ficult to evaluate. Good convergence for n =0 (2
parts in 10%) was obtained for 4 =0.5 by integrat-
ing to x =40. All numerical values are to a preci-
sion of better than 0.5%. Further checks on the
method were provided by the special n and d cases
where I, can be evaluated analytically.®® Integrals

were evaluated for dimensions 2 <d <4 in steps of
0.2, and a cubic spline was used to interpolate be-
tween those values.

The other integrals were calculated in a similar

fashion. The integrals J, =[4 /(2m)]"J, are ob-
tained starting from%

4
27

1
(2m)?

n=

fi,x2S~(x)[§(x)]" . (A21)

One test is provided by the analytic result

Jpeo=—4d[(2—A)—A(1—-A4)] . (A22)
The integrals K, and L, are single integrals that
can be computed without use of Fourier trans-
forms.

Results for the three-dimensional integrals are
tabulated in Table II; the notation is I,=I,
+AT,’'. The other integrals are Kj =0.6139,

K} =—0.3211, and L =1.228, when 4 =0.5.
Values of integrals in other dimensions and coeffi-
cients for the longer truncation are available upon
request.

APPENDIX B: SOLUTION BY e-EXPANSION

For d =4—g¢, the scaling-field equations for the
cubic N-vector model with N > 1 reduce in O (¢€) to

dpo = |(N4+2) ,  (N+2)N—1) ;

dl =2y0—1, N2 Mo+ N2 o4
2(N +2) =

- TI 1120140 5 (Bla)

TABLE 1. (Continued.)

60 24 06
—120(N —1) —180(N —2) —20(N +2)*
(N +4) (N +8) (N +4)(N +38)
—12(N —1)XN +8)I, —6(N —2)(N +20)I, —8(N +2)4,
(N +4) (N +38) (N +4)(N +38)
0 —120(N —2)(N +2)I, —15(N —4)(N +4)I,
(N +8) (N +8)
—2(N —1)(N +8)(N +18)1, —24(N —2)(N +14)I, —2(N +2)XN +32)I,
S(N +4) 5(N +8) 15(N +4)(N +8)
0 —2(N —2)(N +2)(N +32)], —6(N —4)(N +4)I,

—60(N —2)(N —1)(N +8)I,

(N +2)

(N +8)

—90(N —4)(N —2)(N +4)I,

(N +8)

—10(N —4)(N*43N —16)I,

(N +2)(N +38)

(N +8)
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TABLE II. Coefficient integrals I and J for d =3
and 4 =0.5.

n T, I I J
1 2.147 —1.505
2 3.2902 —1.980 2.585 —7.185
3 4.562 —2.514
4 6.121 —3.188 19.48° —14.03
5 8.157 —4.086
6 10.91 —5.315 35.13 —20.33
2Exact value 72/3, Ref. 66.
YExact value 7*/5, Ref. 66.
dug = |2AIN+8) 5 | 12(N—1) ,
= I ’
dl €go—1, IN Ko+ N o4
(B1b)
dpos ~ |8 6(N —2)
dl =epos—1 7\,‘#04#404' _N-"_.u(zn >
(Blc)
duyo (N+2) » (N42)N-1) ,
=J —24A .
dl 2 24N2 M40 8N2 Ho4
(B1d)

The integrals are given by I,(d=4)=m/(44),
I,(d =4)=1.305 for 4 =0.5, and J,(d =4)
=m?/(34),% and the marginal scaling field u% is
set to zero. The four fixed points of these equa-
tions; i.e., Gaussian, isotropic N-vector, decoupled
Ising, and cubic N-vector have exponents y,9, V40,

Yos, and 77 that agree to leading order in € with
earlier results.?

For N =0, the cubic fixed point does not exist.
To study this limit we assume that the fixed-point
coordinates p}, and ug, are of O (€!/?) rather than
O (e). For consistency all terms of O (€*/?) must
be included in Egs. (B1b) and (Blc). Within our
truncation, terms of this order originate from the
equations for peg, to4, and pge. This truncation ex-
hibits a fixed point with the eigenvalues

Yro=2—c€e? yu=—2€ yu=-—2(e)!?
(B2a)
and
n=—c2/12, (B2b)
where

¢ =[6/(12967"1,42—1)]'/=0.3788  (B3)

rather than ¢ =(6/53)!/2=0.3365 found by others
for the €'/> Khmelnitskii fixed point.!"*7! One
suspects correctly that there are other terms of

0 (€3”?) not included in the truncation. Unfor-
tunately, it turns out that there is an infinite num-
ber of equations and terms that have to be added:
specifically, all fields pzr, ... with p>2 and ml
up to sixth order in spin. Our conclusion is that
the scaling-field method is not appropriate for e-
expansion calculations requiring terms beyond the
leading order ones. Other approaches are not
plagued by this problem. In fact, one can show
that classes of coupling constants vanish when the
sharp cutoff limit is taken on Wilson’s incomplete
integration formula.”

*Present address: Department of Physics, University of
Illinois, Urbana, Ill. 61801.
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