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Self-consistent calculations for both types of vacancies in a polar semiconductor are

presented. The study is carried out by the Green's-function method proposed by Baraff
and Schliiter and applied to the silicon vacancy. The GaAs band structure was obtained by

a self-consistent pseudopotential calculation based on localized orbitals only. The Green's

function for the perfect crystal was then expanded in the same basis set, and both vacancies

were separately studied. Owing to the polar nature of the host semiconductor, the self-

consistent treatment was necessary to obtain reliable results. The Ga vacancy has a very

weakly bound state almost degenerate with the top of the valence band, while the As va-

cancy has a deep bound-state level, 1.08 eV above the top of the valence band. The As va-

cancy also gives rise to an overall modification of the density of states very similar to the

case of the ideal silicon vacancy. Modifications of these results due to lattice-relaxation ef-

fects are discussed in light of available experimental data.

I. INTRODUCTION II. METHOD OF CALCULATION

The electronic structure of localized defects in

III—V compounds is of crucial interest in the

understanding of optical and electrical properties of
a class of materials of major importance in most
fields of pure and applied solid-state physics. To
study these defects we have adopted the self-

consistent approach based on the Green's-function
method which was successfully tested in the case of
the silicon vacancy. '

The study of the two idea/ neutral vacancies in

GaAs is both necessary and useful, because it is re-

quired for further calculations involving lattice re-

laxations around them and already allows an in-

teresting comparison between compound and ele-

mental semiconductors, i.e., the ideal neutral Si va-

cancy which was previously studied. ' Also, the
results for neutral ideal vacancies are the only ones
available from other non-self consistent ' or
cluster-type calculations. This comparison then al-

lows us to have a direct insight into the specific ef-

fects of self-consistency on calculated energies.
In Sec. II we recall the method of calculation; in

Sec. III after some general observations on vacancies
in compound semiconductors we examine in detail

the results obtained for both types of vacancies.
Sec. IV is devoted to some conclusions.

We here briefly recall the Green's-function
method adopted to the calculation of localized de-
fect states. A point defect is represented by a poten-
tial U(r) which vanishes at large distance, and is

described by

(Ho + U)g(") = EP(r)

where Ho ————,V + V, is the unperturbed Ham-

iltonian. The defect potential U is the difference
between the total self-consistent potentials for the
imperfect crystal and the perfect crystal. The physi-
cal approximation we use is a one-electron potential,
consisting of a local pseudopotential that takes into
account the interaction between the ionic cores and
the valence electrons, and a Coulomb potential plus
a local-exchange —correlation function of the
valence electron density to describe the interaction
between valence electrons. For the ion pseudopo-
tentials of Ga and As we consistently use the
Hamann-Schluter-Chiang -type pseudopotentials for
both band-structure and vacancy calculations.
These intrinsically nonlocal pseudopotentials are
here approximated by the local I = 0 s pseudopo-
tential. This approximation is justified by consider-
ing that for both Ga and As the nonlocality (defined

as the difference between the s and p pseudopoten-
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tials) is small compared to the angular momentum
barrier of l(l + l)/r effectively experienced by the

p electrons. The pseudopotentials, originally ob-
tained in numerical form, were fitted to a superpo-
sition of Gaussians plus an error function which
describes the Coulomb potential arising from a
smeared Gaussian ionic charge:

V(r) = ——erf(raII ) + g u;e
r l

for the arsenic vacancy.
The GaAs band structure was calculated follow-

ing the approximations cited above, using orbitals of
the form

where YI~(0) are spherical harmonics. We took
20 orbitals per atom, i.e., two sets of 9 orbitals

TABLE I. Characteristic parameters used for the fit
of the pseudopotentials of Ref. 10 to a sum of Gaussians
plus an error function times Zlr according to—Eq. (2).
Energy in hartrees.

v;(a.u. ) Q )(a.U. )

The u; and a; were obtained through a least-squares
fit. The chosen fits were able to reproduce within

1% the atomic eigenvalues and eigenfunctions of the
original nonlocal psuedopotentials (see Table I).

The form of Slater-type exchange and correlation
potential Xa, with e = 0.79, was the same for both
band-structure and vacancy calculations. The
Coulomb potential is obtained by solving Poisson's

equation as explained in detail for the silicon-

vacancy calculation. '

The loop of self-consistency is entered with a
starting defect potential obtained by adding an ad
hoc screening to the unscreened defect (in the
language'of pseudopotentials and in the case of va-

cancies, this is the ionic pseudopotential of the miss-

ing atom with the opposite sign) and the resulting

charge density is evaluated. This charge density is
used to calculate a new defect potential, a portion of
which is blended to the old starting potential. The
process is repeated until input and output potentials
agree to within some specified limit at all points in

space. The whole process was carried out twice:
once for the gallium vacancy, and once for the ar-
senic vacancy.
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FIG. I. Top panel: density of states of perfect GaAs
for valence (solid line) and conduction (dashed line) bands
as obtained in this work and (dash-dotted line) experi-
mentally in Ref. 8. Central and bottom panels: phase
shifts induced by a neutral Ga vacancy and by a neutral
As vacancy, respectively.
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(I = 0,1,2) plus an additional s function r e
and two decay constants, o.i and a2. The choice of
a~ ——0.2(a.u. ), a2 ——0.6(a.u. ) for both Ga and As
sites was found to be a convenient one.

The self-consistent band-structure calculation was

carried out keeping Hamiltonian and overlap matrix
elements up to fifth neighbors. The resulting densi-

ty of states appears in the top part of Fig. 1. In
spite of using a local-exchange —correlation poten-
tial the fundamental gap is closer to the experimen-
tal value than previous experience with first-

principles pseudopotentials would have led one to
expect (i.e. , too small a gap). This may be the price
we pay for the use of a local pseudopotential instead

of the full nonlocal first-principles pseudopotential.
Since, however, the shape of the density of states is

in good agreement with both experimental (dash-

dotted line in top Fig. 1: Ref. 8) and previously cal-
culated' density of states for GaAs, it is clear that
the band structure we obtained is actually meeting
the requirements for an appropriate construction of
the Green's function for the perfect crystal (see
Table II). As in the case of silicon, we evaluate the
wave functions on a grid of 70 points per 4, of the

Brillouin zone (BZ) and the energies on a grid of
203 points per 4, of BZ. In the expansion of the

Green's function it is sufficient to use orbitals out as

far as second-nearest neighbors, 17 sites in all. This
leads to a total of 340 orbitals, and the largest size

of the density matrix, that for representation T2, is

52 X 52.
We have taken the same 20 orbitals per atom for

calculation of the As and Ga vacancies. (In the
language of Ref. 1, inner-set and outer-set orbitals
are the same in this calculation. ) In Figs. 2 and 3
we see the spherical average of the final self-

consistent defect potentials for the As and Ga va-
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cancies, respectively. From the range of these po-
tentials it follows that the choice of extending the
inner set to nearest neighbors only is a good approx-
imation. We are thus left with 4 sites and 20 orbi-
tals per site, i.e., 80 orbitals altogether. The max-
imum size of the matrix [N —D (E)] to be invert-

ed, that for representation T2, is only 14 && 14.

III. STRUCTURE OF THE VACANCIES
IN BINARY ZINC-BLENDE

SEMICONDUCTORS

The ideal Ga and As vacancies are the first
models to be studied before the surrounding lattice

vGq
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FIG. 2. Spherical average of the self-consistent poten-
tial of the gallium vacancy in GaAs for the last iteration.
Solid line: input potential; dashed line: output potential.

TABLE II. Comparison of energies E„(k)at symmetry points I, X, and L obtained in the
present work and in Ref. 12. Energy in eV.

I [Ref. (12)] X [Ref. (12)] L [Ref. (12)]

—12.28
0.00

1.54

3.92

—12.55
—0.35

0.00
1.51

4.55
4.71

—10.15
—6.27

—2.33

1.95
2.16

—9.83
—6.88

—2.99
—2.89

2.03
2.38

—10.80
—6.08

—0.95

1.67
4.73

—10.60
—6.83

—1.42
—1.20

1.82
5.52
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FIG. 3. Spherical average of the self-consistent poten-
tial of the arsenic vacancy in GaAs for the last iteration,

tight-binding parameters. Note that, in addition to
change self-consistency effects, empirical tight-
binding calculations are often affected by an insuffi-
cient description of the crystal conduction bands. '

However, both the symmetry classification of the
different contributions to the change in the density
of states and the simple physical picture of their
meaning in terms of the broken bonds remain un-

changed for the Ga and As vacancies in GaAs, and
we refer to the discussion of the Si vacancy. ' %'e

just recall that Td, the point group of the vacancy,
has five representations I ](A ] ) I Q I 3 1 4, I 5, ( Tp),
the frrst one-dimensional, the third two-dimensional,
and the fourth and fifth three-dimensional. The 3

&

and Tz representations may be seen, in terms of the
four broken bonds a, b, c, and d, as the nodeless,
totally symmetric combination a + b + c + d (s
character at the vacancy site) and the three degen-
erate combinations of the type a + b —c —d (p
character at the vacancy site), respectively. The I 3

and I 4 representations involve back bonds only and
are expected to give very small contributions to the
total change in the density of states.

is allowed to relax. Furthermore, it is interesting to
compare the results of this self-consistent calculation
for vacancies in polar semiconductors to the purely
covalent case, to infer trends in the behavior upon
lattice relaxations. ' '

An ideal 3 vacancy in a binary semiconductor
8 (M + i]]]' = 8) with zinc-blende structure is

surrounded by 4 B atoms that remain in their bulk
crystalline positions, and its creation results in four
broken bonds pointing from the 4 B atoms towards
the 3 vacancy. The neutral 3 vacancy is created by
removing the 3 + ion and M electrons, while for a
8 vacancy (surrounded by 4A atoms) the 8 + ion
and N electrons are removed. Thus the four neigh-
bors are of different chemical species for 3 and B
vacancies, as are the number of electrons to be re-
moved together with the missing ions. Various ex-
perimental results' ' indicate that the two types of
vacancies in compound zinc-blende semiconductors
indeed behave in different ways. Moreover, the re-
moval of neutral atoms modifies the somewhat ionic
character, present in the perfect A B crystal. As
a result, the self consistent potential experienced by
the electrons in the neighboring atoms is expected to
be different from that obtained by the simple atom-
removal procedure which applied quite well to the
covalent Si case. Thus for polar semiconductors
self-consistency is expected to modify the results of
non-self-consistent calculations based on empirical

A. Gallium vacancy

In Fig. 1 (top) we display the bulk density of
states as obtained in our self-consistent band-
structure calculation. In the central panel the 3

&

and Tz phase shifts induced by the self-consistent
Ga vacancy potential are shown on the same energy
scale. The phase shifts P(E) have been calculated
according to Ref. 1 and describe the energy distribu-
tion of changes induced in the density of states
hn (E): The integral

F.
2

AnE = —— Ez

shows that the number of states gained (or lost) in

the energy interval E j & E & Ez is equal to m

times the difference in the phase shifts at the limits
of the interval. Since the imaginary part of the
Green's function vanishes in the gaps, the phase
shift there must be a multiple of m, and the edge-to-
edge integral over a band must produce an integer
number of lost or gained states. This is separately
true for the contributions of different symmetry
types. Thus the interpretation of the lower panels of
Fig. 1 is straightforward. Looking at the central
panel we see that for the 3

~ symmetry the ideal
neutral Ga vacancy has neither gained nor lost
states from its valence band, but a strong resonance
shows up at the upper edge of the lower gap and
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TABLE III. A
&

and T2 levels and T2 —A
& splittings for V~, and VA, (the energy zero is at the top of the valence

band) as obtained in different calculations. A: imperfect-crystal method Ref. 4; B: empirical tight binding Ref. 5; C:
self-consistent Xa cluster Ref. 6; D: present work. Energy in eV.

A

T2 T2 —A)
B

T2 T2 —A)
C

T2 T2 —A) A) T2 T2 —A)

V , 0.2 0.3
VA, 1.18 1.25

0.10
0.07

—0.6
0.71

0.02
1.47

0.62
0.76

—0.98 0.55
0.86 1.33

1.53
0.47

—1.0 0.06
—0.8 1.08

1.06
1.88

another appears 1 eV below the top of the valence
band with a width of +0.4 eV. For the T2 sym-

metry, one threefold-degenerate state is lost through
a strong antiresonance at the upper edge of the
lower gap and another one is lost at the top of the
valence band. Both are immediately recovered as
true bound states very close in energy to the corre-
sponding edges. The binding energy of the T2
bound state in the fundamental gap is 0.06 eV and
the energy of the lower bound state is at —10.05
eV, 0.1 eV above the edge of the lowest band.

In the upper half of Table III we compare for the
Ga vacancy the position of the 3

&
resonance and T2

bound state in the fundamental gap region to the
same levels previously calculated by the imperfect-
crystal method, the empirical tight-binding

method, and by self-consistent cluster calculations.
The 3

&

—T2 splitting is also displayed. %'e notice
that, for the case of the Ga vacancy, the empirical
tight-binding calculations yield overall results com-
patible with our self-consistent results. However,

the 3
&

resonance is lowered and thus the A i
—T2

splitting is increased by self-consistency. On the
other hand, the cluster calculations for the Ga va-

cancy yield levels that are not compatible with ei-

ther method. Looking at the nature of our self-

consistent T2 bound states at E = 0.06 eV we no-
tice that the gap bound state of VG, is almost de-
generate with the band edge (i.e., with a continuum
of extended states). Thus, both the chosen size for
the cluster and the intrinsic lack of connection to
Bloch states of the perfect crystal seem to prevent a
proper description of the gallium vacancy in a clus-
ter approach.

Figures 4 and 5 show the A
~

and T2 changes in
the density of states for the Ga vacancy as obtained

by this work and in Ref. 5, respectively. The overall
agreement between the two figures suggests that the
tight-binding method gives a good approximation to
the physics of the Ga vacancy. More detailed com-
parison shows that the A

&
resonance at the top of

GOAS: VG~

Vlx
D
K
O
UJ

LLI

'v=y

T2
BOUND STATE
E =- t0.05 ev

BOUND STATE
E=0.06 ev

I I I i I g $ s

-)2 -10 -8 -6 —4 -2 0 2
ENERGY {ev)

FIG. 4. A
&

and T2 contributions to the change in den-
sity of states induced by an isolated neutral Ga vacancy
in GaAs 'as obtained in this work.

the valence band has been lowered by self-

consistency. The lower 3
&

resonance in Fig. 11 has
been found as a very loosely bound state in Ref. 5

and thus does not appear in Fig. 5; but the energy
difference is of the same order of magnitude as the
relative precision in two difFerent band-structure cal-
culations. The shape of the T2 curves is similar up
to —1 eV, where, due to the presence of a loosely
T2 bound state in the fundamental gap, one would
expect an antiresonance in both cases; instead, the
tight-binding results of Ref. 5 show only a pro-
nounced resonance presumably merging with the
bound-state at 0.02 eV. The position of both the
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lower and the upper T2 bound states, not displayed
in the figures, is almost identical for both calcula-
tions (see Table III).

Our results for the ideal Ga vacancy could not be
carried to full self-consistency (Fig. 2) because of the
tendency of the partially filled T2 level to dip into
the top of the valence bands. This instability is, of
course, somewhat artifical since lattice distortions of
either the Jahn-Teller type or the symmetric breath-
ing type are expected to occur, which will alter the
level structure.

The correlation between the structure in the phase
shifts and the structure in the density of states of the
perfect crystal, which had been found and em-
phasized in previous papers concerning vacancies in
covalent semiconductors, " appears clearly in the
case of both types of vacancies for this example of a
polar semiconductor, and the arguments previously
pointed out apply here as well.

The charge density associated with the 3
&

reso-
nance at —1 eV and with the T2 bound state at
0.06 eV are displayed as contours in the (110) plane
containing two dangling bonds and the Ga vacancy

T2

FIG. 6. Charge-density contour plots displayed in a
(110) plane of atoms containing one Ga vacancy. The
charge density associated to the 3 i resonance at —1.0 eV

(top) and to the T2 loosely bound state at 0.06 eV (bot-

tom) are shown. Units can be deduced from the corre-

sponding bond profiles in top of Fig. 7.

(Fig. 6). The charges are also shown as profiles
along the direction of the dangling bonds (Fig. 7,
top). Both states are close to the top of the valence
band and clearly appear as combinations of mainly
p-like orbitals of the neighboring As atoms. Com-
parison to the bond profiles shows that both states

give positive contributions to the total charge distur-
bance. Analyzing the A i phase shifts in detail we
find that the antiresonance at the onset of the
valence band and the strong resonance following it
appear both as combinations of mainly s-like arsenic
orbitals, but the two charge contributions have oppo-
site signs and their sum, whose integrated net charge
is zero, results in a charge transfer from the vacancy
site to the back bonds. This is a consequence of
charge rearrangement upon having removed a neu-
tral Ga atom from slightly ionic crystalline environ-
ment. Similarly, for T2 symmetry charge transfer
occurs from the vacancy site to the back bonds.
This charge transfer originates from an antireso-
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FIG. 7. Charge-density profiles associated with the 3
&

resonance ( —1.0 eV) and the T~ bound state (0.06 eV) of
the Ga vacancy (top) and with the A i resonance ( —0.8
eV) and the T2 bound state (1.08 eV) of the As vacancy
(bottom} plotted along the direction of the broken bond
(compare top with Fig. 6 and bottom with Fig. 13).

nance at the onset of the valence band closely fol-
lowed by loosely bound state E = —10.05 eV.

The sum of the scattering-state charge densities

from all symmetries contains also the small I 3 and

I 4 contributions, whose phase shifts, although not

displayed, are part of the calculation. In contrast,
no I 2 contributions arise in our approximation be-

cause the nearest orbitals that could give rise to a I q

phase shift (p and d orbitals centered at the second-

nearest neighbors) are not included in our inner

LCAO set.
The total charge disturbance is produced as the

superposition of all scattering stat&a and the bound
states are appropriately occupied. In our case, to
yield charge neutrality we fi11 the higher T2 bound
state to one-half occupancy. We see that the main

part of the total charge disturbance (hp in Figs. 8

and 9) is of a much shorter range than the individu-

al bound states and resonances (Figs. 6 and 7 top).
This is a common observation for self-consistent cal-
culations concerning defects and surfaces in

solids. ' ' ' This physical efFect allows us to face
the problem of self-consistency using the Green's-
function method with a reasonable number of orbi-
tals and neighbors. In contrast to covalent silicon,
however, some small longer range charge fluctua-
tions persist due to the partial ionic nature of GaAs.

FIG. 8. Charge contour plots along the (110) plane
for the Ga vacancy. Top: unperturbed GaAs. Center:
GaAs with one Ga vacancy. Bottom: total charge dis-
turbance introduced by the Ga vacancy. Units can be
deduced from the corresponding profiles in Fig. 12.

The perturbed charge density p in Figs. 8 and 9
shows the disappearance of the bonding charge with
the removal of the gallium atom.

B. Arsenic vacancy

In the case of the arsenic vacancy the overall
structure of the phase shifts is quite similar to the
case of the silicon vacancy, as can be seen in Fig. 1

(bottom panel). Quantitatively, differences occur. In
contrast to the case of Si, the A

&
antiresonance cor-

responding to the onset of the valence band is so
strong for As vacancies that a complete state, i.e.,
the As s state, is removed.

Near the fundamental gap a sharp A
&

resonance
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FIG. 9. Charge-density profiles along the direction of
t e ro en oh b k bond. Solid line: unperturbed GaAs.

as - ottedDashed line: GaAs with one Ga vacancy. Dash-do e

line: total charge disturbance introduced by the Ga va-

can cy.

if found at —0.8 + 0.3 eV and a T2 bound state

appears at 1.08 eV. Thus a deep level is associated
with the ideal arsenic vacancy. The corresponuing
c argeh rge densities are shown in Fig. 7 (bottom and in

Fi . 10. We see that the 3
&

resonance and especia-
1 h T bound state are much more localized tha

ig.
ny t e 2 oun

i allin the case of the gallium vacancy, and practica y
all the charge lies in the region of the dangling
bonds.
The position of the T2 bound state is well separated
from both band edges at about —, of the fundamen-

ta1 gap and fu11 self-consistency could be achieved

[i.e., input and output potentials agreed on the aver-

age to 0.02 eV with a maximum of 0.33 eV (Fig.
3)]. The Tz bound state (Figs. 7 and 10) is filled to
one-sixth occupancy to yield a charge-neutral vacan-

cy. We look again at Table III to compare the po-
sition of the 3 ~ and T2 levels in the gap region with
the results of previous calculations. The position o
the T2 bound state is roughly compatible among all

calculations, but again we see that self-consistency
has radically lowered the position of the 3 ~

level
and increased the A

&

—T2 splitting.
In Figs. 11 and 12 we compare our changes in

the density of states obtained for the As vacancy to
the tight-binding results of Ref. 5. More pro-
nounced differences than in the case of the Ga va-

cancy occur, in particular, for the 3
&

contributions.
The strong .4

&
resonances at —0.8 eV is found in

FIG. 10. Charge-density contour plots displayed in a

{110)plane of atoms containing one As vacancy. p:vacanc . To:
charge density associated with the 3

&
resonance at —0.8

eV. Bottom: charge density associated with the T2

bound state at . e1.08 V Units can be deduced from the

corresponding bond profiles in bottom Fig. 7.

Ref. 5 as a true bound state well inside the gap with

E = 0.71 eV. As a consequence the whole struc-

ture above the lower gap looks quite diA'erent; only

almost identical in the two cases. On the other

hand, the Tz symmetry shows similar changes in

the density of states for both calculations. The e-
fect of self-consistency can also be seen for the case

of both vacancies in Table IV, where we monitor

the positions of the 3
&

and T2 levels in the gap re-

gion as a function of iterations.

We now look in more detail at the phase shifts of
the As vacancy and the corresponding charge con-
tributions. The density of states of the perfect crys-
tal loses a state of 3

~ symmetry at the onset of the
valence band, i.e., an arsenic s-like state. A bound

state, very close to the upper edge of the lower gap
at E = —6.37 eV is followed by an antiresonance.
In contrast to the Ga vacancy the bound-state an-

tiresonance pair corresponds to moving charge away
from the back bonds into the vacancy region. This
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FIG. 13. Charge contour plots along the (110) plane
for the As vacancy. Top: unperturbed GaAs. Center:
GaAs with one As vacancy. Bottom: total charge dis-

turbance introduced by the As vacancy. Units can be de-
duced from the corresponding bond profiles in Fig. 12.
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FIG. 12. 3 ~ and T2 contributions to the change in the
density of states induced by an isolated neutral As vacan-

cy in GaAs as obtained in an empirical tight-binding cal-
culation (Ref. 5). Units can also be deduced from Fig. 6.

is a consequence of having removed a neutral As
atom from a slightly ionic crystalline environment.
The total contribution of the scattering states shows
a charge which is more localized in the dangling-
bond region than it was in the case of the neutral
gallium vacancy.

Finally we look at the total unperturbed and per-
turbed charge density, and at the difference charge
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TABLE IV. Position of the 3 I, T2 levels and the T2 —31 splitting as a function of the iterations performed before
reaching self-consistency. Energy in eV.
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Voa T2

T2 —3 I

0.0
0, 8

0.8

—0.7
0.15
0.85

—0.8
0.2
1.0

—0.9
0.18
1.08

—1.0
0.08
1.08

—1.1
0.03
1.13

—1.0
0.06
1.06

T2
T2 —AI

1.4
2.2
0,8

0.98
2. 1

1.12

—0.3
1.51
1.81

—1.0
1.08
2.08

—1.3
0.97
2.27

-- 1.1
0.88
1.98

—0.7
1.28
1.98

—0.9
1.16
2.06
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0.96
1.76
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1.88
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FIG. 14. Charge-density profiles along the direction of
the broken bond. Solid line: unperturbed GaAs.
Bashed line: GaAs with one As vacancy, Bash-dotted
line: total charge disturbance introduced by the As va-

cancy,

perturbance introduced by the arsenic vacancy
(Figs. 13 and 14). Comparing p and bp with the
previous case of the gallium vacancy (Figs. 8 and 9)
we notice that the total charge perturbance of the
arsenic vacancy is both larger and more localized.
This is expected, since the As vacancy corresponds
to the presence of a more repulsive potential plus
the removal of five electrons in the environment of
less attractive Ga potentials. In the case of the Ga

. vacancy, on the other hand, a more shallow repul-
sive potential was surrounded by more attractive As
potentials and three electrons only had to be re-

moved. This explains very well why in the case of
gallium the charge perturbance is still slightly dif-
ferent from zero at two bond lengths away from the
vacancy (Fig. 9).

IV. CONCLUSION

We calculated with the self-consistent Green's-
function technique the electronic structure of the
ideal neutral Ga and As vacancies in GaAs. We
obtained in the gap region a bound state at
E = 1.08 eV, i.e., almost degenerate with the top of
the valence band for the Ga vacancy. It is tempting
to conclude that the As vacancy is the more impor-
tant defect of the two vacancies in GaAs on the
ground of the deep-level energies. This may, how-
ever, not be correct. In fact, observed trends in ele-
rnental and compound II—VI semiconductors'
show that the metal vacancy in compound materials
exhibits large Jahn-Teller distortions. More recent
observations' confirm that the Ga vacancy is
indeed responsible for one of the deep 1evels related
to simple native defect of GaAs. General trends'
together with experimental evidence' tell us that
our results, obtained for the neutral ideal Ga vacan-

cy, are expected to be strongly modified by Jahn-
Teller distortions, and that only after the different
charge states of the relaxed vacancy have been cal-
culated, transitions between the appropriate confi-
gurations can be reasonably compared to the experi-
mental results. En particular, available DLTS
(deep-level transient spectroscopy) data' referring to
n-doped samples show a deep E3 line which is attri-
buted to the Ga vacancy. We believe that this sig-
nal could arise, for instance, from a V ~ V tran-
sition, after the ideal V level has been split by
Jahn-Teller distortions into two levels, one below
and one above the valence-band edge.
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On the other hand, the energetic position of the
T2 state of the ideal neutral As vacancy in the gap
suggests that the relaxed As vacancy could still be a
deep level and thus has to be associated to another
observed deep level in GaAs, vvhose nature has not
yet been fully understood. The As vacancy also
seems to play an important role in the luminescence
lines of GaAs (Refs. 12 and 13), but in this case its
role is often described in terms of more complicated

complexes (like a hold loosely bound to a
Sio, —VA, complex" ).

Finally, the overall shape of the modifications of
the density of states of the infinite crystal induced
by the ideal As vacancy closely resembles that of
the ideal silicon vacancy. This suggests also that its
behavior upon relaxation may resemble that of Si
and may also exhibit "Anderson negative-U " char-
acter."
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