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Electronic structure and local atomic configurations of flat and stepped (111) surfaces of Ni and Cu
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Results of self-consistent linear-combination-of-atomic-orbitals calculations for ideal and
stepped (111) surfaces of Ni and Cu are presented. They are related to catalytic activity by
a simple physical picture. The d band is decomposed into a “local” d band at each site.
The width, position, and occupancy of this local d band show simple trends as a function
of site coordination. For Ni (and similarly, for Pt) sites of highest coordination tend to be
the most active sites on a surface, provided they are accessible to adsorbate molecules.
Copper shows little activity, regardless of site coordination.

I. INTRODUCTION

Catalysis is of great physical interest, and it is
commercially important. In consequence, much ef-
fort has gone into the study of catalytic processes.
Despite this, a detailed understanding of the
behavior of catalysts is developing only slowly, for
several interrelated reasons.

Foremost among these reasons is the complexity
of the processes involved, especially for commercial-
ly important reactions. Several independent reac-
tion steps may take place, each of which depends
sensitively on a great number of circumstances, in-
cluding temperature, partial pressure of each reac-
tant, structure of the catalyst, and reaction time.
Furthermore, the separate reaction steps may com-
pete, one inhibiting the other. Thus it is often diffi-
cult or impossible to isolate the effect of a single
reaction condition upon a single reaction step.

Theoretically, the full problem of a catalyzed
reaction is intractable. The effect of a catalyst is to
alter the rate at which a reaction proceeds. Reaction
rates, however, are notoriously difficult to predict,
and the treatment of reaction dynamics on even the
simplest catalyst surface must be regarded for now
as impossible.

One of the simplest effects one might study is the
effect of steps on the electronic structure and, in-
directly, on the catalytic activity of transition-metal
surfaces. It is known that steps and kinks greatly
increase the activity of the close-packed (111) sur-
faces of transition metals, but not of noble met-
als.'~* This effect has important implications on
the design of practical catalysts. Moreover, it is
conceptually simple, since only the geometry

changes.

It is generally accepted that the usefulness of the
group-VIII transition metals as catalysts is due to
their almost-filled d bands. As one moves across
the Periodic Table, transition metals with more
filled d bands tend to bind adsorbates less strongly.
A good catalyst must provide an optimal comprom-
ise between too strong binding, which results in ir-
reversibly bound adsorbates, and too weak binding,
where the surface is nearly inert.

The most generally useful catalysts fall in the last
column of transition metals: Ni, Pd, and Pt. The
next to last column of transition metals, Co, Rh,
and Ir, are much less generally useful as catalysts,
presumably because they are too chemically active,
i.e., they bind adsorbates too strongly. The noble
metals, on the other hand, are practically inert.
Thus for Ni, Pd, and Pt, we see that the chemical
properties must be an extremely sensitive function
of the local electronic occupancy. It is this local oc-
cupancy, and its dependence on local geometry,
which we wish to examine.

We find that sites of lower coordination, such as

_ a step site, have a more completely filled local d

band, and so are less chemically active. Sites of
higher coordination than an ideal surface, such as
the concave site at the bottom of a step, have more
d holes, and so exhibit greater chemical activity.
(This assumes that they are physically accessible to
an adsorbate, as appears to be the case.) Erley and
Wagner? have found that the binding energy of car-
bon atoms on Ni(111) is greater at step sites, leading
to dissociative adsorption of CO.

The precise connection to catalytic activity neces-
sarily remains conjectural at this point. It may sim-

754



24 ELECTRONIC STRUCTURE AND LOCAL ATOMIC. . .. 755

ply be that the juxtaposition of sites of different
chemical activity facilitates sequences of reaction
steps, by providing sites with the proper bonding
properties for each reaction step. However, because
of the very nearly filled d band of Ni, and the con-
sequent weak bonding of adsorbates, it is reasonable
to suppose that for the stepped surface it is sites of
stronger bonding which are responsible for the
enhanced catalytic activity, relative to the ideal sur-
face.

There is another, more subtle argument which
also suggests that the concave site at the step plays a
special role in catalysis. There is a long-standing
conjecture that the catalytic activity is related to
fluctuations in the local quasiatomic configurations.
If we imagine an adsorbate molecule interacting
chemically with a single atom in the metal surface,
that molecule has a finite probability of “seeing” the
metal atom in any of a number of local atomic con-
figurations. (We are speaking only of the d band
here. For the less localized s and p orbitals it is
probably too crude to speak of a local atomic confi-
guration.) This flexibility on the part of the catalyst
atoms explains qualitatively some of the most strik-
ing features of catalysts—their ability to catalyze
widely disparate reactions, and their ability to in-
teract chemically with a molecule, without binding
any reactant so tightly as to poison the surface.
Such fluctuations are stronger at a more bulklike
site, where electrons have a more itinerant charac-
ter. Fluctuations are suppressed at a site of low
coordination. We characterize the degree of fluctua-
tion at various sites by calculating the occupancies
of individual d orbitals. In an atom each one-
electron spin orbital has integral occupancy; the de-
viation from integral occupancy is a measure of the
degree of fluctuation. We describe in Sec. II C how
we choose the appropriate basis of d orbitals at each
site.

In Sec. II, we describe the calculation—the for-
malism, the physical approximations, and the quan-
tities to be calculated. In Sec. III, we examine the
results of our calculations, and the significance of
these results for catalysis. In Sec. IV, we consider
the usefulness of our results in understanding other
transition- and noble-metal systems, particularly
some recent experimental results for the (100) sur-
faces of Au with Pt overlayers and of Pt with Au
overlayers.®

5

II. THE CALCULATION

The method which we use here has been
described elsewhere”® but we include a summary

for completeness. For our Hamiltonian we use the
usual tight-binding parametrization scheme of Slater
and Koster.” We include 3d, 4s, and 4p orbitals,
with interactions up to second nearest neighbors.
Rather than calculate eigenstates for a thin film, as
is often done, we prefer to consider a semi-infinite
crystal. This is possible if we treat propagation
between layers in a real-space Green’s-function for-
malism, which has been developed elsewhere.”® We
first review the formalism for an ideal surface, and
then make the simple extension to a stepped surface.

A. The Green’s function

Let ¢;z denote the ith local orbital, centered on
lattice site R. Also let R denote a lattice vector
lying in the mth plane of atoms from the surface.
For our basis we take Bloch sums in a single plane,

{b[m(z) = N_l/z 2 ¢iRm exp(if' ﬁm) ,
Rm

where X is a wave vector parallel to the surface, and
N is the number of atoms in a layer.

The Green’s function is defined by Dyson’s equa-
tion, which for our one-electron Hamiltonian is sim-
ply I = (e — H)G. We handle the orbital indices
implicitly in matrix notation, but write the layer in-
dices explicitly as subscripts. For example,

Gomn (K ,€) is a matrix such that

[Gon(K)lyj = (b (K) | G (€) | (K)) .

Then Dyson’s equation leads to an infinite set of
simultaneous equations involving different layers.

For example, with only neighboring layers in-
teracting, we can write

i:(f—ﬁll)éll—ﬁ1262ly
0=(e—Hyp)Gy — HyGy — HypGyy, (1)
0=(e—Hy3)Gy — HypGyy — H3G gy, etc.

To uncouple these equations we note that in the
bulk, the relation between Green’s-function matrix
elements for successive layers must be independent
of the particular layer. We therefore define the
transfer matrix T = G, +1, 2 (G )7L, which is in-
dependent of m and n, for m sufficiently large. The
transfer matrices for each k and € may be calculat-
ed once and stored.

In Egs. (1) above, we include self-consistency only
as a shift in the diagonal elements of the Hamiltoni-
an for the first two layers; i.e.,, only H; and H,
differ from the bulk value. (For a stepped surface,
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or a surface with an overlayer of another metal, the
interaction H |, between the first two layers also
differs from the bulk value.) Then G5, is related to
G, by an equation with only bulklike terms, and
we can write G 3= TG ,,. Thus we uncouple the
infinite set (1) of equations, and reduce it to two
simultaneous matrix equations. For the ideal sur-
face, we obtained accurate results with only one
layer self-consistent. In that case (1) is reduced to a
single matrix equation.

Once we have G, for the layers of interest, it is
trivial to define the local density of states and local
occupancy. For example, we can define a partial
density of states D,,4(€) in which we project out the
contribution from the & orbitals in layer m,

. : L
D, (€)= — - Im Y TryG,m(k.€),

k
where Tr; denotes a partial trace, taken only over

the indices corresponding to d orbitals. The d occu-
€

pancy on a site in layer m is ngy = f } D,.q(€)de.
Later, in discussing local configuration Tluctuations,
we define a more general density matrix to include
coherence between our basis orbitals.

B. Self-consistency

We treat the self-consistent change in the poten-
tial in a simple manner. For a given site, let
ng, and ng denote, respectively, the total occupancy
of the s and p orbitals and of the d orbitals, cen-
tered on that site. Also let Any = ny — n®*, and
similarly define Ang,. We assume that only the
changes in the diagonal elements of the Hamiltonian
are important. We neglect the relative shift of the
s and p potentials, since the sp bands are very
broad, with strong s-p hybridization. Then we must
determine Ae; and A€y, where €; denotes
(¢ |H | ¢;) at the site, and we assume Ae; ~ Ae,.
We make the linear approximation

Afs = aAns + ﬂAnd s
(2)
Aey = BAng + yAny ,

which is good for small An. Changes in the intera-
tomic terms are neglected. The parameters

a, B, and y in (2) were calculated in two indepen-
dent ways. In the first, we took one-electron ener-
gies for the 3d and 4s orbitals in various atomic
configurations from the atomic Hartree-Fock calcu-
lations of Clementi.!® For the second approach we

tried the valence orbital ionization potential (VOIP)
scheme,!! which uses spectral data.

Atomic data provide us only with energies at in-
tegral occupancies, An = +1. For such a large
range of occupancies, the linear equation (2) is inap-
propriate. To calculate the parameters we general-
ized (2) to a quadratic expansion. As expected, the
quadratic terms are unimportant for the smaller
values of An which occur in solids.

If one uses only available spectral data, one must
expand about the positively ionized atom only. In
that case, the d orbitals are more tightly bound than
those in the neutral atom, and one finds values of
Aey/Ang which are far too large for the neutral
solid. In order to have a sensible expansion about
the neutral atom, we include the calculated ioniza-
tion potential of the negative ion in the VOIP
scheme, which was otherwise based strictly on spec-
tral data.

With this precaution, we found values of
a, f3, and y obtained by the two methods to be in
excellent agreement. The parameters derived from
the VOIP method were each about 20% larger than
the corresponding parameter obtained using calcu-
lated one-electron energies.

For our final values we took the geometric means
of the two sets. We find for Cu, in (eV/electron),
a = 6.50, = 7.77, and y = 13.45. This should be
accurate to 10— 20 %, with the ratios between any
two parameters considerably better than that.

For Ni, we could not calculate all three parame-
ters independently since certain atomic terms were
not available. However, those we could calculate
agreed with the values for Cu to 5— 10 %, so we
simply adopted for Ni the set of parameters ob-
tained for Cu.

In general, there is also a change in the diagonal
elements of the potential for sites with missing
neighbors. We show in Sec. III that for Ni, this
“chemical shift” merely causes a small charge
transfer quite unimportant compared to the effects
of altered local bandwidth. The position and width
of the d band are practically unchanged. For Cu,
however, the density of states at the Fermi level is
small, charge transfer is less easily accomplished,
and the local potential change shifts the local d
band at the surface. Our neglect of this effect
results in negligible error in the local occupancy,
but gives the d band at too great a binding energy,
compared to experiment'? and to more sophisticated
calculations for the ideal surface.!® Since we are in-
terested here primarily in local occupancies, not en-
ergies, and since for the more interesting case of Ni
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the effect of the chemical shift is slight, we make no
attempt to incorporate this effect explicitly.

A more subtle question arises with respect to our
neglect of the interatomic Coulomb interaction.
Realistic calculations for the ideal surface!* suggest
that the charge deficit in the first layer is largely
compensated by the net charge in the vacuum
beyond the first layer, with a much smaller charge
in the second layer. Since we are using a restricted
basis, and cannot accurately describe the charge in
‘the vacuum, it would be unphysical to impose
charge neutrality on the surface within this model.
To do so, without including the vacuum charge
more realistically, would result in far larger errors
than does neglect of intersite terms.

C. Analysis of local configuration

Thus far we have only stated broadly that we as-
sume catalytic activity is related to fluctuations in
the local quasiatomic configuration. We now
proceed to explain how we define and quantify such
fluctuations.

We define the usual probability density matrix

€

P= f_FwdeE [ ), |8(e —€,) ,

where 1, are the one-electron energy eigenstates of
our semi-infinite crystal, and the sum over v ranges
over all eigenstates. It is trivially shown that

~ _ _1_ EF . B ~.'-
P=—5;3 [  demiGke—Gkel.

The diagonal elements of P, [P,m lii» give the
probability that the orbital / on a site in layer m is
occupied. Off-diagonal elements represent coher-
ence effects. We neglect coherence between layers
and between the sp and d bands, and focus on the
(5 X 5) submatrix of P corresponding to the d orbi-
tals on a given site. Since these are rather localized
we can then speak comfortably of a local atomiclike
configuration. The eigenvectors of this submatrix
represent a basis of five orthonormal d orbitals
whose occupancies are statistically independent,
since in this basis all off-diagonal elements are zero.
The eigenvalues give the probability of occupancy of
the respective orbitals.

For noble and group-VIII transition metals, the d
orbitals are usually occupied, and the probability of
being unoccupied, i.e., occupied by a hole, is a good
measure of the degree of occupancy fluctuation in a
given orbital. We could also more generally charac-
terize the degree of fluctuation'> by p (1 — p), where

p is the occupancy probability. But since we are re-
stricting ourselves to Ni and Cu, we simply use the
hole occupancy probabilities.

D. Steps and overlayers

Thus far, in discussing the calculation we have re-
ferred only to the ideal surface. The stepped sur-
face is treated by defining periodic steps, and
proceeding as before, with a supercell of several
atoms in each plane parallel to the surface.

If we took a realistic, high-Miller-index stepped
surface, we would have to work with high-index
layers parallel to the surface. The interlayer separa-
tion between these sparse layers is very small, so
that the nearest-neighbor coupling between atoms
extends over a fairly large number of layers. This
fact greatly increases the computational difficulty,
since we thus have many simultaneous matrix equa-
tions to solve.

Instead, it is convenient to define up-then-down
steps, so that the macroscopic surface is still in the
[111] direction. Then, as for the ideal surface, we
work with close-packed (111) layers, for which only
nearest-neighbor layers interact. Moreover, the
transfer matrices depend only on the average direc-
tion of the surface. In using (111) layers, we can re-
late the supercell transfer matrix to the ideal-surface
transfer matrix by a simple canonical transforma-
tion.®

With a sufficiently large supercell, the steps
would be essentially noninteracting, and the details
of the periodicity would be irrelevant. However,
practical computational considerations force us to
take, in general, very small supercells. From ex-
perience with the ideal surface, we know that the
screening length is quite short in Cu and Ni. The
second layer is already very much bulklike, and this
is especially true of integrated properties such as or-
bital occupancy.

We take, then, a supercell of three atoms, and
form close-packed steps by removing every third
row of atoms in the first layer, as shown in Fig. 1.
Atoms a and c have the same local geometry as
atoms at a close-packed step running in the [110]
direction on a (111) surface. There are actually two
distinct types of such steps. In the notation of Lang
et al ' atoms a and ¢ define a [#(111) X 1(111)]
step, and atoms b and d define a [ (111) X 1(100)]
step.

Since the atoms of the two upper-step edges are
nearest neighbors, we can hardly assume that the
steps are strictly noninteracting. However, the step
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FIG. 1. Geometry for stepped (111) surface. Open
circles are second layer, which is complete. Solid circles
are first layer, of which every third row is removed to
create steps.

atoms ¢ and b each have the same number and ar-
rangement of first- and second-nearest neighbors as
those for an ideal step of the corresponding type.
Moreover, the effect of local geometry on these two
atoms is too drastic to be much affected by the artif-
icial periodicity.

We find that the more interesting sites are the
concave sites in the two inequivalent steps, labeled
¢ and d in Fig. 1. These atoms have a realistic lo-
cal geometry. They each have the correct arrange-
ment of first- and second-nearest neighbors, except
that atom d has one second-nearest neighbor which
would be missing in a realistic geometry with larger
terraces. The second-neighbor interactions are small
in any case and negligible for the d orbitals, so no
significant error is introduced.

In treating the occupancy fluctuations for atoms
on a stepped surface, we neglect coherence between
atoms in the supercell. The effect of such coherence
in catalysis is probably nil; in any case it must
depend sensitively on the particular adsorbate
molecule and how it lies, and so is outside the scope
of this paper.

For the handling of Cu overlayers on Ni or Ni
overlayers on Cu, the discussion for the ideal sur-
face is still applicable, though for the overlayer, as
for the steps, we cannot uncouple the Green’s-
function equations at so early a stage as that for the
ideal surface. We must, in addition, make an ap-
proximation for the interaction parameters between
Cu and Ni. For these we simply take the geometric
mean of the Cu-Cu and Ni-Ni interactions. Since
the two sets are quite similar to begin with, the par-
ticular interpolation procedure used in handling the
Ni-Cu interaction is actually of little importance.

There is also the possibility of charge transfer due
to the different potentials of the two metals. We
can either neglect this and take the bulk chemical
potentials of Cu and Ni to be equal, or else estimate
the difference in chemical potential. A simple esti-
mate is provided by the electronegativity. Elec-
tronegativity can be expressed in units of energy, us-
ing the relationship (valid for certain elements) that
the electronegativity equals the mean of the ioniza-
tion energies of the positive and negative ions.!” Us-
ing the Pauling scale, converted to units of energy
per electron, Cu is roughly 0.3 eV more electroneg-
ative than Ni. We carried out the calculation both
with and without this shift to see how important the
relative potential difference is, since we do not have
an accurate estimate of this difference.

E. Numerical technique and accuracy

While it is difficult to estimate the accuracy of
our model, it is much simpler, and equally impor-
tant, to consider how accurately we solve the model
problem. We describe certain aspects of the calcu-
lational technique used, and briefly note the major
sources of error and what limits they place on our
accuracy.

A Green’s-function technique poses a problem for
surface calculations, because the one-dimensional
density of states is singular at the band edges. This
is circumvented by calculating the Green’s function
at complex energy. It is simple, but crucially im-
portant, to estimate @ priori the error introduced by
this approximation. We chose the imaginary part of
the energy in each case so that the error in the total
charge per atom is under 0.01, and the error in the
individual orbital occupancies is at most
(1-2)x 1077,

For a given imaginary part of the energy, the
sharpest possible structure in the density of states is
a Lorentzian of corresponding width. This allows
us, trivially, to determine the necessary energy grid
to calculate G (k,e). This makes numerical integra-
tion a negligible source of error.

For self-consistent calculations, the rate of conver-
gence is a major determinant of the cost of a calcu-
lation. After some experimentation we found a par-
ticularly efficient convergence scheme appropriate to
our simplified treatment of the self-consistent poten-
tial. First, for an initial potential, we calculate the
individual orbital components of the density of
states. Then we assume that the component for
each orbital at each site is rigidly and independently
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shifted by a change in the corresponding diagonal
element of the Hamiltonian. Within this crude ap-
proximation we achieve self-consistency by calculat-
ing the local potential, shifting the various density-
of-states components, recalculating the local poten-
tial, and iterating. The resulting potential is then
used as the input potential for the second “true”
calculation. This procedure is repeated until the
change in individual orbital occupancies is less than
2x107° R

For the ideal surface we sampled nine special
points in the irreducible surface (two-dimensional)
Brillouin zone (ISBZ). This sample should give in-
tegrated quantities such as occupancy and
bandwidth quite accurately. In particular, simple
convergence tests indicate that occupancies of indivi-
dual orbitals have converged to better than 10~ for
this sample.

For the stepped surface of Ni, we sampled four
points in the supercell ISBZ. Simple tests suggest
that for the stepped surface, total d occupancy per
atom is accurate to about 0.02, but individual orbi-
tal occupancies are only reliable to about 8 X 1073,
This is the dominant source of error for the stepped
surface, but it is still a small fraction of the effects
we are studying.

For the stepped Cu surface, which is of less in-
terest, we sampled only two points in the ISBZ.
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We have no good estimate of th_e> accuracy here, but
because of the full d band, the k sample is far less
crucial for Cu, and the accuracy may well be com-
parable to that for Ni.

III. RESULTS

In discussing the results of our calculation we
first describe the general effect of local geometry on
the local density of states and net charge. Then we
specifically consider the effect on the local confi-
guration fluctuations and the implications for ca-
talysis. Later, in Sec. IV, we see how these results
shed light on recent experimental findings for Au-Pt
systems. v

Table I gives the following information for sur-
face sites on ideal and stepped surfaces of Cu and
paramagnetic Ni: the coordination of the site, the
net calculated charge, the change in the local
s, p, and d occupancies, and the self-consistent shift
in the local potential for s, p, and d orbitals. Fig-
ure 2 shows the projected d-orbital component of
the local density of states for Ni surface and bulk
sites. Figure 3 gives the same for Cu, and Fig. 4 for
selected Ni step sites. The densities of states shown
are actually the sum of one-dimensional densities of
states, and so contain spurious structure due to
one-dimensional Van Hove singularities. Integrated

TABLE 1. Electronic properties of atoms at flat and stepped (111) surfaces. z is the coor-
dination number, An is the change in total electron occupation (with respect to the bulk), Ang,
is the change in s- and p-electron occupation, An, is the change in d-electron occupation, A€y,
is the self-consistent shift in on-site potential for s and p electrons (rydbergs), and Agy is the
self-consistent shift in on-site potential for d electrons (rydbergs).

Site z An otal Ang, Any A€, Aey
Ni bulk 12 0 0 0 0 0
Ni surface 9 —0.11 —0.29 0.18 —0.025 0.017
Ni steps
atom a 7 —0.18 —0.49 0.31 —0.047 0.028
atom b 7 —0.18 —0.50 0.32 —0.047 0.025
atom ¢ 11 —0.04 —0.08 0.04 —0.017 0.003
atom d 10 —0.08 —0.19 0.11 —0.023 0.008
Cu bulk 12 0 0 0 0 0
Cu surface 9 —0.10 —0.19 0.09 —0.039 —0.017
Cu steps
atom a 7 —0.19 —0.34 0.15 —0.066 —0.050
atom b 7 —0.19 —0.36 0.17 —0.060 —0.041
atom ¢ 11 —0.03 —0.05 0.02 —0.013 —0.005
atom d 10 —0.04 —0.11 0.07 —0.015 0.002
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FIG. 2. d-orbital component of local density of states
of Ni, for surface and bulk layers. Sample of nine points
in irreducible section of two-dimensional surface Brillouin
zone.
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FIG. 3. d-orbital component of local density of states
of Cu, for surface and bulk layers. Sample of nine points
in irreducible section of two-dimensional surface Brillouin
zone.
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FIG. 4. d-orbital component of local density of states
for Ni, at upper and lower atoms of step (labeled a and c,
respectively, in Fig. 1). Sample of four points in irreduci-
ble section of two-dimensional Brillouin zone of surface
supercell.

properties, such as occupancy and bandwidth, are
accurately represented, however.

First we note that, while there is a net deficit of
electrons at the surface for both metals, the number
of d-like electrons increases. The physical picture is
simple. The d band is centered well below the Fer-
mi energy. As we reduce the coordination of an
atom, the local d band narrows and hence becomes
more nearly filled. (Even for Cu the d band is not
completely filled, if we define the d band as the d-
orbital component of the bands, due to s-d hybridi-
zation.) The opposite applies to the sp band. The
wave function is “stiffer” than that for the d orbi-
tals, due to the longer range of the interaction, and
kinetic energy considerations cause a charge deficit
in the surface layer. Thus, at the surface, electrons
are shifted from the sp band to the d band, whether
we include self-consistency or not. This effect has
been observed experimentally by Citrin and
Wertheim.!? The same effect occurs at step sites,
more or less dramatically depending on the coordi-
nation of the site. This effect is unfortunately exag-
gerated by our use of orthogonalized basis orbitals.
We found that this choice somewhat increases both
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the net surface charge and the s-d charge transfer,
but does not affect the trend in d-orbital occupancy.

Already we see the main feature of importance
for catalysis. At sites of reduced coordination, the
local d band becomes narrower and fuller, and
hence more nearly inert. For a stepped surface,
there are some atoms with higher coordination than
that of ideal-surface atoms, and these must show
substantially enhanced activity.

Table II shows our results for the (hole) occupan-
cy of the five 3d orbitals on various sites. The orbi-
tals are chosen so as to have statistically indepen-
dent occupancies, as discussed above. We see that
the edge atoms at the steps, atoms @ and b, have
greatly reduced hole occupancies compared to the
ideal surface, and should be relatively inactive. The
atoms at the concave sites, atoms ¢ and d, show
enhanced hole occupancy, especially atom c.

As mentioned earlier, atoms ¢ and d correspond
to two distinct types of close-packed steps. The im-
plication here is that one type of step should be sub-
stantially more active catalytically than the other.
We do not know of any experimental results for
transition-metal catalysts which have distinguished
between the two types of steps. We believe, howev-
er, that the experiment is a feasible one.

We have pointed out the effect of coordination on
total d-band occupancy. But in addition, at a step
or other imperfection, the local symmetry is re-
duced. The surface atoms have lower symmetry
than the bulk, and the occupancies in each case
show the appropriate degeneracy. The step sites

have still lower symmetry and show no degeneracy.
This results in one of the least filled orbitals becom-
ing still less full and more active (at the expense of
another), even without a net change in total occu-
pancy.

While it is impossible to relate the hole occupan-
cies directly to reaction rates, we should make some
observations regarding the magnitude of the effect.
Experimentally, the catalytic activity of the Ni(111)
surface is dramatically increased for many reactions
by the presence of steps. If we are correct in attri-
buting this to local orbital fluctuations, then our
results for Ni give us an idea of the scale of occu-
pancy changes involved. We see that the difference
between hole occupancies for Ni and Cu is far
greater than the difference between Ni sites of drast-
ically different activity. It is to be expected, there-
fore, that Cu will not display significant catalytic
properties regardless of the presence or absence of
steps.

We should point out that, since we are using
orthogonalized orbitals as our basis, the d-like orbi-
tal already includes a small component from s orbi-
tals centered on neighbor sites. Thus the value of
ng (‘and similarly ng,) has a small degree of arbi-
trariness. However, this only affects the value of
Any, the change in occupancy, as a slight second-
order effect which we may neglect.

Thus far we have not discussed the orientation of
the “crystal-field” d orbitals we have defined. It
would be awkward to plot the directional depen-
dence of each orbital on each site, but we have ex-

TABLE II. Hole occupancy for local crystal-field d orbitals.

Site Occupancies®
Ni bulk 0.165 0.165 0.165 0.065 0.065
Ni surface 0.153 0.153 0.138 0.045 0.045
Ni steps

atom a 0.148 0.117 0.108 0.055 0.044

atom b 0.155 0.117 0.102 0.060 0.037

atom ¢ 0.194 0.161 0.119 0.067 0.060

atom d 0.179 0.137 0.131 0.068 0.054
Cu bulk 0.041 0.041 0.041 0.013 0.013
Cu surface 0.031 0.028 0.028 0.008 0.008
Cu steps

atom a 0.026 0.021 0.021 0.006 0.004

atom b 0.024 0.019 0.012 0.008 0.008

atom ¢ 0.047 0.043 0.025 0.016 0.008

atom d 0.036 0.031 0.027 0.011 0.009

In decreasing order.
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TABLE 1I1. Electronic properties of atoms at (111) surfaces with single overlayer. Mean-
ing of column headings is the same as for Table I.

Site z AR o Ang, Any Aeg, Aey
Ni on Cu
layer 1 (Ni) 9 —0.12 —0.32 0.20 —0.030 0.017
layer 2 (Cu) 12 0.01 0.00 0.01 0.004 0.006
Cu on Ni
layer 1 (Cu) 9 —0.09 —0.19 0.10 —0.034 —0.010
layer 2 (Ni) 12 —0.01 —0.05 0.04 —0.003 0.005

amined the results and can make a simple generali-
zation. Despite some hybridization at sites of low
symmetry, the two most fully occupied d orbitals in
each case have primarily e, symmetry, and the
three less fully occupied orbitals have primarily #,,
symmetry. )

The t,, orbitals each have four lobes directed at
four nearest-neighbor sites. Of the three ¢,,-like or-
bitals at each site at the top or bottom of a step, the
ones which are least filled are those which overlap
the greatest number of neighbor atoms. Those orbi-
tals which overlap unoccupied neighbor sites (where
an adsorbate could sit) are¢ more filled. One may
- think of holes as being bound away from the vacu-
um, into the solid, to reduce the antibonding charac-
ter of the bonds between metal atoms. It is impor-
tant to recognize, however, that this property of the
bare stepped surface is drastically changed if an ad-
sorbate is present. On the other hand, the charac-
teristic difference in d occupancy between sites of
different coordination should not be altered by the
presence of an adsorbate, since the difference in the
number of neighbors for the respective sites is un-
changed.

As we mentioned above, we treated the case of a
monolayer of Ni on Cu and a monolayer of Cu on
Ni for two values of the chemical potential differ-
ence between the two metals. In Tables III and IV
we give the results for the case of identical chemical
potentials (i.e., neglecting charge transfer). The out-
standing feature of the results is the insensitivity of

the local electronic structure to modest changes in
the character of neighboring sites. A comparison of
Tables II and IV reveals that any atom is little af-
fected by whether neighboring layers are Cu or Ni.
This is to be expected, since the band structures of
Cu and Ni are similar except for a more or less rig-
id shift. Of course, if we were interested in the sp
electrons, nonlocal effects would then play a much
greater role.

Inclusion of the estimated potential difference of
0.3 eV resulted in a change of net charge on an
atom of no more than 0.02 electrons, a change in
total d occupancy of no more than 0.01, and a
change in individual d-orbital occupancies of no
more than 2 X 10~? in any case. Even if we un-
derestimated the potential difference, its effect on
charge transfer is certainly minor on the scale of
changes induced by altered site coordination.

These results justify our neglect of another source
of change in the local potential, the chemical shift at
one site, due to the altered local potential at a neigh-
boring site with a different element or a vacancy.
However, this neglect would not be justified in all
cases if we were concerned with the details of the
local density of states. The inclusion of an.ad hoc
0.3-eV shift in the local potential at the surface for
Ni resulted in minute charge transfer, and in a shift
of only 0.06 eV in the final self-consistent local po-
tential at the surface. For Cu, the charge transfer
was again minute, but the final self-consistent poten-
tial changed by 0.20 eV.

TABLE 1V. Hole occupancy for local crystal-field d orbitals.

Site Occupancies®
Ni on Cu
layer 1 (Ni) 0.155 0.155 0.138 0.038 0.038
layer 2 (Cu) 0.040 0.040 0.040 0.014 0.014
Cu on Ni
layer 1 (Cu) 0.031 0.026 0.026 0.008 0.008
layer 2 (Ni) 0.165 0.165 0.147 0.065 0.065

“In decreasing order.
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Citrin and Wertheim'? find experimentally that
the local surface d bands of Au are narrower than
the bulk and shifted to slightly lower binding ener-
gy. We indeed find this for Ni; but for Cu the cal-
culated d band was shifted to slightly higher binding
energy. We attribute this error to our neglect of the
chemical shift at the surface caused by the three
missing nearest neighbors. As we have seen, the
corresponding error for Ni should be much smaller.
For both metals, the error in occupancies due to
neglect of this chemical shift are clearly unimpor-
tant.

These results are useful in Sec. IV, where we con-
sider recent experiments with Au overlayers on Pt
and Pt overlayers on Au. They also suggest a test
of the claim that we can understand the effect of
steps in terms of the activity of individual sites of in-
creased coordination. If we were to deposit Cu on
the (111) face of Ni, this should, for small cover-
ages, increase the catalytic activity of the surface as
we create inner step sites. The active site at the
lower layer should behave much as that for a pure
Ni step. Of course, for higher coverages the loss of
Ni surface sites would become important, and the
activity might start to fall off, even before coverage
reached half a monolayer.

IV. APPLICATION TO OTHER SYSTEMS

While thus far we have carried out calculations
only for the (111) surfaces of Cu and Ni systems,
our results can be qualitatively applied to other ele-
ments, and indirectly to other geometrics. In partic-
ular, the general effects we have described should
apply equally to other noble and group-VIII transi-
tion metals. The crucial features were simply that
the d band is narrow and nearly filled, and that
there is significant s-d hybridization around the Fer-
mi energy. Also, for mixed overlayers it was im-
portant that the transition and noble metals in the
same row of the Periodic Table have similar band
structure.

We cannot hope to make quantitative compar-
isons between metals in different rows of the Period-
ic Table, since we have considered only configura-
tion fluctuations. However, for a given row, the
respective transition and noble metals should show
the same basic behavior when we introduce steps,
overlayers, etc., as we found here for Ni and Cu.

Having a clear physical picture of how local
geometry affects catalytic activity, we would like to
test it on other systems. Sachtler et al/.® have re-

ported very interesting experimental results for the
catalytic activity of the (100) surface of Pt with vari-
ous coverages of Au, and Au with overlayers of Pt.
Specifically, they measured the rate of cyclohexene
dehydrogenation to benzene as a function of cover-
age. For Au on Pt, the reaction rate increased
sharply with increasing Au coverage up to one
monolayer, and then dropped rapidly, falling nearly
to zero at two monolayers of Au. For Pt on Au,
the reaction rate increased with increasing Pt cover-
age until about two monolayers, at which point the
reaction rate reached a stable plateau.

The reaction rate for two or more layers of Pt on
Au and for a monolayer of Au on Pt were both
much higher than that on the ideal Pt surface.
Throughout the region of greatest interest, from half
a monolayer to a few monolayers, the surface is un-
reconstructed and the overlayer is in register with
the substrate crystal.

The (100) surface is quite open, and crude bond-
length estimates suggest that a carbon atom, or oth-
er smaller atom, could fit into the hollow site and
interact with the second layer. Atoms in the first
layer of the (100) surface have only eight nearest
neighbors, whereas atoms in the second layer have
twelve. Thus we expect the second layer to be
much more active in catalysis than the first layer.
As we saw in Sec. III, we may assume, to a first ap-
proximation, that the behavior of a given layer is in-
dependent of which metal the other layers are com-
posed. From this perspective, it is obvious why the
activity of Au on Pt falls off rapidly after one
monolayer. At one monolayer, the second layer is
still Pt, but at two monolayers the second layer is,
ideally, all Au, and hence inactive. Why the activi-
ty increases up to one monolayer is a more difficult
question, but several possibilities are suggested in the
article, notably the observed elimination of carbon
poisoning of the surface by a gold monolayer. If
the second layer is the crucial one, poisoning of the
surface by carbon atoms in the hollow sites should
be particularly detrimental to catalysis. Similarly,
Pt on Au reaches its peak activity at about two
monolayers and then levels off once the second
layer is completely Pt.

All the mechanisms mentioned here, as well as
others, are suggested by Sachtler e al.® What we
have done here is to suggest that in catalysis on the
(100) surface, our picture implies that the second
layer is not only significant, but dominant. This im-
mediately accounts for several salient features of the
results. A more detailed calculation for the (100)
surfaces of Cu and Ni, with and without overlayers,
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is therefore of considerable interest and should be
carried out.
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