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An analysis of the structure of the (110) surface of GaP is performed by comparing
dynamical calculations of elastic low-energy electron diffraction (ELEED) intensities with
those measured at 7 = 300 K. Prior analyses of ELEED intensities from compound semi-
conductor surfaces are extended by considering both energy-independent (Slater) and
energy-dependent (Hara) models of the exchange potential and by utilizing R-factor
methods to assess the quality of the description of the measured intensities by the calculated
ones. A description of the measured intensities is achieved which is as good as the best ob-
tained earlier for analogous surfaces of other compound semiconductors: i.e., GaAs(110),
InSb(110), InP(110), and ZnTe(110). The resulting best-fit structures consist of single-layer
reconstructions characterized by a rotation angle of w; = 25° + 3° and a relaxation of the ro-
tated top layer toward the substrate by 0.1 + 0.05 A. The top layer reconstruction is essen-
tially identical to that for GaAs(110) and InSb(110), but relaxed 0.05 A closer to the sub-
strate. In contrast to these two surfaces, however, no evidence is obtained for second-layer
reconstructions on GaP(110), a result which may be due to the fact that the ELEED inten-
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sity data for GaP(110) were acquired at T" = 300 K, whereas those for GaAs(110) and

InSb(110) were obtained at T = 150 K.

I. INTRODUCTION

In a previous series of papers we have analyzed
measured elastic low-energy electron diffraction
(ELEED) intensities to determine the surface atomic
geometries of GaAs(110),"? InSb(110),>*
InP(110),>° and ZnTe(110).”* The purpose of this
paper is to extend these analyses to GaP(110).

Our structure analysis consists of comparing
ELEED intensities calculated using multilayer
multiple-scattering programs, described elsewhere, >’
with those measured from ion-bombarded and an-
nealed GaP(110) at room temperature. The pro-
cedure utilized for determining the surface structure
is that of minimizing the x-ray R factor, R,, as dis-
cussed in our earlier study of InP(1 10).° Herein, we
extend and evaluate this procedure in three impor-
tant respects. First, we assess the influence of the
reproducibility of the ELEED intensity measure-
ments on the predicted R factors. Second, we ex-
amine the consequences of two of the most impor-
tant nonstructural parameters, the electron exchange
potential® and the inelastic collision mean free
path,ﬁ"o on the values of the R factors obtained for
a given set of data. The other important nonstruc-
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tural parameter, the real part of the inner poten-
tial,'® is determined during the R-factor analysis
procedure." Third, we determine the influence of
thermal lattice vibrations'""'? on the R factors and
structures emanating from the analysis.

Our major result is that independent of the uncer-
tainties introduced by the nonstructural parameters
and lattice vibrations, GaP(110) is reconstructed in a
fashion analogous to but not identical with
InP(110).>® The top layer is characterized by a
bond-length-conserving rotation of w; = 25° + 3° and
a contraction by 0.1 + 0.05 A toward the substrate.
The definition of the quantities specifying the surface
structure is given in Fig. 1 using the bulk structure
parameters specified in Wyckoff.!> There is no evi-
dence for second-layer distortions for GaP(110), in
contrast to GaAs(110) and InSb(110) for which the
evidence for these distortions is strong! ~* but analo-
gous to InP(110) for which the evidence for them is
weak.® This result could be significant in discerning
relationships between surface structure and the na-
ture of the bulk chemical bonding in tetrahedrally
coordinated compound semiconductors because us-
ing Phillip’s scale!* GaP exhibits a spectroscopic
ionicity of f; = 0.37, intermediate between GaAs
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FIG. 1. Schematic indication of the surface atomic
geometry and the associated ELEED normal incidence
spot pattern for the (110) surface of GaP. The symbols
utilized in Table I are defined in the upper panel of the
figure. The numerical values are taken from row (d) of
Table 1.

(f; = 0.31) and InSb (f; = 0.32) on the one hand
and InP (f; = 0.42) on the other. Using the Paul-
ing scales, however, the order of GaP and InP is re-
versed, i.e., f;(InSb) < f;(GaAs) = f;(InP)

< fi(GaP), so the GaP exhibits an ionicity inter-

mediate between those of InP and of ZnTe.!* Alter-

natively, since the GaP ELEED intensity data were
taken at T = 300 K, whereas the data for GaAs,
InSb, and InP were acquired at T = 150 K, the ab-
sence of second-layer distortions for GaP(110) may
be a thermal effect reflecting the disappearance of
these distortions for GaP with increasing tempera-
ture.

We proceed by indicating the experimental pro-
cedures in Sec. II and the calculational ones in Sec.
III. A discussion of the sensitivity of the calculated
R factors to the use of different data sets and to the
values of the nonstructural parameters is given in
Sec. IV. We present the final results of our struc-
ture analysis for GaP(110) in Sec. V and conclude
with a synopsis of our major conclusions.

II. EXPERIMENTAL PROCEDURES

Measurements of the ELEED intensities from
GaP(110) were performed in two standard ultra-
high vacuum LEED/Auger systems, one from Vari-
an Associates (VA), the second from Physical Elec-
tronics (PE). Each consists of a four grid LEED
optics with a phosphor screen display (VA)#£981-
0127, PE#15-120) and a 3-kV cylindrical mirror
analyzer (VA #981-2707, PE 15-100). LEED in-
tensities, measured using a telescopic spot photome-
ter (Gamma Scientific #2009), were subsequently
corrected for variations in primary beam current
and background. Energy-intensity profiles were tak-
en at normal electron beam incidence. The plane of
incidence was assured by determining that symme-
trically equivalent beams provided the same profiles
to within a few percent. Normal incidence was ver-
ified by the alignment of the spot pattern. Since this
procedure is only accurate to within a few degrees,
sample alignment is probably the major source of
uncertainty in the intensity data.

GaP crystals were polished courtesy of RCA la-
boratories to achieve mirror smooth (110) surfaces.
Each crystal was then mounted in a molybdenum
foil envelope on a rotatable, temperature controlled
manipulator. After insertion into the vacuum
chamber, the surface was bombarded by 1-kV argon
ions for 20 min. This provided a clean surface
showing only lattice constituents in the electron
stimulated Auger spectrum to the limit of the
analyzer resolution. The surface was then annealed
for 4 h at 550°C, a procedure which yielded a high-
quality LEED pattern. LEED intensities were mea-
sured using two separate GaP samples, one inserted
in each of the two systems described above. Repro-
ducibility was good, between both samples and ex-
perimental systems, as will be discussed further in
Sec. IVA.

An initial set of ELEED profiles was obtained for

14 beams, (01), (11) = (11), (10) = (10), (11)

= (11), (01), (02), (12) = (12), 21) = (21),

(200 =(20), 2 1) = (21),(12) = (12),(02), (13)
= (13), and (13 ) = (13), at three-volt increments
in primary voltage. A second set of profiles was
measured using another crystal in a second system.
Intensity profiles were measured for the pairs of
beams listed above with each’ pair averaged together,
giving 10 different averaged intensity profiles. The
remaining four beams, those with no symmetric
counterparts, were taken twice and averaged to yield
a complete set of intensity profiles for the same 14
beams considered in the initial experiments. Intensi-
ties in this second set were measured at 2-eV incre-
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ments. These profiles agreed well with the initial
data. The combination of these two sets of mea-
sured intensity profiles constitutes the raw data used
in our assessment of the consequences of the repro-
ducibility of the experimental measurements on the
ELEED structure analysis. The second set of data
was used as the basis for our structure analysis.

1I1. MODEL CALCULATIONS

An approximate multiple-scattering model of the
diffraction process, described previously,2 was used
to perform our dynamical calculations of the
ELEED intensities. In this model, which is embo-
died in a series of computer programs, the scattering
species are represented by energy-dependent phase
shifts in terms of which the ELEED intensities from
the surface are computed. The scattering ampli-
tudes associated with the uppermost three atomic bi-
layers are evaluated exactly, as are those of each of
the individual atomic layers beneath. The interfer-
ence between the upper three layers and the various
layers in the substrate is calculated as described by
Meyer et al.?> The accuracy of this approximation
has been verified in the analysis of another zinc
blende (110) surface, that of ZnTe(110), where the
intensity profiles calculated solving the scattering in
the uppermost four atomic bilayers exactly were
compared with those calculated solving the scatter-
ing in the uppermost three bilayers exactly.® Con-
vergence tests revealed that the consideration of a
slab of six atomic layers and the use of six phase
shifts for each scatterer yield predicted intensities
which are generally accurate to within a few per-
cent, so these parameters were adopted for the cal-
culations presented herein.

The electron-ion core interaction is described by a
one-electron muffin-tin potential. The one-electron
crystal potential is formed from a superposition of
overlapping ionic (e.g., Ga*P~) charge densities.
Two models of the exchange interaction were used
to obtain the crystal potential from these charge
densities: (energy-independent) Slater exchange!>!®
and (energy-dependent) Hara exchange.”!” A dis-
cussion of the comparison of these models with oth-
ers used in ELEED intensity calculations is given
elsewhere.*® The bulk crystal structure (see Fig. 1)
is that given by Wyckoff.!* We use the muffin-tin
radii 7yp(Ga) = 1.17 A, ryp(P) = 1.19 A, for the
Slater-exchange potential and ry1(Ga) = 1.10 A,
rm1(P) = 1.26 A for the Hara-exchange potential as
determined from crystal potential crossover. The

Wigner-Seitz radii are ryws (Ga) = 1.67 A and
rws(P) = 1.70 A Once the crystal potential in a
given Wigner-Seitz cell has been obtained, the poten-
tial is reduced to muffin-tin form as described by
Duke et al.,'” for Slater exchange and by Meyer
et al’ for Hara exchange. The phase shifts result-
ing from these two potentials are shown in Figs. 2
and 3, respectively. The differences between the
two sets of phase shifts are analogous to those re-
ported earlier for GaAs’: The / =0 and / = 1
phase shifts tend to increase, the others tend to in-
crease, the others tend to decrease, and the / = 2
phase shift for Ga exhibits a qualitative change in

behavior in both cases.
The electron-electron interaction is incorporated

via a complex inner potential '° with a constant real
part ¥y and an imaginary part characterized by the
inelastic collision mean free path A,..'"® We selected

.V, to minimize either the Zanazzi-Jona R factor'’

[given by Egs. (7)—(14) and (16) of Ref. 19] or the
x-ray R factor [given by Egs. (3), (8), (13), (14), and
(16) of Ref. 19]. Our major structure searches were
performed using A,, = 8 1&, although we examined
the sensitivity of the values of both R factors to the
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FIG. 2. Phase shifts for the Ga* and P~ species
resulting from Slater exchange, using ry(P) = 1.19 A,

rur(Ga) = 1.17 A, rws (Ga) = 1.67 A, and rys(P) = 1.70
A.
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FIG. 3. Phase shifts for the Ga™ and P~ species
resulting from Hara exchange, using the radii 7y1(P)
= 1.26 A and ry(Ga) = 1.10.A. The Wigner-Seitz radii
are not used in the calculation of the Hara potential (Ref.
9).

value of A,, as discussed below.

The consequences of thermal lattice vibrations are
neglected in the structure search reported herein,
which are performed for a rigid lattice of scatterers.
We did, however, investigate the effect of including
the consequences of the bulk lattice vibrations on
the calculated intensities a posteriori, for the un-
reconstructed and x-ray R-factor “best-fit” struc-
tures. The vibrational amplitudes were taken from
the x-ray measurements of Shumskii ez al.!' They
are incorporated in the model via use of Egs.
(39)—(51) of Jepsen et al.,”° to calculate complex
phase shifts, but utilizing for each atomic species

A = (ué +cD/6 (1)

in lieu of Eq. (44) in Ref. 20. Specifically, we used
ug (P) = 5.5x 10742 u(Ga) = 0, c(P) = 7.72
X 107°4%/K, and c(Ga) = 7.58 X 107°4%/K ob-
tained from fitting Eq. (1) to the results shown in
Fig. 2 of Ref. 11. As expected on the basis of our
previous experience with GaAs(110),% inclusion of
the bulk lattice vibrations in the model reduced the
calculated ELEED intensities fairly uniformly by a
factor of about 2. Since we did not acquire mea-
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FIG. 4. Comparison of two independent sets of mea-
sured ELEED intensities for electrons normally incident
on GaP(110) at room temperature. The beams shown are
those for which the full structure analysis of GaP(110) is
illustrated in Figs. 6— 14. Different GaP crystals and

different LEED instruments were used to obtain the two
sets of intensity profiles. :

INTENSITY (ARBITRARY UNITS)

sured ELEED intensities at a variety of tempera-
tures, an assessment of the relative magnitudes of
the surface and bulk vibrational amplitudes was not
possible.

IV. SENSITIVITY ANALYSIS

A. Data reproducibility

One of our first observations in utilizing R-factor
programs was that when we analyzed different sets
of nominally equivalent ELEED intensity data, the
values of R, but more especially R 5 could vary
widely (i.e., up to factors of 2) when a given calcula-
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FIG. 5. Comparison of the intensity profiles predicted
for the unreconstructed surface structure of GaP(110)
(solid lines) with the measured intensities (dashed lines)
for normally incident electrons diffracted into the (01)
beam. (a) Slater exchange, A, = 4 .Zs, Vo=14eV, R, =
0.28, R z; = 0.31. (b) Slater exchange, A, = 6 A,

Vo= 14¢eV, R, = 0.27, Rz = 0.35. (c) Slater ex-
change, A, = 10 A, Vo= 14 eV, R, = 0.31, Rz = 0.52.
(d) Slater exchange, A, = 8 A, Vo= 14¢eV, R, =0.29,
R = 0.42. (e) Hara exchange, A, = 8 A Vo= 15eV,
R,=0.27, R, = 040. All calculations were performed
for a rigid lattice.

tion was compared to nominally equivalent but in-
dependently acquired sets of data. Our intent in
this section is to document these observations and
place them in perspective.

First, to illustrate the reproducibility of our mea-
sured ELEED intensities from GaP(110) we show in
Fig. 4 the comparison of nine intensity profiles ob-
tained using both different crystals and different
LEED instruments as described in Sec. II. It is evi-
dent that the reproducibility of the major features in
these data is excellent, although there is some varia-
tion in the shape and absolute magnitude of certain
of these features between the two independent exper-
iments. Some of these variations, e.g., the shifts in

the peaks near 190 eV in the (01), (01), and (10)
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FIG. 6. Comparison of calculatd (solid lines) and
measured (dashed lines) intensities of electrons normally
incident on GaP(110) diffracted into the (01) beam. (a)
Calculated intensities for the unreconstructed surface
structure as specified in row (a) of Table I evaluated for a
rigid lattice. (b) Calculated intensities for the structure
that minimizes the Zanazzi-Jona R factor as specified in
row (c) of Table I evaluated for a rigid lattice. (c) Calcu-
lated intensities for the structure that provides the best
visual fit to the data as specified in row (e) of Table I
evaluated for a rigid lattice. ' (d) Calculated intensities for
the structure that minimizes the x-ray R factor as speci-
fied in row (d) of Table I evaluated for a rigid lattice. (e)
Same as (d) but evaluated for a vibrating lattice at
T = 300 K.

beams or the lineshape change near 90 eV in the
(11) beam, lead to quite discernable differences in
the R factors obtained when comparing calculated
intensities to these data. We believe this figure illus-
trates the reproducibility to be expected from one
laboratory to another because of our use of totally
different samples and instruments in the two cases.
Uncertainties in sample alignment as well as varia-
tions in surface preparation, phosphor uniformity on
the LEED screen, background normalization, and
spot photometer calibration all contribute to the
difference between these two sets of data. Neverthe-
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FIG. 7. Same as Fig. 6 for the (0 1) beam.

less, these data are equally if not more reproducible
than those published for other semiconductor sur-
faces, e.g., Si(100)-(2 X 1).2! Therefore we believe
that these data are representative of the state of the
art for semiconductor surfaces at the present time.
"We can estimate the accuracy (as opposed to the
precision) of R-factor methods applied to these data
by utilizing one set of data (the averaged data taken
at 2-eV intervals as described in Sec. II) as “data” to
be compared with the other as “theory.” Doing this
we find R, = 0.10 and R z; = 0.25 for our two sets
of 14 intensity profiles, 9 of which are shown in Fig.
4. For comparison, if we use our low temperature
GaAs(110) data'? as theory we find R, = 0.51 and
R 75 = 0.44, clearly unacceptable values of these
quantities.'® Yet if we compare room temperature
ZnS(110) data®* with the GaP(110) 2-eV interval
data we obtain R, = 0.16 and R ;; = 0.27. Thus,
using the Zanazzi-Jona R factor as the comparison
criterion, ZnS(110) is as similar to GaP(110) as two
independent sets of GaP(110) data are to each other.
The x-ray R factor also suggests that the data from
these materials are very similar, as might be expect-
ed, given their nearly equal lattice constants and the
locations of Zn, Ga, P, and S in the periodic table.
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FIG. 8. Same as Fig. 6 for the (10) = (10) beam.

No global conclusions are warranted on the basis
of these results since they are representative only of
our own sample-preparation and data-acquisition
procedures on compound semiconductor sur-
faces.! = The results suggest to us, however, that it
is unreasonable to expect values of R , below about
0.1 and values of R z; below about 0.3 for model
calculation “fits” to the data for GaP(110), and that
R, is likely to be a more discriminating measure of
the quality of the fit than R z;. Using these criteria
our model calculations described in subsequent sec-
tions are as good as can be expected on the basis of
R z; but in principle could be improved on the basis
of R, if the electron-solid interaction and the sample
alignment were known exactly. Typically, struc-
tures in the vicinity of the best-fit structure [rows
(c)— (e) in Table I] exhibit R factors in the ranges
0.17 < R, <0.20, 0.27 < R 75 < 0.31 for the aver-
aged 2-eV —interval data and in the range
0.16 < R, < 0.20, 0.22 < R 75 < 0.25 for the earlier
3-eV —interval data. For a given structure close to
the optimal ones, the 3-eV —data typically yield
values of R, lower by 0.01 and values of R ;5 lower
by 0.05 than the 2-eV averaged data, although both
sets of data lead to the same optimal structures. For
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FIG. 9. Same as Fig. 6 for the (11) = (11) beam.

the remainder of the paper we quote R values only
for the 2-eV —interval data. These are the data
which we show in Figs. 5—14.

B. Nonstructural parameters

Another source of uncertainty in model calcula-
tions of experimental ELEED intensities is the fact
that the electron-solid interaction is known impre-
cisely and described by approximate models.'® This
fact will cause additional discrepancies between the
calculated and measured intensities which will man-
ifest themselves as increases in the R factors. Our
purpose in this section is to estimate these increases
for the model embodied in our computations of
ELEED intensities from tetrahedrally coordinated
compound semiconductors, GaP(110) in particular.

The nonstructural parameters embodied in our
model are those characteristic of the overlapping
ionic (atomic) potential used to calculate the
electron-ion-core phase shifts (see Figs. 2 and 3) and
the two inner potential parameters, V', and A,, (see
Sec. III). We obtain one value of V' for each
model calculation by minimizing the x-ray or the
Zanazzi-Jona R factor averaged over all 14 beams.
Thus, the values of V| obtained by minimizing R ,

I I I I T
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FIG. 10. Same as Fig. 6 for the (1T) = (11) beam.

are given in Table I for our final candidate struc-
tures. Other procedures are possible. For example
Shih et al.>* minimize both V and the structure
parameters for each beam individually in their
analysis of Fe(110). Although we can obtain small-
er R factors by varying V' individually for each
beam, we did not adopt this procedure because the
physical model of the ELEED process requires that
once the incident beam parameters and the structur-
al model are fixed, the inner potential should be the
same for all of the diffracted beams.'°

The values of the R factors also are sensitive to
the choice of A,, as noted earlier® for InP(110).
Typically, for a given structural model R 5 is
minimized by small values of 4 < A,, < 6 10%,
whereas R, exhibits minima at somewhat larger
values, e.g., 6 < A,, < 8 A. This result is illustrated
in Fig. 5 for the unreconstructed surface structure
and the (01) beam. The R factors averaged over all
14 beams also are specified in the figure to provide
an index of the overall quality of the description of
the measured intensities. From calculations like
these for various structures we find that variations in
R, of AR, ~0.02 and in Rz of AR 7; ~ 0.1 can
result for a given structure from nonoptimal models
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FIG. 11. Same as Fig. 6 for the (02) beam.

of the imaginary part of the inner potential.

Several parameters are involved in the construc-
tion of the model of the electron-ion-core scattering
factors, including the muffin-tin radii, the value of
the potential outside these radii, and the model of
the exchange interaction.”!®!® Since Meyer, Duke,
and Paton® found that the use of an energy-
dependent (Hara) exchange improved significantly
the model description of ELEED from GaAs(110),
we have incorporated their model into our standard
intensity calculation. The consequences of replacing
energy-independent Slater exchange with energy-
dependent Hara exchange are illustrated in Figs.
5(d) and 5(e) for an unreconstructed surface
geometry. Evidently the use of Hara exchange im-
proves the description of the measured intensities by
this geometry by AR, = 0.02 and AR7; =0.02, a
result which is typical more generally for surface
geometries in the vicinity of the best-fit structure,
although the improvement is a little greater there
(AR ~ 0.03). Since the potentials associated with
these models of exchange are constructed somewhat
differently,”!> we estimate that AR < 0.03 is a

I T [
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FIG. 12. Same as Fig. 6 for the (2T) = (21) beam.

reasonable uncertainty in the values of R associated
with the choice of electron-ion-core potential.

Combining the results for A, and the electron-
ion-core potential, we arrive at the estimated root-
mean-square uncertainties

AR ,(theor) ~ [(0.02)* + (0.03)*]'2 = 0.04,
(1a)
AR zj(theor) ~ [(0.1)? + (0.03)?]'2 = 0.1, (1b)

associated with the construction of model electron-
solid force laws for a fixed (optimal) value of V' for
all of the diffracted beams at fixed incident beam
angles and for a given model structure. Compared
with those associated with data reproducibility as es-
timated in Sec. IV A, i.e.,, AR ,(expt) = 0.1,

AR zy(expt) = 0.3, the theoretical uncertainties
given in Eq. (1) are modest. The total root-mean-
square uncertainties are

AR ,(abs) = [AR (theor) + AR { (expt)]/* = 0.11 ,
(2a)
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FIG. 13. Same as Fig. 6 for the (12) = (12) beam.

AR z5(abs) = [AR 7; (theor) + AR 2; (expt)]"?
=032 . (2b)

These numbers provide an indication of the accura-
cy of the absolute magnitude of the R factors for a
given surface structure. They do not provide an es-
timate of the uncertainties in these quantities associ-
ated with various surface structures for a given set
of data and given model force law. Such estimates
must be made by using different optimization cri-
teria and assessing the comparative results. We car-
ried out this procedure for InP(110) earlier® and
have repeated it for GaP(110) [see rows (c)— (e) in
Table I]. For comparative purposes, therefore, we
find

AR ,(fixed model) = 0.04 , (3a)
AR z;(fixed model) = 0.08 (3b)

as the upper limits of changes in the R factors which
are significant to ensure discrimination between vari-
ous structures. Because Egs. (3) are upper limits,

they are weak criteria which, however, ensure struc-

| |
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FIG. 14. Same as Fig. 6 for the (13) = (13) beam.

tural discrimination. Thus, from Table I we obtain
the powerful result that in spite of good visual fits to
several beams, neither the unreconstructed [row (a)]
nor the Miller-Haneman [row (b)] structures lead to
acceptable descriptions of ELEED from GaP(110)
because both violate the upper limit specified by Eq.
(3a).

V. STRUCTURE ANALYSIS

Our structure analysis consisted of selecting five
starting structures and making systematic variations
of the structural parameters around each in order to
find local minima in values of R, and R z;. Our
starting structures were the unreconstructed surface
of GaP(110),"? the structures of GaAs(110)"? and
InP(110)° scaled to the lattice constant of GaP, the
energy-minimized structure proposed by Miller and
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Haneman,** and a kinematically determined starting
structure consisting of atomic relaxations normal to
the surface penetrating three layers into the surface.
Only one clear minimum in R, was identified by
this procedure. It occurs in the vicinity of bond-
rotated top-layer reconstructions characterized by
rotation angles of @ ~ 27° and contractions toward
the substrate of about 0.1 A. The three structures in
the vicinity of this minimum which minimize R 2,
minimize R ,, and give what we consider to be the
best visual fit are specified in rows (c) — (e), respec-
tively, of Table I. The description of the intensity
profiles shown in Fig. 4 afforded by all three of
these structures as well as by the unreconstructed
surface geometry is shown in Figs. 6 —14. We also
examined the top-layer-contraction-by-0.1 A struc-
ture proposed by Lee et a/.?* and found that it
yielded a quite unsatisfactory description of our in-
tensity data characterized by R, = 0.34 and

R 73 = 0.36. Similarly, the w = 19° single-layer
reconstruction proposed by Miller and Haneman?
on the basis of oxygen spin-resonance data yielded
R, = 0.27 and R z; = 0.30, comparable to the un-
reconstructed structure but significantly less satisfac-
tory than the best-fit structures.

None of the structures in the vicinity of those
given in rows (c) —(e) of Table I could be improved
by the addition of second-layer reconstructions.

This result may be a direct consequence of the fact
that the ELEED data were acquired at room tem-
perature. Since the energies of the second layer
reconstructions are thought to lie in the range?®
0.03 < E, < 0.05 eV and at room temperature

kT = 0.025 eV, it is quite possible that thermal lat-
tice vibrations have destabilized the second-layer dis-
tortions of GaP(110) relative to a low-temperature
two-layer-reiaxation structure analogous to those of
GaAs(110),"? InSb(110),** and InP(110).>® For
ELEED intensities measured at 300 K, however,
imposition of a second-layer shear analogous to
those in GaAs, InSb, and InP consistently raises the
calculated R factors for GaP(110) by AR, ~ 0.03
for each 0.1 A of second-layer shear. Consequently,
we have no reason to expect such reconstructions,
although using Eq. (4) we cannot positively rule out
as much as about 0.13 A of second-layer shear.

Similarly, all reductions in the relaxations parallel
to the surface of the top layer Ga or P relative to
the bond-rotated structures increased both R, and
R 7;. Therefore, “rotational relaxation” model rath-
er than a “bond-relaxation” model is clearly indicat-

4

ed by our analysis.

Finally, in order to examine the consequences of
thermally induced lattice vibrations on the calculat-
ed ELEED intensities we utilized the values of
u™(T) for both Ga and P extracted from the mea-
sured temperature dependence of x-ray Laue spots
from GaP.!! The computations were described in
Sec. IIT and are shown in parts (e) of Figs. 6— 14
for the minimum-R , structure. The calculated in-
tensities in parts (e) were multiplied by a factor of
about 2 relative to those obtained for a rigid lattice
and shown in parts (d) of the same figures. It is evi-
dent from the figures that this factor-of-2 suppres-
sion of the intensities from the vibrating relative to
the rigid lattice is essentially the only significant ef-
fect of (bulk) lattice vibrations. Moreover, the R
factors decrease by AR ~ 0.01 for the vibrating re-
lative to the rigid lattice for all of the structures near
the optimal ones specified in Table I. Therefore the
inclusion of bulk lattice vibrations into the analysis
does not modify the results of our rigid-lattice struc-
ture analysis even though lattice vibrations near the
surface might well suppress the second-layer recon-
structions at higher (e.g., 7 = 300 K) temperatures.

VI. SYNOPSIS

Analysis of ELEED intensities from GaP(110)
measured at 7" = 300 K leads to the selection of the
best-fit surface structures as being single-layer rota-
tional relaxation structures characterized by
o= 25"+ 3%and a 0.1 + 0.05 A contraction of the
uppermost layer spacing. An analysis of the accu-
racy of the structure analysis procedure reveals that
these structures are significantly better than both the
unreconstructed and all previously proposed?*?®
structures by virtue of variations in R, which lie
well outside the uncertainties (AR , = 0.04) inherent
in calculations of this quantity for a fixed data set
and a given structural model.
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