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The statistical dynamics of a Lorentz system produced by freezing in a dynamical bath in ther-
mal equilibrium with a tagged particle which continues to move in the static environment after
the quench is described in terms of canonical ensemble averages over the phase-space variables
of the system. ' scatterer positions and coordinates of the particle. A generalized hydrodynamics
theory for the fluctuation spectra of the densities of particle number and energy, of their
currents, and of their velocities is developed in terms of. dispersion-relation representations for
the above correlation functions. The coupling between number and energy-density fluctuations
sho~ing up via off-diagonal elements of the generalized diffusivity matrix is elucidated. The
transition to the localized state and the accompanying slowing down of the zero-frequency relax-

-ation rate of velocity fluctuations is investigated. Simple approximations based upon Lorentzian
or Gaussian relaxation kernels are presented and the dependence of spectra and diffusivities on
the ratio of mean potential fluctuations and mean kinetic energy is discussed. In the second part
a kinetic equation is derived for the 2 && 2 correlation-function matrix of the two phase-space
densities of the two constants of the motion, particle number, and energy. For its collision ker-
nel a novel, systematic operator expansion is presented which is manifestly preserving both par-
ticle number and energy for arbitrary scatterer densities and interaction potentials. The correla-
tion functions of the currents resulting from the leading order in the expansion are given expli-
citly in terms of incomplete gamma functions. They yield, in the long-wavelength limit, the
proper dispersion-relation representation of the velocity-correlation matrix.

I. INTRODUCTION.

The statistical dynamics of a classical particle mov-
ing in the potential of randomly fixed scatterers has
received increasing attention recently. This model
system was originally devised by Lorentz to describe
gas mixtures of large mass ratio. Its popularity and
usefulness, ' however, is mostly due to other reasons
two of which are: (i) It serves as a model for the sta-
tistical behavior of a tagged particle in the dynamical
environment of a many-body bath. (ii) It allows us
to study a classical analog of the quantum-mechanical
problem of electron localization by impurity disorder.

The Lorentz model has also been investigated4
from the viewpoint of mathematical physics to eluci-
date various approximation schemes used in statisti-
cal dynamics of many-body systems. In addition
there have been studied many variants, e.g. , with

special scatterer shapes, special arrangements of the
scatterers or of the boundary conditions, or with oth-
er restrictions on the phase space of the system.
Also the Hamiltonian dynamics of the original
Lorentz model has been abandoned by introducing
explicitly stochasticity, e.g. , by defining the final
state after a co)lision with a scatterer in some statisti-
cal manner.

We are mostly interested in the two former aspects
of the Lorentz model, one of which is that it retains
many properties of the fully dynamical system for
which it serves as a model although the dynamical
degrees of freedom of the bath of scatterers are
frozen in. For example, the velocity autocorrelation
of the Lorentz model decays algebraically" '0 at long
times in a manner similar to that of a particle in a
fluid. However the power law as well as the sign of
the long-time tail is different. Furthermore, density
expansions of the Lorentz model's self-diffusion con-
stant display divergencies" similar to those found for
transport coefficients of fluids. Also their renormali-
zation'" is similar. The second aspect of the
Lorentz model has been investigated by Gotze et al. '

in a theory for the localized and the diffusive phase
and the transition between them in Lorentz systems
with overlapping hard spheres.

Computer experiments simulating various realiza-
tions of the hard-sphere Lorentz systems have been
performed to investigate mean-square displacements
as functions of time and scatterer density, the
velocity-autocorrelation function"" and its long-
time tail, the nonanalytic density dependence of the
diffusivity, ' the behavior near the boundary between
localized and diffusive phases, and the position of the
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boundary. Lagar'kov et al. ' investigated the energy
dependence of the particle's velocity fluctuations in a
potential with an attractive part by making use of a
microcanonical ensemble of the initial positions and
momenta. —

We will employ in this work canonical ensemble
averages. They are appropriate for Lorentz systems
produced by freezing in a dynamical bath of N, parti-
cles in thermal equilibrium with a tagged particle
which continues to move in the static environment
after the quench. Averages of any quantity depend-
ing on the particle coordinates r 0, po and the scatter-
er positions ( r „; n .= 1, . . . ,N, ) are then canonical
emsemble averages over initial conditions and
scatterer configurations with the correct statistical
weight for the phase-space coordinates r 0, po, (r „)
of the system at the time of the quench. Such a
Lorentz model is a simplified though still reasonably
realistic model of the real dynamical system since the
phase-space motion of the particle through different
frozen replicas of the original bath is described with

the proper statistical weight, and equal-time averages
of any quantity A ( r 0, po, (r „I) are identical to those
in the dynamical bath.

The Lorentz model has only two constants of
motion; particle number No = 1 and particle energy
Ho. The energy of the particle moving in a particular
realization of the static-scatterer configuration is con-
served since the collisions are elastic. Ho~ever its
value Ho fluctuates in a canonical ensemble of initial
conditions r o, po and scatterer positions. Conse-
quently the statistical dynamics of the energy density
of the moving particle e( r, t) = H08( r —r 0(t))
differs from the statistical dynamics of the particle
number density p( r, t) =5( r —r 0(t)) despite their
time evolution in a particular scatterer configuration
being the same. What counts with respect to statisti-
cal dynamics is that ~ and p differ by a fluctuating
quantity on which any dynamical variable is statisti-
cally dependent —the trajectory r 0(t) in a potential
landscape depends on the energy Ho. This holds
true, to a lesser extent, even for hard-sphere Lorentz
systems. ' If however fluctuations of Ho are elim-
inated by microcanonical-ensemble averages, energy-
density fluctuations no longer constitute another "hy-
drodynamic" mode of the system besides number-
density fluctuations. To overcome conceptual diffi-
culties in accepting the energy density as a second
relevant mode we consider first a system of many,
mutually noninteracting particles in a random poten-
tial. Consider the number and energy density at a
fixed r, t in various realizations of the scatterer en-
vironment. One first observes that their fluctuations
are not the same since, e.g., a higher than average
particle-number concentration does not imply that the
deviation of the energy density from its mean value
will be positive as well. Furthermore it is plausible
that a fluctuation of e( r, t) caused by particles hav-

ing, say, much more than average energy relaxes dif-
ferently towards the mean than a number-density
fluctuation of particles with, say, average energy
since the paths through the potential landscape taken
by these two kinds of particles are quite different.

Fluctuations of p and ~ being densities of con-
served quantities have infinite lifetimes in the limit
k 0. In that limit they relax for long times dif-
fusively since their currents are not conserved. How-
ever, the system's relative simplicity allows us to
study fluctuations of number and energy density and
of other dynamically relevant variables in greater de-
tail and to test many-body theories. So in this work
we investigate for a Lorentz system with continuous
potentials the statistical dynamics of fluctuations of:
(i) the space densities of the two conserved quantities
No and Ho, of their currents, and of their velocities
and (ii) of the two phase-space densities of No and
Hp.

We prefer continuous interaction potentials
between the particle and the scatterers for two
reasons: Not only is such a Lorentz system closer to
reality but its dynamics are also more interesting than
that of a hard-sphere Lorentz model. In the latter
the particle moves with constant speed through a
scatterer configuration along a path which is indepen-
dent of the initial kinetic energy. In the former sys-
tem the path depends crucially on the initial relative
size of the kinetic and potential energy. Further-
more, not only the direction but also the size of the
particle's velocity fluctuates along its trajectory in a
way which is quite similar to the motion through a
dynamic environment. Similarly there is a dynamical
exchange of kinetic and potential energy albeit re-
stricted by conservation of Ho. Correlation functions
and in particular transport coefficients 1ike the self-
diffusion constant depend not only on the scatterer
density measuring the mean potential energy but also
on the mean kinetic energy ("temperature"). Thus
in contrast to the hard-sphere system the criterion
for localization does not reduce to the purely geome-
trical question that the scatterer density should be
high enough. In a Lorentz system with continuous
potentials, say of Lennard-Jones type, the mean-
square displacement depends on the variance of the
momentum distribution. Hence for determining the
position of the boundary between localized and dif-
fusive phase one also has to ask whether the
particle's mean kinetic energy is sufficiently high to
overcome a sufficiently large portion of those poten-
tial barriers which are present on the average at a
given scatterer density.

In Sec. II we present the theoretical framework for
describing the statistical dynamics of our Lorentz sys-
tem in terms of correlation functions. A generalized
"hydrodynamics" theory for the fluctuation spectra
of the space densities of particle number and energy,
of their currents, and of their velocities is developed
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in Sec. III. This theory is based upon dispersion- rela-
tion representations for the 2 x 2 matrices of correla-
tion functions between all of the above pairs of vari-
ables. We elucidate the effect of the coupling
between number density and energy density showing
up in their low k, eo fluctuation spectra via nonzero
off-diagonal elements of the 2 x 2 diffusivity matrix.
We furthermore investigate dispersion-relation
representations for the generalized diffusivities, their
relaxation kernels, and of the other relaxation ker-
nels. The transition to the localized state and the ac-
companying slowing down of the zero-frequency re-
laxation rate of velocity fluctuations together with the
change of the low-frequency velocity fluctuation spec-
trum is discussed. Simple approximations based
upon Lorentzian or Gaussian re'laxation kernels are
presented and the dependence of spectra and dif-
fusivities on the ratio of mean potential fluctuations
to mean kinetic energy is investigated.

In See. IV we introduce phase-space densities of
the particle number and of the energy:
Hpg( r —r p(t)) 5(p —pp(t)). Dynamically the latter
is a one point quantity since only the phase-space
point ( r p(t), pp(t)) moves. Statistically, however, it
is a two-point variable since the scatterer coordinates
are included in Ho. Due to this simplification in
comparison with a fully dynamical system we are able
to develop a kinetic theory for fluctuations of the
above phase-space densities, which explicitly- and
manifestly ensures particle number as well as energy
conservation for arbitrary scatterer densities and arbi-
trarily strong interaction potentials. We derive the
kinetic equation for the 2 & 2 matrix of correlation
functions of the two phase-space densities. We
present a novel, systematic operator expansion for
the collision kernel which guarantees the conserva-
tion of particle number and energy without truncating
the phase space and which has the correct operator
structure at small times. The resulting correlation
functions of the space densities of particle number,
energy, their currents and of the velocities are given.

II. STATISTICAL DESCRIPTION OF THE SYSTEM

Up( r ) = X up({ r —r „{) (2.1)

of N, scatterers fixed in d dimensions at positions
{r „;n =1, . . . ,N, )l. The particle interacts with the
scatterers via a central symmetric pair potential up(r)

Our system may be defined by freezing in a
dynamical bath, e.g. , a fluid or a disordered solid, in
thermal equilibrium with a tagged particle which con-
tinues to move in the static environment after the
quench. So consider a classical particle of mass m in
the potential

N

which could be of Lennard-Jones type or any other
continuous potential occurring in nature. The parti-
cle moves through the static environment on that tra-
jectory along which its energy

Iti
Po

Hp= + Xup({rp —r„{)
2m n 1

(2.2)

is kept constant by continuously exchanging momen-
tum with the scatterers. And so neither magnitude
nor direction of the particle's momentum is a con-
stant of the motion whereas the energy Ho is one. It
is the second dynamically relevant conserved quantity
of the system, the particle number No =1 being the
other one.

Any quantity A describing the system is a function
of the particle's initial values r 0, po and of the
scatterer configuration {r „j. Both are considered to
be fluctuating variables. Their statistical weight

-Ij(HO+V) .
e is taken to be that of a dynamical bath of
potential energy U( {r„)) in thermal equilibrium
with a marked particle. Hence the average of A

~ d {r„jd r pdppAe
(2.3)

is defined by the canonical emsemble average over
the phase space variables r p, pp, {r „j of the system.
The variance of the momentum distribution

1 (pp&
P '= — =ksT

d m
(2.4a)

defines a "temperature, " e.g. , that of the fluid be-
fore the quench and we identify a "thermal" velocity

by

mv~h= kg T2 (2.4b)

between the fluctuations (SA = A —(A ) ) of vari-
ables A, Bwhich depend on r p(t), pp(t), and {r„).

Note that (2.3) is not the configuration average of
an initial-value average evaluated in a particular
scatterer configuration. We do not discuss such
"quenched" averages used for evaluating, e.g. , the
electrical resistance of metals due to randomly distri-
buted impurities since we want the Lorentz gas to
closely model the statistics of the original dynamical
system. Only with the canonical definition (2.3)
equal-time averages are identical to those of the origi-
nal dynamical system at temperature T before the
quench thus reflecting its static structure. This fact is
easily seen by considering, e.g. , the average energy
(Hp) of the marked particle.

In the following me list some formulas"' em-
ployed for describing the system in terms of corrrela-
tion functions

(2.5)
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The function /As(t) describes'8 the statistical dynam-
ics of fluctuations and of the linear response of vari-
able A to an external field coupling to variable 8
through its action on r 0, po. The underlying fluc'-
tuation dissipation theorem can be derived for our
system along the standard lines' of linear response
theory. The scalar product in (2.5) is defined in

terms of equal-time correlations

III. FLUCTUATIONS OF THE DENSITIES,
THEIR CURRENTS, AND OF VELOCITIES

a'(k) =p(k) =e (3.1a)

In this section we investigate within a "generalized
hydrodynamics" theory the fluctuation spectra of the
densities

(ala) =(sw"sa) . (2.6) a'(k) =e(k) =SHo e (3.lb)

The time evolution A (t) = e'~'A is described by the
unitary operator e'~', i.e., by the Liouville operator

%e will mostly discuss the Laplace transform

of particle number and energy, of their currents

j '(k) =—poa'(k)
m

(3.2)

c I

faoo

(z) = 3 8 =+i dtO(+ t)e'*'Q„(t)
g —z

) (2.7)
Imz (0

~- d„4A'a(~)
co —z

(2.8)

[where 0(+ t) is the step function] of /As(t) or the
spectral function $Att(ru), i.e., the discontinuity of
/AS(Z) aCrOSS the real aXiS /AS(co +i 0) = /AS(o&)
+i ALA'tt(co), given by the Fourier transform of QAtt(t)

and of the associated generalized velocities

v'= j'(k =0) (3.3)

Although e=e —p(elp)/(pip) is only the part of the

energy density e(k) =Hoe 0 which is orthogo-
nal to p we prefer not to introduce a new word for R.

Its analog in fluids is related to the local tempera-
ture. Note that in contrast to ordinary self-
diffusion in fluids ~here the energy of the tagged
particle is not conserved here one has to consider two
velocities (3.3) and consequently a 2 x 2 correlation
matrix of velocities.

4A'a(~) =Ir(& l&(~ —L)l&) = —, Jl dte'"'yAs(t)

(2.9)

Approximations are best formulated for the inverse
of (2.7) rather than the correlation function itself.
To this end a dispersion-relation representation" ' '

A. Correlatiori functions of densities,
currents, and velocities

Rotational invariance of (2.3) forbids correlations
between densities and transverse currents and en-

forces the current correlation matrix
t 'I

j' (k) j&p(k) =Cite(k, z)Z —z

4 AA (Z) = —[Z —
cuAA + XAA (Z) ] $AA ( t =0) (2.10)

in terms of a characteristic frequency cu» and a com-
plex self-energy xAA (z) = aAA(z)/(A lA) is used.
Both can be generated within Mori's ' projection-
operator formalism which allows for an easy generali-
zation' to a set of variables.

The complex functions a.AA(z) and QAA(z) have
the same analytical properties. For Hermitian vari-
ables A with definite time inversion symmetry
pA'A(a&) as well as aAA(cu) being the imaginary parts
at z = co+i0 are real, even in co, and non-negative.
The corresponding matrices are positive semidefinite
in the case of several variables. ' The real parts
PA'A (a&), a.AA(c0) are odd in co as a consequence of
the Kramers Kronig relation connecting both via the
Cauchy integral (2.8). This symmetry implies

' C, t(k, z)
t

+ 8 tc
— C, (k z) (3 4)

k kp

to be diagonal with respect to Cartesian components
n, P =1, . . . , d in a coordinate system in which, e.g.

k=k(1, 0, . . . , 0) . (3.5)

The 2 x 2 correlation matrices Ccct, (k, ) of the longitu-
dinal and transverse currents of particle number and
energy are symmetric and thus we have to investigate
only 3 longitudinal and 3 transverse current correla-
tion functions. The velocity correlation matrix
Qs(t) = d '(V (t) V ) is contained in the longitudinal
or transverse current correlation matrix

11m crAA ( QJ + io) = + l cTAA ( co =0)
cu ~P (2.11) v' 8& = lim Cttt(k, z) =5 &P' ( )tz

k~0
c

(3.6)

for variables A for which the limit exists. and dynamic correlation functions involving a density
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a'(k) are related via the continuity equations

Za~(k) = —k ' J (k) = —kJ'j (k) (3.7)

to the longitudinal current correlation matrix. For
the density correlation matrix

S"(k,z) = a'(k) at(k)
g —2'

(3.g)

e.g. , one obtains

z S'(k, z) +zS'(t =0) = k C/t(k, z)

where

1 0
S't(t =0) = (a'(k) ~at(k)) =

0 AT c„

(3.9)

(3.10)

denotes the wave-number-independent equal-time
density correlation matrix. The quantity

c„= ((sHO)') = —ks+. ((DUO)') (3.11)1 d 1

k~T2 2 k T2

is not the specific heat per particle of the bath of
scatterers before the quench. However, one can ex-
pect —, ((SUO)') to be a fairly good approximation to

the variance of the potential energy per particle in the
bath if all interaction potentials are the same.

The conserved densities a'(k, t) = p(k, t) and
az(kt) =,SHop(k, t) evolve similarly in time within a
particular realization of the ensemble. Differing
however by the statistical factor 5H0 which measures
the particle's energy deviation from its mean their
fluctuation dynamics are none the less different: The
correlations

1 (

[
~

(g)
~

)
1 SHp

S(k, t) = e 0
&H (&H )z (3.12)

0 0

ik ~ harp(t)
being averages of the phase factor e over
the ensemble (2.3) of particle trajectories with

weights 1, &Ho, or (5HO)' decay differently since the
time evolution of a dynamical quantity like the dis-
placement depends on the energy of the particle. It is

this statistical dependence of r 0(t) on Ho existing
even for a hard-sphere system' that leads to the dif-
ferent dynamics of the three correlation functions in
(3.12).

A moment expansion shows that the weightings
enforce different decay characteristics already for
short times: Energy fluctuations, e.g. , damp out ini-

tially by a factor 1 2+/kcs„ faster than the density
fluctuations. In addition to this the diffusivities
governing the long-time behavior of the fluctuations
are quite different, and, what is more important,
there are off-diagonal elements in the diffusivity ma-

trix which thus couple number and energy density
fluctuations. Hence fluctuations of e(k, t) should be
incorporated explicitly in order to guarantee a correct

B. Density excitation spectra for sma11 k, eo

Consider the dispersion-relation representation of
the density correlation matrix

S(k,z) = —[z+kzD(k, z)] 'S(t =0) (3.13)

in terms of the complex two by two matrix of gen-
eralized diffusivities D(k, z). Using (3.9) one can
identify D(k =O,z)S(t =0) with Ct(k =O,z) =(i((z)
and thus the positive semidefinite matrix D of dif-
fusion constants

D = lim lim D"(k, co) =(It"(cu=0)S '(t =0)
co~0 k ~0

(3.14)

obtains in terms of Green-Kubo integrals

("( =0) = —Jl dr(v, (0 v, (SH )p )

(3.15)

They depend on temperature and scatterer density.
Also here the remarks made in connection with
(3.12) apply. Note that the diffusivity matrix has
nonzero off-diagonal elements.

Since only the densities a'(k =0) but none of their~i
currents j (k =0) are constants of the motion both
density fluctuations relax for finite small co diffusive-
ly in the limit k 0. If other conserved densities

description of the system's dynamics in particular for
ao, k 0. The influence of other modes of the form

-l k ~ r p(t)f (Ho) e 0 upon the low k, ru spectrum'6 z3 is
discussed in Sec. III B.

The form (3.12) suggests to evaluate first the aver-
—ik ~ harp(t)

age of the phase factor (e 0 )e or its self-
0

energy in a representation (2.10) for a fixed particle
energy HO= ED with the weight —8(HO —Eo)e ~U

and then integrate the microcanonical average with
the probability density (8(HO —Eo) ) over all Eo
However the former strongly depends on Ep and the
latter requires knowledge of the density of states.
Similarly one might define (2.10) with an average
over positions r 0, (r „) and initial velocity directions
vo/vo and then average the so obtained correlation
function over vp with the Boltzmann weight. This
can be done for a hard-sphere potential where, e.g. ,
the generalized diffusivity depends almost trivially on
vp. For motion in a continuous potential, however,
the dependence of a generalized transport coefficient
on the initial kinetic energy vp as well as on Ep seems
to be far from simple. Thus we stick throughout this
work to canonical averages. That, of course, does
not bear upon the question whether computer experi-,
mental results are easier obtained along the above
described lines.
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coupling to a'(k) can be neglected one expects the
matrix D(k, z) to be well behaved at k, z =0, i.e., the
limit D (k 0 z ~0+ i0) = i Iit"(k =0, tp =0)S '

&& (t =0) exists. If, furthermore, D(k, z) allows to be
replaced for small k, z by the value D(0, 0+ i0) at the
origin one obtains in that frequency and wave
number range the spectrum of number and energy
density fluctuations to be superpositions of two cen-
trally peaked Lorentzians

S»(k,z) =- ZJ 1 —ZJ+, s»(t =0),
z +ik2D+ z +ik2D

Imz )0 (3.16)

with relaxation rates determined by the non-negative
eigenvalues D+ of D'. The residues

I

D11 D22
Z1=1-Z2=

2
1+

D+ —D
(3.17)

S"(k,z) = Imz )0
z+ik D +k D D '/(z+ik D ) ~

(3.18)

shows that the single relaxation time approximation
to, e.g. , the density correlation function is valid only
for k 0 and finite co since the continuation of the
one-mode generalized diffusivity iDtI[l —i (z
+ik D ) k D D /D j into the lower half plane
displays a pole of residue —k'D "D"/D". Its influ-
ence on the upper half plane is largest at z =0+ I'0.

However already for ro & k D and appreciable cou-
pling 4D "D"(D" D") ' the thir-d term in the
denominator of (3.18) cannot be neglected.

Similarly one should include explicitly any further
conserved density which couples to a'(k) with suffi-
cient strength to induce in the analytical continuation
of Ds(k, z) diffusive poles with large enough residues
to cause appreciable additional Lorentzian contribu-
tions to (3.16). The Lorentz system has an infinite
number of conserved densities a"+'(k)

„-ik ~ r 0= QHpe p with 0 ensuring proper orthogonaliza-
tion. However for n «2 their coupling strength to
number density fluctuations is, at least in hard-sphere
potentials, so small that (3.18) is almost unchanged
for small k, z. ' Intuitively we expect the effect of
higher modes (n ~2) in a continuous potential of
scatterers to be even smaller. %e are not sure

add up to 1.
Hence the Kubo relation lim„p limq pN

x S" (k, pp)/k'S"(t =0) =D" has to be interpreted with
certain care. One might be inclined to infer from it
that the a' relaxation process is governed by just one
relaxation rate k D" instead of two k D+. Indeed, a
straightforward algebraic manipulation of (3.16)

= e(k) —( (Hp) + ksT) p(k) (3.19)

defined in analogy to fluids" "with (s ( k ) ~
s ( k ))

=ksc~=ks(c„+ks). Via a Kubo relation one ob-
tains for the "heat" diffusivity

D~ kg c„D —2k' TD'
D11 & k D11 (3.20)

It is amusing to note that in the Lorentz system the
ratio of "heat" conductivity (Np/V) AD„and electri-

whether nonlinear powers of the energy Hp =»pz/2m
+ Up( ( r „I) being nonadditive with respect to the
scatterers in contrast to Hp= pp /2m being indepen-
dent of N, for hard spheres supports our feeling.

In some real many-body systems generalized trans-
port coefficients diverge for k, z 0 below a critical

4 -1
dimension d, where the volume element q

' dq
around q =0 within which products a(q) a (k —q)
of conserved densities, are also slow modes becomes
sufficiently large. Above the critical dimension,
d, =2 for fluids and d, =3 for low-temperature iso-
tropic ferrornagnets, such coupled modes cause gen-
eralized transport coefficients to display nonanalytic
behavior in k, z near the origin. In the Lorentz sys-
tem such product modes are also slow variables and
that not only for q =0. However their effect is al-
ready properly taken care of by the above discussed
set a"+'( k) of conserved densities each of which can
be written as product modes of the basic variables
a'(k) (3.1). In a strict sense the "hydrodynamic"
description of a hard sphere Lorentz system was
shown" to break down below d, = ~ as a result of an
infinite number of slow modes formed by products of
conserved densities being slow for every wave
number q.

In real many-body systems the diffusivities of fluc-
tuations of the energy density e(k), the temperature
T(k), and the heat Ts (k) are all the same as a
consequence of momentum conservation: Only the
energy current but not the particle current contri-
butes' to Green-Kubo integrands for the diffusivities
of linear combinations of energy and number density
like T(k) and s(k). Or stated physically, the relaxa-
tion time of such a combination is determined by the
slow energy diffusion process. A local-density fluc-
tuation has long been propagated away over such a
time. Here both, e(k) and p(k), relax slowly, i.e.,
diffusively, and both of their currents contribute to
Green-Kubo integrands so that the Kubo relations
yield for different combinations of p(k) and e(k)
different diffusion constants being related to the D'J.

Consider, e.g. , fluctuations of the "heat"

(.(k) ~Z'~ p(k))
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cal conductivity (Np/V) ezD»/kt(T as defined via an
Einstein relation follows within a simple approxima-
tion (cf. Sec. III E) Wiedemann-Franz's law.

C. Relaxation kernels

Rather than approximating generalized transport
coefficients directly it is advisable to approximate
their relaxation kernels or even the kernels thereof.
Here the basic kernel is a "stress-stress" correlation
matrix of viscosity-type

m"t((k, z) = j' (k) ZQ QRjtt((k)

1

k kp
mIt(k, z) + 8 p-

k
(

s m'~(kz)
k

(3.21)

in which Q projects orthogonal to the densities a((k)
and the currents j (k). The transverse and longitu-
dinal parts appear via

do not differ. They are wave-number independent
like the total spectral weight of the generalized dif-
fusivity D(k, t =0) = C(t =0)S '(t =0)

1

Tc„

,ksT I +2ks/c„

1
cp' =C(t =0)S '(t =0) =t((zb

(3.27)

which is the analog of the square of the isothermal
sound velocity lim(, pk '(p( k ) l2'l p( k )) /
(p(k) lp(k)) in fluids.

There are two reasons for investigating also a
representation of Mt, (k, z) itself in terms of relaxa-
tion kernels: (i) The diffusivity matrix
D = lim„pim[&p+M( o(+i 0) ] 'cp2 is determined by
the inverse of Mt, so that M(, (k =0, (o =0) diverges
in the localized phase where one matrix element (or
more) of Dt vanishes. This might be easier to han-
dle in terms of relaxation kernels of M(, (k, z) which
consequently would vanish. (ii) Also high-frequency
excitations are better studied within the dispersion re-
lation representation

Mt, (k,z) =m(, (k,z) C '(t =0) (3.22) M(, (k, z) = —[z +Nt((k, z)] 'M(, (k, t =0) (3.28)

in the dispersion-relation representations for the
correlation matrices of transverse currents

C,(k,z) =—[z+M, (k,z)] 'C(t =0)

and of longitudinal fluctuations

(3.23)

Ct(k, z) = —zfz' —k'cp +zM((k, z)] 'C(t =0)

(3.24)

A straightforward calculation yields

M((k, t =0) = ft((k) —k cp, M((k, t =0) = 0((k)
(3.29a)

0 (k) =0 +3k c D (k) = II +k c (3.29b)

D(k, z) = —[z+M, (k,z)] 'cp (3.25) The matrix

respectively. Equal-time longitudinal and transverse
current correlations

(j' (k)
l jt((k)) = S.t(C'(t =0)

'1 kBT
=8 v2s"'" k T k'T'(2+c„/k, )

(3.26)

C„
C2 2

oo th
1

Cp
kBT 1 —2

kB

C„
( (

1+4 kB

C„

(3.30)

contains characteristic velocities for high k, z wavelike
excitations and c~ abbreviates c„+kB. The matrix

QE = CdE
2 2

I —6
cp

ks

kt(T c~
(

C„ d kB kB
kt(T "(I+/, ) ———

g2 (I+/&+$2)
kB 2 cp Cp

(3.31)

is a generalization of the square of the Einstein or Kirkwood frequency

vol& I po)
((le Up

(pol po)
(3.32)
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(SU, ~'U, ) ((8U, )z V'U,
&6=-

z ~ 6=
ktt T ( V Up) ktt2 T2 ( V Up)

(3.33)

depending on "temperature" and scatterer density n,
are determined by higher-order correlation functions.

which measures the mean-square force ((pp) )'t on
particle 0. The dimensionless quantities

Ho~ever the approximation

((SUp)') c„"——, g, =+Jg, (3.34)
kg T kg 2

which is consistent with the Cauchy Schwartz ine-
quality (~ ~ I + gz and which seems to be reasonable
does not require additional unknown quantities.

Finally the transverse current correlation functions
and their longitudinal counterparts, the generalized
diffusivities, read

Ci(k, z) = —[z —O, (k) +zN((k z)] '[z +N (k z)]C(t =0)

D(kz)S(t =0) = —[zz —(0j(k) —c'k') +zN(kz)] '[z+N(kz)]C(t =0)
(3.35)

(3.36)

D. Diffusion versus localization

To interpret (3.37) let us forget for a moment that
the quantities entering (3.37) are matrices —the gen-
eralization is straightforward. Then the imaginary
part N" (tp) measures the lifetime of a velo'city fluc-
tuation of frequency ~ determined by cv —O~
+a&N'(co) =0. The velocity fluctuation is of dif-
fusive character if N" (@)/tp») l. In the opposite
case N"(tp)/cu (( I it represents a bounded oscillato-'

ry type of motion. Note in particular that a slowing
down of the relaxation rate

XD = N" ( cp = 0) (3.38a)
I

for zero-frequency velocity fluctuations indicates a
phase transition to a bounded type of motion: Ac-
cording to (3.37) the diffusivity

Thus the velocity-correlation matrix

P(z) = —[zz —QEz+zN(z)] '[z+N(z)]C(t =0)
(3.37)

is given in terms of the matrix of restoring forces OE
and the frequency-dependent complex relaxation-rate
matrix N(z) =Nt, (k =O,z).

scatterers corresponding to an amorphous solid the
self-diffusion constant determined over experimental-

ly accessible time is zero. Hence, at least in this
sense, there will exist a line Tt„(n,) separating the
T —n, plane into the localization regime where
D(n„T ~ T~„(n,)) =0 and into the diffusion regime
where D(n„T ) T~„(n,)) ) 0. We furthermore ex-
pect all diffusivities O'J to vanish simultaneously at
T~„(n,) since a blocking of particle diffusion enforces
in our system also the energy to be blocked; the
latter being transported only by the one moving parti-
cle. Since QE and cp are smoothly varying functions
of n„T staying finite at T~„(n,) the phase change
D 0 to the localized state is indicated by XD 0.
Hence kD(n„T) is the relevant variable to be approx-
imated.

%e will now investigate the low-frequency struc-
ture of P(tp+ I'0) To that en. d consider the expan-
sion

N(re+I'0) = n~ sg(nru)(tp[ '+t(XD+n2(co( ) (3.39)

valid for co 0 with arbitrary a~, o.2 & 0, e.g. ,
o.~

=1, o.2 =2. Then one obtains

y(tp+i0) = QE'[tp+n) sgn(tp) ~tp~
'

D=OE ADcp (3.38b)
+i() D+n, ( ~

')]C(t =0) (3.40)

vanishes if the zero-frequency relaxation rate A.D van-
ishes. Then the particle's mean-square displacement
grows slower than linearly in time for t

We do indeed expect that there exists for finite
n„T a transition to such a localized phase character-
ized by D =0 despite the initial momentum distribu-
tion having tails of high momentum pp /m )) ks T.

That will cause only exponentially small escape rates
out of the cagelike configurations which are charac-
teristic for high-density environments. In any case,
there will exist localization in the sense of experi-
mental physics since in the high-density phase of

+t(t, +tt, ~~~")] 'n,'-(3.4l)

shows an infrared divergence'p at T~„(n,) where the
relaxation rate AD slo~s down. Thus it might be ad-
vantageous to approximate N rather than M.

In d =2, 3 dimensions n dz/2 (a&=2) has been re-
ported for a different model'p in the diffusive (local-
ized) regime corresponding to a long-time tail6

P(t) —t ~' '. Whereas P(cp+i0) is well behaved in
both regimes its kernel

M(ru+ i0) = —[o)+n, sgn(tp) )tp(
'
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E. Simple approximations

A straightforward approximation which proved to
be quite successful for current excitation spectra of
fluids' ' ' is to neglect the frequency dependence of
the relaxation kernels N&, (k,z) =i rl, t(k) so that

D(k, z) =—[z —Q (k) +c k +izrl '(k)]
x [z+irl '(k)]ct'j

C,(k,z) =—[z —Q (k) +IZT( '(k)]
x [z+ir, '(k)]C(r =0)

(3.42a)

(3.42b)

The relaxation times rl, (k) can be taken either as fit
parameters or they can be expressed in various
ways'~' '6 by spectral sum rules, If one adopts, e.g. ,
the procedure proposed by the de Raedt brothers"
one obtains in our case

r (k) = Q, ,(k) (3.43)

y(z) = —(z' —QE+izQE) '(z+i QE)cp' (3.44)

where the matrix product Q~2, (k) is given by (3.29b).
' Then the velocity correlation matrix reads

leading to the diffusivity matrix

D=Qg co
-1 2 (3.45)

By the way, one obtains, . up to a factor 4m/2, the
same transport coefficients from approximating the
spectral matrix of D (k,z) by a Gaussian D "(k, te)
= dn/2QI '(k) coz exp[ 2—ro2Qt 2(k) ] constructed

such as to guarantee the lowest two spectral mo-
ments. One can not expect the localization transition
to be realistically described with (3,45) since the
high-frequency moments —i.e., the small-time
behavior of the particle —will be almost unaffected by
such a phase change. In the diffusive regime howev-
'er one can obtain, as in simple fluids, a realistic esti-
mate ' of the transport coefficients and from
(3.42) —(3.44) a reasonable description of the fluctua-
tion spectra. '

With the approximation (3.34) g2 = ((SUe/
ks T)') = g, gt = Jg the diagonal elements of the dif-
fusivity matrix (3.45) are given by a product of
u,'z/&us with a number depending only on the quotient
g of potential energy fluctuations and kinetic energy.
After some matrix algebra one finds for g =0.25
(1,4)

0.99(1.1, 1.6)2
Dij +th

kB T1.0(0.59, —0.67)

0.32(0.078, —0.97)

2.7 (2.0, 9.1) (3.46)

1.5

3
~ 1.0

0.5

1.5

1.0

0.5

The self-diffusion constant D" increases weakly with

( in the above range while the energy diffusivity Dzz

shows a much more pronounced nonmonotonous
dependence on g. Even more sensitively depends the
coupling D"D"/(D" —D")' between long-
~avelength number and energy-density fluctuations
on the quotient g.

On the other hand, the velocity-fluctuation spectra
P"(~)/P"(cv =0) being reduced by the diffusivities
are roughly the same (cf. Fig. 1). For small values of
g both above spectra are similar to that of a tagged
particle in liquid argon. For larger potential fluctua-
tions /=4 (or equivalently smaller temperatures)
spectral intensity is shifted to larger frequencies such
that additional side peaks develop around ~E. It
would be interesting to compare these predictions
with computer experiments.

1.0 ~g~ 1.5

FIG. l. Reduced velocity fluctuation spectra (3.44) as

functions of cu/cps for g = ((8Uo/ks T)2) =0.25 (full curve),
(=1 (dashed curve), and (=4 (dash-dotted curve).

IV. KINETIC THEORY OF PHASE-SPACE
DENSITY FLUCTUATIONS

In this section we present a kinetic theory for
phase-space density fluctuations of the two conserved
quantities, particle number and energy. Our motiva-.
tion for doing this is twofold. Approximations for-



3976 M. LUCKE

mulated within the generalized hydrodynamics frame-
work of Sec. III being constructed such as to ensure
the correct low k, ~ behavior almost always violate
the free-particle limit. The latter can naturally be in-
corporated in kinetic theories. Furthermore, approxi-
mations of comparable quality if formulated within a
kinetic theory are superior ~ to those formulated
within the generalized hydrodynamics framework.

The problem with kinetic theories is to construct
"conserving" approximations to collision operators
which guarantee the conservation laws for the con-
stants of the motion of the system and thereby en-
sure the correct low k, co behavior of their fluctua-
tions. In particular, the restriction imposed by energy
conservation upon kinetic theories is so severe that it
can be met for real many-body systems only approxi-
mately in the low-density, weak-coupling limit. For
high-density, strong-coupling systems a satisfactory
solution is lacking. The basic reason for this is the
potential part of the energy density which, depending
on two positions, requires '4 two-point distribu-
tion functions in order to ensure energy conservation.
In our system, however, the energy density is
dynamically a one-point variable since only one end
[ r 0(i) ] of the bonds in the potential part moves.
Statistically the energy and its density is a two-point
variable because of the statistical behavior of the
scatterer environment entering Ho. That renders the
construction of energy-conserving approximations
tractable without making it trivial. Moreover it offers
the present problem a guideline for a generalization
to real dynamical systems.

To develop a kinetic theory which manifestly con-
serves particle number and energy for arbitrary
scatterer densities and interaction strengths we intro-
duce the two phase-space densities

A'-(k, t) =—S(p —po(r)) a'(k, t)
b

(4.1)

of particle number NO=1 (i =1) and of the energy
deviation SH0 (i =2). Both are products of the
real-space densities a'(k) (3.1) and the momentum
space density 8(p —pp) normalized for convenience
by the square root of its mean

b = (8(p p ))1/2 e-(P/2)P /2m

2Am
(4.2)

This relation is of central importance for constructing
conserving approximations.

Integrating A'- (k) over all moments with the weight

b~fb/, p/ml one obtains the Fourier transformed real-
space densities a'(k) [ j (k)]. The "continuity"
equations (3.7) reflecting conservation of particle
number and energy read

dpb~ 2+ A'-(k) =0 (4.3)
m

A. Correlation functions of the t~o
phase-space densities

0, , «.z) = (ply«. z) lp ) (4.S)

as matrix elements of an associated operator Q(k, z)
in the continuous "p representation" with

(p)p ) =S(p —p ) and J dp(p) (p (
=1. Here ((

and
~ ) are analogous to Dirac's bra and ket state vec-

tors." We will also consider matrix elements of
$(k,z) in the discrete "n representation"

(n (y(k, z) )m)
r

dp J dp (nip)e, , (k,z)(p'Itn) (4.6)

defined by

( )tN t ( t)Ng

(nip) =(pin) = ' ' ' '
b

n&!. . .nq!
(4.7)

in terms of Hermite polynomials with
n = (nt, . . . ,ng), n =0, 1, . . . so that

(n [m) = J dp (n
~ p) (p ~m) =8-„- and

$-„~n ) (n ~

= 1. The creation and annihilation

operators [p =p /(&2mv, h)]

a = p — , a = p + (4.8)1 - 9 1 - 8

Bp 2
i

Bp

obey the usual commutator algebra.
The matrix elements (4.6) of p(k, z) between the

lowest "states" [0) and ~1 ) =a ~0) are correlation
functions of densities (0~&"(k,z) ~0) = &s(k, z) and

currents (1 ~Q"(k,z) ~1&) = C'/p (k,z)/v, 'h. This gives
a first hint at the usefulness of the n representa-
tion. 3 Its main advantage however is the possibili-

ty to formulate within it a systematic, conserving
operator expansion for the collision operator of
y(k. z).

B. Kinetic equation for $(k,z)

With the standard technique of Sec. II one obtains
the equation of motion

[z —ru(k) + X(k,z) ]P(k,z) = —X (4.9)

The main object of our interest is the dynamical
correlation matrix of phase-space density fluctuations.

1
t

,(k,z)= ~-, (k) ~/, (k) =P', (k,z) .
/

(4.4)

These functions summarize all the correlation func-
tions investigated in Sec. III and contain besides that
a wealth of additional information. In particular, they
describe the relaxation of a fluctuation SA'-, (k, t) of
the phase-space density towards its mean.

We will interpret
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for the correlation matrix of phase-space densities.
The equal time phase-space density correlations X

are wave-number independent. In p representation

xs, =(A'-, (k) IAt, (k))

Qp2

2m

Q„ZA'-„(k) =g. —k p . (P'o)a.'—i At- k
m PmU, h

the dynamics of the collision operator is determined
by fluctuations of the generalized phase-space densi-
ties [d po(t)/dt]A'-„(k, t) of the force d po/dt on the
moving particle

=g(p —p )
+((g U,)')

2m ' 2m

(4.10a) po
Ia.— A-, (k) .

me, h

(4.15)

is diagonal with respect to p, p . In n representation
there are off-diagonal matrix elements

&nIxIm& = &nI
Qp2

2m

Qp2

2m
Im&2

+ ((SUO)~)
2m (4 10b)

since

Sp' p' —
&po ) k, r (aa +aa+2aa)

2m 2m

(4.11)

The inverse X ' does not exist in the limiting case
U0=0 of a free particle.

With only one particle moving there is no Vlasov
term and hence the operator au(k) represents just
free streaming. It is diagonal in p representation

Their correlation functions
r

~ a ~ P

A-(k) A', (k)
m V~h QgZQg z m llgh

determine I'( k, z)

=(PI7".s(k z)lp ) (416)

(P lr"(k.z) IP &
= a.'at' &P le".s«.z) I P ) (4 17a)

(nIrs(g, z)IR) = (nIa y"s(k, z)apIR) . (4.17b)

Here a&~ operates on p and the second line follows
with the definitions (4;6) and (4.7) making use of
partial integrations. We consider the above force-
density correlation functions to be the basic quantity
to be approximated.

a)'~, (k) = (A'-, (k) ILIA' (k)) [x-'ls

k p s(p —p )g",
m

(4.12a)

2. Particle number and energy conservation

The kinetic equation (4.9) guarantees the relations

Collision kernel X( k,z)

The collision operator

X(k,z) = I'(k, z) x-' (4.13)

is a product of a k,z dependent relaxation kernel and
the inverse static susceptibility X . The p represen-
tation of I (k,z)

r",(k,z)
1 P

= A'-, (k) Zg, Q,Z A', (k) (4.14)
w

—z 7

with g& projecting orthogonal to A'-, (k) reveals that

while in n representation

(nIco"(k) Im) =—kv, h(nIa&t +a&IR)gtt . (4.12b)

there are with our choice (3.5) for the wave-vector
off-diagonal elements in the first Cartesian com-
ponent.

dpbs z+ p't i(k, z) = —
J d pbsx"

z (OIptt(k, z) +k v,h(1 I4"(k,z) = —(OIX", (4.18)

following from the "continuity" equations (4.3) if
and only if the collision operator is such that

&oIr(k, )x-'=(0Ix(k, z) =0=x (k ) Io)

=x 'I'(k, z)IO) . (4.19)

The energy-conserving criterion is much simpler than
in case of a fluid because here the energy-density
current is as simple as the number-density current
and because the phase-space density of the energy
has been introduced explicitly within the 2 x 2 matrix
formalism. To formulate the energy conservation re-
quirement within the standard one component
description of A -', (k) alone is more difficult. Since
the correct collision operator satisfies the conditions
I'(k, z) IO) = (OII'(k, z) =0 for particle number and
energy conservation one concludes from (4.17b) that
the operator 7 "tt(k,z) is a well-behaved function of
the operators a+ and a.
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C. Operator expansion of I'(k, s)

It has been a commonly practiced strategy in kinet-
ic theory"' to approximate dynamical quantities like
relaxation kernels while incorporating static correla-
tions as far as possible exactly. We will also stick to
this recipe and expand the operator r(k, z) [or
equivalently y(k, z)] in powers of a and ap. Such a

polynomial approximation with all creation (annihila-
tion) operators to the left (right) is systematic as
sho~n in Appendix A and conserving.

In this work we keep in the expansion (cf. Appen-
dix A) of I't(k, z) only the lowest term

(4.20)

= ~oa'(k) ioa (k)
A A Z

I "(k,z) =a ap(1 lI'"(k,z) lip)

=a'ap(ol~"p(k»Io),
which is bilinear in a and a. The next terms contain
at least products of three operators since the coeffi-
cients of a a& and a a& have to vanish due to the
conservation laws I'l0) =0= (0ll". The coefficient
(Oly"p(k, z) l0) is determined by correlations of the
generalized real-space densities (d po/dt) a'(k) of the
force d po/dt on the moving particle

m.p(k, z) = J'. (k) l&0~ 0~& litp(k)
g —z

Note that m(k, z) differs from m(k, z) (3.21) be-
cause of the projectors 0&,Q. Whereas the latter pro-
jects out only the real-space densities a'(k) and

j
j (k) the former eliminates phase-space densities

A'-, (k). Hence the spectrum m (k, ro) of force den-

sity fluctuations is expected to be smoother than that
of m ( k,z) which still contains phase-space density
excitations. That is not only of academic interest
since numerical calculations require to approximate

jj
m p ( k,z). Their outcome has to decide whether
m (k,z) directly should be approximated —e.g. , by
some generalized mode-coupling procedure —or
whether the self-energy of m(k, z) is more appropri-
ate for approximations.

We should like to point out that the approximation
(4.20) which looks rather simple minded in the n
representation contains a Fokker-Planck operator in
the p representation. ' Our approximation is exact
for the equal-time relaxation kernel I"(k, t =0)
=a ap(1 ll" (kt=0, ) lip), i.e., the operator expan-
sion terminates with the bilinear term a a which still

operates in the infinite-dimensional Hilbert space
spanned by the Hermite polynomials. The standard
expansion procedures employed in kinetic hydro-
dynamic theory" which truncate the space of states
are inadequate to reproduce the above feature (cf.
Appendix A). Also the expansion which has recently
been suggested for a different problem cannot
reproduce the correct Fokker-Planck operator struc-
ture of the equal-time collision kernel. The other
matrix elements

Qp2
kpT I +pi+

2m' T

Qp2
kpT I +g)+

2m' T

Qp2 gp2
kp2TZ f2+ +2(l +(t) 1+

2m' T 2mk~ T

(4.22)

would be bilinear in a and a as well were it not for
the operator Spz/2m (4.11) in the matrix elements
containing the phase space density A-', (k) of the en-

ergy.
Our approximation (4.20) can be written for the

1-1 component in the form I",(k,z) =I"
P P P P

& (k, t =0)f(k, z) which was suggested earlier on
heuristic grounds' for fluids. However, in contrast
to our theory, the function f (k, z) cannot be identi-
fied unambiguously by correlation functions of the
system. To determine f(k,z) by the lowest matrix
elements in the n representation which might seem
reasonable [and is correct for the above special case
in terms of our operator expansion] is not compelling
within the above heuristic approach and was not sug-
gested anyhow by the authors. "' ' They took for

D. Approximate kinetic equation

With the approximation (4.20) for the relaxation
kernel the collision operator

Xs(k,z) =
2

m p(k, z)a ap(X ')'t
0th

(4.23)

still contains higher than bilinear combinations of a
and a. They stem from the operator Sp2/2m appear-

f(k,z) a Lorentzian or a Gaussian with a wave-
number-dependent relaxation rate chosen by various
ad hoc procedures. The resulting density and current
correlation spectra agreed remarkably well with ex-
per-iments.
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(4.24)

with

ing in the inverse of the static susceptibility (4.10).
For the purpose of practical calculations we suggest
an additional approximation, namely, expanding
(4.23) up to bilinear order which affects the inverse
of the static susceptibility. We consider this approxi-
mation to be only of technical nature the basic ap-
proximation being (4.20). The above expansion
atattX ' =ata„(l„~ata&X '~1~) yields

Xtt(k, z) = ops(k, z) a tas

transverse parts mt, (k,z) of m &(k,z) were taken to
JJ ij

be the same. The solution to (4.28) for the general
case can be obtained as well. Since it is only more
complicated without offering new insight we will in-
vestigate for notational convenience the above simpli-
fication. Besides that seems mi (k, z) = m, (k,z) to be
reasonable since in the limiting cases k 0 and for
large z [cf. (4.21), (4.22)] longitudinal and transverse
parts are the same.

E. Correlation functions of currents and velocities

o "s(k,z)= ", m's(k, z) [C '(t=0)]'~, (4.25)
c ——de2

where C"(t =0) are equal-time current correlations.
However, with (4.24) and (4.25) the potential part

of the second moment of the current correlation ma-
trix (j' (k)(Lz~jts(k)) =v (1~~[co (k)+X(k, t
=0) ]X

~ 1tt) is wrong as a consequence of the approxi-
mation X ': Whereas (4.23) still guarantees the exact
relation

xp4(x;X) (4.29a)

p1

C, (k,z) = —v o '(k, z) J dxe " &
—«)xrp4(x X)

The correlation-function matrices of densities and
currents following from the kinetic equation (4.28)
are derived in Appendix B. They are given in terms
of integrals related to the incomplete gamma function

Ct(k, z) = —vtz„zo. '(k, z) J dxe "t' «xt '(1 —x)

v,'„(1 (X(k, t =0)x[is) =m &(k, t =0) (4.26) (4.29b)

our technical approximation for X yields the addi-
tional prefactor (c„+ks)(c„—

2 dks) '=1+
z

(d
+2) (k&T)'((SUO)') '. It measures how much the
identity X X~ I&) = ~1&) entering (4.26) is violated by
approximating X ' alone. In the strong-coupling case
of dense scatterer environments which is of greatest
interest this factor is of minor importance. In the
weak-coupling limit or equivalently for large frequen-
cies and wave numbers where free-particle behavior
dominates one would prefer a technical approxima-
tion for X ' which guarantees as many moments in a
high-frequency expansion as possible. In our case
one can demand that a bilinear truncation
X(k,z) = o tt(k, z)atas of the coilision kernel (4.23)
satisfies (4.26). That yields as an alternative to
(4.25)

o'ts(k, z) =m s(k, z) [C '(t =0)]'t . (4.27)

In any case the approximate kinetic equation for
P(k, z) reads

[zg"+v,hk(ate+at )8"

+a,a~o "(k,z)]qh"(k, z) = —X't . (4.28)

Here we have replaced o.lttt(k, z) which is diagonal in
n, P by 8 &d 'orttr(k, z). Thus longitudinal and

with

X= —kv, ho '(k, z), g=zo. '(k, z) —X . (4.30)

+(I —x)4X4 -'k~T 0 0
0 1 (4.31)

contains even terms up to quartic order. At long
wavelengths however only the matrix element (B12)
between "hydrodynamic" states (lt~X~lt)
= v,&'C(t =0) enters the theory. Note that X and f
are 2 x 2 matrices depending on o' (k,z). Thus to
evaluate (4.29) numerically for finite k for a particu-
lar o'(k, z) one should determine first the transfor-
mation matrix which diagonalizes o't(k, z) and conse-
quently also h. and g. Then one has to integrate, for
a particular power X" in P4 (4.31), over the two diag-
onal elements (v =1,2) of the integrands in (4.29)
which have typically the form exp[ —

A.)„&(1—x) ]
x x & "&(I —x)".

In the limit k 0 where A. vanishes the result
(4.29) simplifies considerably. One verifies immedi-
ately that both current correlation matrices

The polynomial P4(x;A. ) (B12)

0 1
P4(x;X) = v,„C(t=0) + (1 —x) h. I 4k T2

tl
Ct(k-O, z) =—zo '(z) dxx* " '(1 x)C(t=0) =——[z+o(z)] 'C(t=0)

~o
1

C,(k O, z) = —o. '(z) dxx' "C(t=0) = —[z+o(z)] 'C(t =0)Jp

(4.32)
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yield the same velocity correlation matrix. Hence the
kinetic theory developed here yields for the diffusivi-
ty matrix

D =—lim[«)+i(r(o)+i0)l 'c«2
OJ ~0

=C(t =0) [m (0,0)] 'c«2 (4.33)

where we used (4.27). This has to be compared with
the generalized hydrodynamic result D = C(t =0)
x [m"(0, 0)] 'c«2. Presumably m"(0, 0) W m (0, 0)
due to the different projectors in (3.21) and (4.21)
although we have not been able to prove it. Howev-
er, at least within simple approximations, there is no
difference. Consider as an example for such an ap-
proximation

cr(k, z) = —[z+ir (k)] 'o(k, t=0) . (4.34)

From (4.21) one sees that a(k, t =0) = AE2 (3.31) is
wave number independent. Whether one uses

(k) =(jl&g~&lj)(jlj) ' o« '(k) = (jl&'Ij)
x (j l j) ' for determining the relaxation time matrix
does not play a role for k 0. In both cases one ob-
tains for the diffusivity matrix D = OE'co, i.e., the
same result as from the equivalent approximation in
generalized hydrodynamics theory.

V. SUMMARY

We have investigated the dynamics of a classical
particle moving in the potential of randomly fixed
scatterers which are thought to be realized by freez-
ing in a fluid in thermal equilibrium with a tagged
particle immersed in it. The statistical mechanics of

~ this system is determined via a canonical ensemble
average over the phase-space variables remaining
after the quench. That implies, in particular, that the
energy of the moving particle which is a constant of
the motion fluctuates within the ensemble. More-
over, fluctuations of the energy density relax dif-
fusively for low It... ro. They represent a second
relevant "hydrodynamic" mode besides number-
density fluctuations.

In Sec. III we developed a generalized hydro-
dynamics theory for the fluctuation spectra of the
densities of particle number and energy, of their
currents and of their velocities. We used dispersion
relation representations for the 2 x 2 matrices of
correlation functions. The diffusivity matrix D J of
the two densities has off-diagonal elements. Due to
this coupling between the densities the decay of ei-
ther fluctuation is characterized by two different re-
laxation rates: neglecting the coupling to other con-

-ik ~ raserved densities like Hoe the low-k, co excita-
tion spectra of both densities are superpositions of
two Lorentzians of widths k'D+ determined by the
eigenvalues D+ of the diffusivity matrix. We also in-

vestigated dispersion relation representations for the
generalized diffusivities, for the transverse current
correlation matrix, and for the relaxation kernels of
all of them.

The transition to a localized state ~here the dif-
fusivities vanish is indicated and determined by the
slowing down of the zero-frequency relaxation rate of
velocity fluctuations. The change in the low-

frequency velocity-fluctuation spectrum associated
with the phase change can naturally be described
within the framework presented here. Excitation
spectra of currents and velocities are determined
within simple approximations which follow from
Lorentzian or Gaussian relaxation kernels and the
dependence of the velocity-fluctuation spectra and
diffusivities on the ratio of mean potential fluctua-
tions and kinetic energy are discussed.

In Sec. IV we have developed a new type of kinetic
theory for the fluctuations of the phase-space densi-
ties of the two constants of motion. We derived a
matrix kinetic equation for the 2 x 2 matrix of corre-
lations of the two phase-space densities which mani-
festly guarantees the exact conservation laws of both,
particle number and energy. This was achieved be-
cause (i) phase-space density fluctuations of the en-
ergy are explicitly taken into account, (ii) they are
two-point quantities only in a statistical sense—
dynamically the energy phase-space density is a one-
point quantity since only one end of the bonds of the
potential part moves.

Technically we introduced for the p, p dependent
correlation operators in the kinetic equation a well
known discrete n representation based upon Hermite
polynomials. In the space spanned by this n basis
the operators are functions of creation and annihila-
tion operators acting on the n states. In particular,
the collision operator can be expanded in a power
series of creation and annihilation operators which
manifestly ensures particle number and energy con-
servation. The expansion coefficients are matrix ele-
ments of the operator between n states the lowest of
which are "hydrodynamic" states. Terminating the
expansion at some order one obtains a systematic (cf.
Appendix A) approximation which is novel in kinetic
theory literature.

Unlike conventional expansion schemes for the
collision operator the state space is not truncated and
thus already the lowest orders guarantee the correct
operator structure at small times. In this work terms
up to bilinear order in creation and annihilation
operators are kc,pt. The expansion coefficient thereof
is a correlation function of the generalized densities
of the force acting on the moving particle. This
correlation function is similar though not equal to a
relaxation kernel appearing in the generalized hydro-
dynamics theory of Sec. III. Our systematic approxi-
mation to the collision kernel is similar in structure
to one suggested ' ' on heuristic grounds which
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has proven to be quite successful for fluids.
From the solution of the approximate kinetic equa-
tion we obtained correlations of currents and densi-
ties in terms of integrals related to the incomplete
gamma function. In the limit k 0 they yield a
dispersion relation representation of the velocity
correlation matrix and an explicit expression for the
diffusivity matrix analogous to that obtained from the
generalized hydrodynamics theory.
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APPENDIX A: OPERATOR EXPANSION

Let

F= X X ln)F. (ml. &nlFlm) =F. (Al)
n Om 0

be any operator acting in the infinite dimensional Hil-
bert space spanned by the orthonormal state vectors
I
n ) = (n!) ' (a )"I0); n =0, 1, . . . . The generah-

zation to the case I n ) =
I n t, . . . , nz) being obvious

is left out here for the sake of notational conveni-
ence. Then the coefficients fkt in the operator expan-
sion

As noted already is the coefficient fkt determined
only by {F„ I with n ~ k, m ~ I. Thus to improve
the approximation F to F from level N to level N +1
one merely has to evaluate the additional coefficients
fn~t t and fk,n+t for k, l » N +1.

We are mainly interested in the expansion of F up
to powers N =1 of a and a

F = «IF lo) I+ &0IFI»a+ &I IF l»a'
+ {&I IFI» —(0IFI0) ]a'a+ . (A6)

The Fokker-Planck operator I""(k,t =0) (4.22) is an
example for which the expansion (A6) is exact while
an expansion Q In)A„(ml with a truncation of the
form

~00 ~ol
~ 10 ~ ll

NNf a

'a,
used in standard kinetic theory with a =0 or a W 0
fails.

APPENDIX B: SOLUTION OF THE APPROXIMATE
KINETIC EQUATION (4.36)

We will employ algebraic methods33 (well known
from displaced harmonic oscillators) to evaluate the
matrix elements of

N N

F $ X (at)kalf
Ol 0

(A2)
@(k,z) = —[z+vthk(at +a~) +a a a(kz)] 'X

(81)

&nlFlm) = (nlFlm), for n, m ~N (A3)

can be evaluated in terms of {F„;n~ k, m ~ I I such
that

in the n representation. Since the linear term in the
square bracket causes difficulties it is eliminated by
the transformation

(U 'an't U)'J=a 5'J+ X'J (U '
]aU) =s/ a'~ 8X+'t

i.e, , F and F have the same matrix elements between
the states 0, 1, . . . ,N.

To express fk& in terms of {F„ I one has to invert
the series

(A4)
1

Fnm =«l~! i t fk.k+m n-
k max(0, n —m)

of a~,at which is generated by the (nonunitary)
operator

U"(a,a$) =(e 'e ')'t .

(82)

(83)

which follows from (A3). That can be done starting
from FO„, F„O then proceeding to Fl„,F„l with n «1
then to F2„,F„2 with n «2 and so on. In this way
one obtains, e.g. ,

Here

X = —k vtha (k,z)

~ = z ~-'(k, z) —X',
(84)

(85)

1 1
fOn

~

FOrti fnO
~

Fno
Pl ~ n!

and for n «1
1 F 1

fly ~t ln ~( )~
0 n 1.-

(ASa)

(ASb)

are complex 2 x 2 matrices. With (82) one obtains

@(k,z) = —o. '(k, z) U((+a a ) 'U 'X . (86)

Current correlation functions are matrix elements
of (86) between the longitudinal current "state vec-
tor" att IO) = lit) or the transverse current "state
vector" az IO) = llz). Since U operates only on the
longitudinal component of state vectors one readily
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sees that the longitudinal current correlation matrix is given by

ug~Cr(kz) = &ltlg(k. z)11&& = rr '&kz) (1&IUlm~)(g+m~) '&milU 'In~& &n~)XI1~&

where summation over n~, mi is implied. With

I(—X)' m,(1,IUlmi) =
Qm)!

(87)

(88)

&milU-'ln~) = (89)

and the relation

1

(i;+m() '= dxxt 'x '
0

(810)

one obtains after some straightforward algebra

1

'oth Cr(k, z) = —zo '(k, z) J dxe " ' "xt '(1 x)P (x it)— (811)

The polynomial

. .«n+»ilxll~ &P,(x, Z) = X (1 —x)"a
n 0 n+1 !

(812)

contains only even powers up to quartic order. Its lowest-order term is determined by the equal-time current-
correlation matrix C(t =0) =o'h(1&lxll&).

Transverse current correlations are even easier to evaluate with

=(ol elm, ),(—ii) '
&12IUlml ~ 12) =

m(!

(m&, 12I U 'lnl 12) = (mt I
U 'lni),

(813)

(814)

(n, i l, lxll, &

Qnt!

((n +1)i I xl 1 t)
Q(n, +1)! (815)

The result is
1

u C,(k,z) =—o '(k, z) J dxe " ' ~ xtP4(x, X) (816)

For the sake of completeness we also give the density correlation matrix

pl
&Oly(k, z)lo) =S(kz) = —o '(kz) J dxe-~i' —"xt-' X(1—x)V an!

which can be obtained either directly from (86) or, using the continuity equations, from C&(k,z).

(817)
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