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The magnetic properties of the (001) surface of chromium at finite temperature are investigat-
ed by means of spin-fluctuation theory. It is found that, in contrast with the behavior in the
bulk, large localized magnetic moments form at the surface. Interactions between these mo-
ments and their coupling to bulk spin fluctuations are included in the calculations. The results
show that magnetic ordering at the surface persists well above the bulk Néel temperature.
Comparison is made with available experimental results.

I. INTRODUCTION

The effect of surfaces on the magnetic properties
of transition metals has recently attracted increasing
attention. Several authors! ™ have indicated that sig-
nificant changes in the magnetic properties may result
from the sharp changes in the nature and properties
of the electronic states at and near surfaces. In fact,
there is now considerable experimental evidence to
support these ideas.>”!2 Some experiments probe the
change in the ground-state magnetic moment of sur-
face atoms in ferromagnetic transition-metal crys-
tals’® with results that are generally in good agree-
ment with the predictions of detailed self-consistent
band-structure calculations.!>!* Other experiments
study the temperature dependence of the magnetic
properties of paramagnetic materials. In particular,
the magnetic susceptibility was measured for ultrafine
particles of vanadium,’ thin films of transition met-
als!® and liquid 3He confined on different sub-
strates.!? It was found that the magnetic susceptibili-
ty of these systems exhibits a Curie-Weiss tempera-
ture dependence superimposed on the nearly constant
contribution of the bulk. Such a temperature depen-
dence is evidence of the formation of local magnetic
moments. Their absence in the bulk suggests that
local-moment formation has taken place at or near
the surfaces. In a previous paper!® it has been shown
that in the case of vanadium particular features of the
surface electronic structure produce large, long-lived
fluctuations of the surface local moment. These fluc-
tuations give a surface contribution to the magnetic
susceptibility that has the required temperature
dependence. Related ideas have been used!S in the
analysis of *He experiments.

If local magnetic moments can appear at the sur-
face of a paramagnetic material, the existence of a
surface-ordered phase may be possible. Surfaces of
transition metals are known to exhibit considerable
anisotropy for spin rotations!” and quasi-two-

dimensional ordering can occur.

Chromium is particularly interesting in this con-
text. It has recently been reported!® that small parti-
cles of bcc chromium exhibit a magnetically ordered
phase up to temperatures well above the Neéel tem-
perature of bulk chromium. The dependence of the
magnetization on particle size suggests that this is a
surface effect. The existence of a ferromagnetic layer
at the interface between chromium and MgF, at
room temperature was observed in magnetoplasma
wave absorption measurements.!® It has also been
suggested on theoretical grounds that surface magne-
tism in chromium may persist above Ty.2

In this paper the surface magnetic properties of
chromium (001) are studied above and below Ty.
This surface has been chosen because one expects to
find more pronounced effects in this case. While the
results reported here can not be directly applied to
the polycrystallilne samples used in the experiments,
the qualitative conclusions should also apply in that
case.

The basic ideas of this paper are the following.

The Fermi level of chromium is in the deep valley
between the bonding and antibonding d bands. As a
result, the density of states at the Fermi level and the
uniform field susceptibility are small. At the (001)
surface band narrowing produces a large enhance-
ment of the local spin susceptibility. This enhance-
ment causes an instability against the formation of lo-
cal moments. The interactions between these mo-
ments determine the stability of an ordered surface.
These interactions are indirect, mediated by the
itinerant electrons. In their motion the electrons
sample the magnetization throughout the crystal.
Thus, bulk polarization effects play a very important
role. This is quite different from the situation report-
ed earlier!’ for vanadium where these effects were
negligible.

The organization of this paper is as follows. The
model Hamiltonian and its ground-state properties
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are presented in Sec. II. Section III contains a discus-
sion of spin-fluctuation effects and of the methods
used in the calculations. The results of numerical
calculations for chromium are presented in Sec. IV.
This is followed by a summary and concluding re-
marks.

II. MODEL AND GROUND-STATE PROPERTIES

The electronic structure of (001) chromium is
represented by a Hamiltonian that includes a local ex-
change interaction.?! .

H=Ho—5 3US,S; . (1)
i

H, is the band Hamiltonian within the tight-binding
representation. The second term on the the right-
hand side of Eq. (1) models the spin-dependent part
of the electron-electron interaction. S, is the z com-
ponent of the total electronic spin at site /i and U; is
the exchange constant. Its value for surface atoms
may be different from that in the bulk. Charge-
rearrangement effects are included in Hy by an ap-
propriate choice of the one-electron potential. To
take into account spin anisotropy only one com-
ponent of the spin, along one of the easy axes, is
considered.

The band Hamiltonian H includes five d orbitals
per site with nearest- and next-nearest-neighbor hop-
ping terms.?? The effects of the s-p bands are not in-
cluded because the main contribution to the density
of states around the Fermi level comes from the d
states. Following standard procedures?® the hopping
matrix elements were fixed at their bulk values
throughout the system. The surface diagonal ele-
ments, however, were scaled in order to preserve
charge neutrality.

Figure 1 shows the local bulk and surface densities
of states (DOS) for the paramagnetic phase. They
have been computed by the real-space continued-
fraction expansion technique?* including 16 exact mo-
ments of the density of states. The results are com-
parable to those of Ref. 22.

A large peak in the surface DOS near the Fermi
energy is the most relevant feature in Fig. 1. It is
characteristic of the electronic structure of the (001)
surface of transition metals with the bcc structure.
This peak appears in both model® and first-
principles?® calculations. Its relevance for the prob-
lem of surface spin fluctuations has been pointed out
previously.!’

At low temperature chromium orders in-a spin-
density-wave configuration. The nearly commensu-
rate wave vector is along one of the fourfold sym-
metry axes. The ground-state spin polarization is of
the form i

S,(X) =Spcos(Q-X) , )
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FIG. 1. Bulk (solid line) and (001) surface (dashed line)
densities of states of chromium in the paramagnetic phase.

where Q=27/a(0,0,1 +8) and & is small.?”»2® The
discommensuration plays no role in this problem and
it has been neglected for simplicity. In the commens-
urate case electrons of different spins move in oppo-
site oscillating potentials given by

VE(x) = Fg cos(Q'X) . 3)

Within the Hartree-Fock approximation the size of
the antiferromagnetic gap g is self-consistently deter-
mined by the condition

26 =UM,(g) . 4)

M,(g) is the equilibrium value of the staggered mag-
netization in the presence of the potential of Eq. (3)
and U the bulk exchange constant.

For a semi-infinite crystal g is nonuniform. The
simplest model to describe its variation consists of
fixing it at its bulk value everywhere except at the
surface where it takes a different value, g,. The local
gap at the surface is related to the surface magnetic
moment by an equation similar to (4). This model is
supported by a calculation by Allan,?’ who has
shown, using perturbation theory, that the antifer-
romagnetic gap on layer / decays to the bulk value ac-
cording to

g(D —gb~exp[— i] (5)

with /o ~1.67 in units of interplanar spacing.
Figure 2 shows the bulk and surface DOS for both
spin directions in the antiferromagnetic state. The
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FIG. 2. (a) Bulk density of states in the antiferromagnetic
ground state. Solid line: majority electrons. Dashed line:
minority electrons. (b) Same as (a) but for the (001) sur-
face.

exchange constant U was taken to be uniform
throughout the system and its magnitude determined
by a fit to the experimental value of the bulk mag-
netic moment (0.6ug). Since the gap in the bulk is
very small (~0.22 e¢V) the DOS for opposite spins
are very similar. The gap at the surface is very large
(0.95 eV) and, as a result, the surface magnetic mo-
ment is much larger (2.6uz). The peaks in the den-

1 8
H[§]=EJ; dr

sities of states for different spins are considerably
shifted from their positions in the paramagnetic
phase. These results are in agreement with those of
Ref. 22.

The marked differences between surface and bulk
magnetic properties is a result of the drastic changes
in the electronic properties that occur at a (001) sur-
face. On other faces these changes are less pro-
nounced and their effect on the surface magnetic
properties smaller.

This mean-field procedure can be extended to fin-
ite temperatures very easily. Not surprisingly the
results for the temperature dependence of the mag-
netization and susceptibility are wrong. This is be-
cause thermal fluctuations, neglected above, play a
very important role in this problem.

III. FLUCTUATIONS

The calculation of the temperature dependence of
the magnetic properties is most conveniently per-
formed by formulating the problem directly in terms
of spin-fluctuation collective variables.?! By the use
of the Hubbard-Stratonovich transformation®® the
partition function of the system of interacting elec-
trons is obtained by calculating the partition function
of a system of noninteracting electrons moving in a
random magnetic field with a Gaussian distribution.
The result is then averaged over all possible field
configurations. Explicitly, the partition function is
given by?!

z=fd[§]exp[—j:d~r 3,67(r)

Zolrg] , (6)

where

Zo[ )\f] =Zo[0]<T,expl— J;Bd’r Efj(T)S,-z(’T)]> .

0
)]

The coupling constant A = (UkT)'2 and Z,[0] is the
partition function of noninteracting electrons in zero
field. The functional integral in (6) extends over all
possible functions &;(7). After representing Eq. (7)
by a coupling-constant integration®! the partition
function can be written as

z- fatelexp(~HIED) | ®)

where the effective spin-fluctuation Hamiltonian H is
given by

fo(ﬂ—BAEszAdmh)G.-;,,im(f, Tﬁh«f])] : ©)
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G (7, 7%, [A€]) is the Green’s function of the
electrons in the magnetic field £,(7), s is a spin label,
and m,m’ are orbital indices. All quantities of in-
terest can be obtained from the correlation functions
of the field £. The magnetization and susceptibility

are given by?!

M,-=%(§;('r)) (10)
and

2
X”=7[% ﬂdT(fi(T)gj(O))_aU] . an

= 2 | LE;
e =Sep+p L

where the matrix elements V/
m,jm

where the angular brackets denote the average of a
functional of ¢

te) -1 faraatale-nte) . a2

The evaluation of Eqgs. (8) to (11) is considerably
simplified by the use of the “‘static’’*? and saddle-
point3? approximations. Neglecting the time depen-
dence of £,(7), Eq. (9) is readily integrated to give

IminDet[1 - VG'(E)] , (13)

=7 )\5,8,/8""”, and G°(E) is the Green’s function corresponding to H,. In or-

der to apply the saddle-point method, the configurations that minimize H [£] must be found. This is easily done
at very high temperature because fields at different sites decouple from each other.’? As a result Eq. (13)

reduces to
Hl¢l =8 EF(Ai) , (14)
where the local free energy is defined as
A} dE 1
=4 e L 0 .
F(A) U J¢] 7 1+exp(BE) Elmlnll-ksA,G,,,,,,,,.(E)] 1s)

and A; = \¢;. Figure 3 shows F(A) for sites in the
bulk and at the (001) surface of chromium. The lo-
cal free energy has a minimum at A =0 in the bulk
whereas it has two deep minima at the surface. The
condition for the appearance of two minima is

UxP > 1 where 2x} is the local spin susceptibility.
Since X is very large for a surface atom, this condi-
tion is satisfied at the surface. Away from the mini-
ma, the local free energy increases rapidly. It follows
that in the configurations that give the largest contri-
bution to the free energy the local field in the bulk
fluctuates with small amplitude around ¢ =0. In con-
trast, at the surface, it takes the values * ¢ at which
the local minima occur. The surface local fields are
thus of large amplitude.

At finite temperatures intersite coupling must be
taken into account. In the paramagnetic phase, the
qualitative features of the saddle-point configurations
remain the same as above. When the system orders,
&, has a nonvanishing average value. The bulk low-
lying excitations become small oscillations about the
displaced equilibrium value. At the suface, the mini-
ma of the local free energy are no longer equivalent.
It will turn out that, in the bulk, the fluctuations are
localized in K space in two narrow regions around the
origin and the edge of the Brillouin zone. In con-
trast, at the surface, fluctuations retain a local charac-
ter in real space. The coupling between the two

arises mainly from the polarization of the bulk pro-
duced by a nonzero surface magnetization. The in-
clusion of the polarization effect requires the evalua-
tion of the temperature-dependent nonlocal bulk spin
susceptibility.

Because they are of different nature, bulk and
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FIG. 3. Local free energy as a function of the local band
splitting at high temperatures, for (a) bulk and (b) surface
atoms. The energies are in units of the bandwidth (7 eV).
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surface-fluctuation effects must be treated separately.
This is done in the next two subsections.

A. Bulk fluctuations

Expanding the effective Hamiltonian (13) in
powers of ¢ one obtains in the paramagnetic phase’!

HIEl = Su(DTE(-7)
q

+ v (T T2 E@TD) - E(T)

(16)

The vertices v,,(q) are given in terms of traces of
products of Green’s functions. For example,

(@) =1+UkT 33, 3G, (F.iw)

io p m,m'

xG,, (F+Tiw) , (A7)

v () =1-=Ux(T) , (18)

where Xq(q) is the noninteracting susceptibility.
Similar expressions can be written down for higher-
order vertices. The fourth-order vertex is illustrated
in Fig. 4.

The correlation functions (11) can be computed by
means of a diagramatic expansion in which the qua-
dratic term in (16) is taken as the unperturbed Ham-
iltonian.3! The unperturbed and full propagators are

Do(q) =2(¢£(@)€(=7T) )0

- TRy (19)
D(@) =2(£(@¢e(-7)) . (20)

A self-energy is defined as
D™(@) =D (T) - U(T) @1

FIG. 4. Fourth-order spin-fluctuation vertex. The mean-
ing of the symbols is explained in the text.

in terms of which the susceptibility is

x(T) —p—0@ , 22)
1-U¢(q)
where
() =x(T) +2(7) . (23)

Some low-order diagrams for (g ) are shown in
Fig. 5. A wiggly line represents an unperturbed
propagator. Each vertex carries a factor of (UkT)!/2,
Internal momenta, frequency, and orbital indices
have to be summed over.

In a Hartree-like approximation’! only those dia-
grams that contain a single closed loop of electron
lines are retained and wiggly lines are replaced by full
propagators. Figures 5(a) to 5(d) are examples of di-
agrams included in this approximation whereas dia-
grams like Figs. 5(e) and 5(f) are neglected.

Further progress in the evaluation of the self-
energy can be made by examining the momentum
dependence of the dressed fluctuation propagator.
Comparison of Egs. (11) and (19) shows that

p(@)=—-1 — . (24)
1-Ue(Tq)

The ¢ dependence of ¢(q) is qualitatively similar to
that of X¢(g).** Within the model Hamiltonian used
here ¢(g) has a large maximum near the edge of the
Brillouin zone (7 = Q) and a much smaller one at
g =0. Away from these points ¢(g) decays rapidly.
Thus, the leading contribution to a given graph for
the self-energy comes from nearly antiferromagnetic
and nearly ferromagnetic spin fluctuations. One can
treat these fluctuations exactly while approximating
the effects of those at other wave vectors by evaluat-
ing each diagram as if the only momenta transferred
to the electron lines were § =0 and Q. In practice

FIG. 5. Some contributions to the spin-fluctuation self-
energy. Diagrams (a) to (d) are retained in the approxima-
tion used in this paper.
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this means that wiggly lines are replaced by either of
o= UkT—— ED(p)

1

]
UkT5y STy @5)
- UkT 300 +Q)

- UkT-L 2———1————— , 6)

2N 7'1-Us(p+Q)

depending on whether the momentum they carry is
near ¢ =0 or Q. The diagrams simplified in this way
are exactly those for the average susceptibility of a
system of noninteracting electrons moving in the
presence of random uniform and staggered magnetic
fields h, and h;. These fields have Gaussian distribu-
tions with widths given by (25) and (26), respective-
ly. Explicitly,

¢(‘-]') = (X()((—].,hf()—(’)))hf , (27)
where
he(X) = h, + hycos(Q-X) . (28)

The amplitudes 4, and h, are distributed according to

2

P(h,,) = (29)

—F—¢€X
v2 TOys "I

20',

Rather than attempting to solve the system of self-
consistent equations (25)—(29) for the g-dependent
¢(q), it is convenient to parametrize its decay away
from the center and the edge of the Brillouin zone in
the form

#(T) =(0) [1 - l—‘L

Qu

2

2
—‘Ll ] , (31)
qs

valid for small values of ¢. The cutoff momenta g,
and g, are taken as parameters to be determined by
comparison of calculated and observed quantities.
This approximation is made in order to simplify the
computations and is of no consequence for the phys-
ics of the results.

The uniform and staggered susceptibilities may
now be obtained from (22) and (25) to (31). With
the definitions A, = Ux(0) and A\, = UX(Q) one
finds the following system of self-consistent equa-

#(T+Q) =¢(6)[1 -

tions:
MU (0, (X)) 32)
1+, IRy
S - ~ -
T+r = U(Xo(Q,hf(X)))hf , (33)
2 _ UKT 5 1+A,, | tan”'(\D)
Oys = 4”2 qu,s h“’, A,}f (34)

The solutions of this system used in conjunction with
(30) and (31) give the temperature-dependent bulk
nonlocal susceptibility.

The same procedure can be extended to the or-
dered phase after shifting the variables of integration
to take into account the nonzero average value of the
magnetization density. The latter can be evaluated
with the result

M(R) = (Mo, B/ (D)4, (35)
where
hj(R) = hy, + hy cos(Q-X) +7UM(2) . (36)

Here, M, is the equilibrium value of the magnetiza-
tion density of a system of noninteracting electrons in
the magnetic field (36). The last term on the right-
hand side of Eq. (36) is the Hartree-Fock field. The
first two terms represent the effect of the thermal
fluctuations. As T —0 the widths of the distribu-
tions of A, and A, vanish. Thus, at T =0 the random
fields can be neglected completely and Eq. (35)
reduces to the Hartree-Fock result, Eq. (4).

B. Surface fluctuations

The decoupling that leads to Eq. (15) follows from
Eq. (9) if all local fields except the one at site i are
neglected in the evaluation of G,(E). Intersite cou-
pling modifies the on-site propagators in two ways. If
the system is in the ordered phase the electrons see
an average spin-dependent potential. This can be
taken into account by adding to H, the Hartree-Fock
term. At nonzero temperature spin reversals occur
with a finite probability. Their effect is to add a ran-
dom component to the spin-dependent potential. In
the spirit of effective-medium theory® one can ap-
proximately take the latter into account in a calcula-
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tion of G (E) by treating the local field at site / and
the average potential exactly but replacing the ran-
dom potential on other sites by an energy-dependent
effective potential to be chosen in a self-consistent
way.’¢ Given the fact that surface fluctuations are
much stronger than bulk fluctuations it seems

reasonable to assume that the effective potential is
localized at the surface. Since the random potential
is local it is further assumed that the effective poten-
tial is also local. With these approximations, the ef-
fective Hamiltonian to be used in the calculation of
Gimim(E) is

Heff(E) =H0+ 2s

Jms

U
TMICI;SCJMS + E 0'fm(E) Cj;scjms ’ 37

Jm,s

where M; is the average magnetization at site j and the last sum extends over surface sites only. From (37) and
(9) the local free energy is obtained

2 =
F(A,)=%’—+f£ff(£) Simin{l+[sA,—[s&+op(E)1(GW(E)) ]} . (38)
where
-1
<G(E)>”E—Heﬁ(5) : , (39)

At the surface F(A) has two minima at A* which are the solutions of

(G (E))

AR 40
1+[sAF~sA,+05,(E)1 (G5 (E)) “o

t__y [4E
24, Uf /() Es Im

It will be seen later that these minima are very sharp. Thus, the saddle-point configurations are those in which
the surface field takes the values A with probabilities

+_ 1
pi 1+exp £[F(A) —F(AD)] “D

The sirhplest choice for the effective potential in this problem is given by the CP (coherent potential) approxima-

tion, which gives the self-energy>®

o5 (E)=—[sA—sA;+ o (E)I[sA7 —sA; + 0 (E)1(GH(E)) . 42)

From Egs. (40) and (41) the surface magnetization is
found

M, = % (ot AF +prAT) 43)

Equations (37) to (43) depend on the magnetiza-
tion on layers below the surface through the second
term on the right-hand side of (37). To evaluate the
magnetization profile (35) and (36) must be general-
ized to include the effect of the surface. The pres-
ence of the latter modifies the results of Sec. III A in
two ways. The Hartree-Fock term in Eq. (36) now
contains the true self-consistent magnetization pro-
file, and the fields A, and A become position depen-
dent. Assuming that A, and A, retain their bulk
values right up to the surface, (35) and (36) can be
expanded in powers of the deviation of the true pro-

r

file from the one appropriate for an infinite system.
Keeping terms up to third order the equation for the
profile becomes

AM(D=U 36(L1AM(I") +—;1AM2(I)
II

+33LAM3(1)+ cee, (44)

where

AM(D)=M()-M,(D) . (45)

Above TyM. (D) vanishes. Below the Néel tempera-
ture it is the spin-density-wave profile. In Eq. (44)
nonlocal terms of higher than first order have been
neglected. The nonlocal kernel in (44) is the Fourier
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transform of the ¢;,=0 component of (29),

(L) = 2¢(qu=0,q,)exp[iq,(l —l’)%l . (46)

9

The coefficients of the second- and third-order terms
are given by averages over the fluctuating fields of
derivatives of the local magnetization with respect to

qs

24X,

ds

23/,

cothl AM(D) + % csch

where A, is the dimensionless staggered susceptibility
obtained from (32)—(34). In deriving this equation
only nearly antiferromagnetic fluctuations have been
included because, as it will be seen later, they are
dominant over the whole temperature range of in-
terest. The nonlinear difference equation (49) can be
numerically solved subject to the boundary conditions

limM (D) =M(]) ' (50)
M(1=0)=M, , (51)

where M; is the surface magnetization. At a given
temperature the profile is completely determined by
the surface magnetization and the system (34) to
(43) can be solved for the latter.

At very low temperature only one solution of (40)
survives, namely, the one corresponding to the
lowest free energy. It is not hard to see that in this
case the system.of equations reduces to the Hartree-
Fock condition for the surface magnetization.

IV. RESULTS OF NUMERICAL CALCULATIONS

In order to solve the self-consistent equations
(32)—(34) and (38)—(42) one must compute suscep-
tibilities and Green’s functions for electrons moving
in the presence of arbitrary magnetic fields. Due to
the number of integrals that must be evaluated nu-
merically and the requirement of self-consistency,
these quantities must be evaluated a large number of
times. The perturbative version of the continued-
fraction expansion technique?® is an efficient way of
performing these calculations. In this method, for a
given choice of unperturbed Hamiltonian, the recur-
sion coefficients [a,,b,]2* are expanded in a series of
powers of the perturbation which, in this case, is the
sum of the fluctuating and average magnetic fields,
and the CPA self-energy. In the present problem all
the perturbations are local and homogeneous in the
directions parallel to the surface. The continued-

[AMU+1)+AM(I-1)]

the local field

2
a= L (Lmim) | 7
3 3
=16 (s Mh)) 48)

After some straightforward algebra Eq. (44) can be

cast in the form

_a(1+)\) o

4, (2

AMA(D) +13LAM3(1)] , 49

I
fraction coefficients for a site on layer / are expanded
as

a,(D=al(D+ 3al L1V
’I

+ 3 a2 VA VA + - (52)

vy

[

with a similar expression for b,(/). The expansion

" coefficients a,}(/,I') and a2(/,I',l") need to be calcu-

lated only once in the process of generating the set
[a2(D,b0(D]. The susceptibilities, derivatives of the
local magnetization with respect to various magnetic
fields, are related to derivatives of the Green’s func-
tions. From Eq. (52) and the standard recursion re-
lations for G (E) one can derive recursion relations
for the latter. The results reported here were ob-
tained by truncating Eq. (52) after the second-order
term and terminating the continued fractions in the
usual way?* after the eighth level. This involves
working with a cluster of about 2600 atoms.

Figure 6 shows the bulk staggered and uniform
magnetic susceptibilities as functions of temperature
as computed from Egs. (32)—(34). The Néel tem-
perature is determined as that at which the staggered
susceptibility diverges. In order to reproduce the ex-
perimental value of Ty the cutoff g, must be taken as
about a quarter of the distance between opposite
faces of the Brillouin zone in the [001] direction.
For simplicity the same value was taken for gq,,.

It can be seen from Fig. 6 that X, is strongly tem-
perature dependent. It varies as (T — Ty) 2 near Ty
and obeys a Curie-Weiss law at higher temperatures.
The behavior near Ty is a result of using a self-
consistent approximation for the spin-fluctuation
self-energy. In contrast, the uniform field suscepti-
bility is featureless and varies slowly with tempera-
ture. The equilibrium-staggered magnetization,
shown in Fig. 7, shows the expected mean-field
behavior, vanishing at Ty as ( Ty — T)/? and saturat-
ing at low temperature. The fact that the Néel tem-
perature determined from the susceptibility and the
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X(T)/ x(0)

T/Ty

FIG. 6. Staggered (solid line) and uniform (dashed line)
susceptibilities for bulk chromium.

magnetization coincide indicates that the approxima-
tions used above and below Ty are consistent with
each other.

The condition for the existence of a surface phase
transition is that Egs. (38)—(42) have a nonvanishing
solution. The existence of such a solution depends
on the strength of the coupling between the surface
spins to those on layers below. This coupling is most
simply characterized by the rate of decay of the mag-
netization to its bulk value. For infinitesimal surface
magnetization Eq. (49) has an exponentially decaying
solution AM (/) ~exp(— Al) where A is a function
of the temperature. The stability of an ordered sur-
face depends on the value of A. Although the
present model allows one to calculate this quantity, it
is useful to regard it temporarily as a free parameter.
It was found that for large A, weak coupling, a fer-

Mg (T) /Mg(0)

T T NN TN (N S N | 1
OO 05 1.0

T/Ty

FIG. 7. Equilibrium staggered magnetization of bulk
chromium as a function of temperature.

romagnetic surface is unstable at all temperatures and
antiferromagnetic ordering within the surface plane
becomes favored, implying that the effective interac-
tion between surface spins is antiferromagnetic. For
small A, strong coupling, a ferromagnetic surface be-
comes stable at some temperature above Tx. Using
the computed values of A it is found that surface fer-
romagnetism is stable for temperatures below

T, =900 K.

Figure 8 shows the probability distribution of local
band splittings at different temperatures. Two
equivalent maxima appear at and above 7, corre-
sponding to the local magnetization pointing ‘‘up’’ or
‘““‘down.” At lower temperatures the symmetry is
broken and one of the states becomes favored. Near
the maxima the distributions are quite sharp, which
justifies the use of the saddle-point method in the
calculation of the thermodynamic quantities. The
average size of the local band splitting, (A2)!72, in-
creases slightly as the temperature decreases. In the
ground state it is about 10% larger than in the
paramagnetic phase. This temperature dependence is
a self-energy effect resulting from stronger spin-
disorder scattering at higher temperatures.

The spontaneous surface magnetization is shown in
Fig. 9. It vanishes at T, in mean-field fashion and
saturates quite rapidly. Its value at Ty is essentially
the surface ground-state moment. The magnetization
profile, computed from Eq. (49), is plotted at dif-
ferent temperatures in Fig. 10. The magnetization al-
ternates in sign from layer to layer. For convenience,
only the magnitude of the magnetization is shown in
the figure. The fact that the curves are smooth is a
result of the parametrization in Egs. (30) and (31).

FIG. 8. Probability distributions of the surface local band
splitting at 7' =T, (solid line), T =0.57, (dashed line), and
T =Ty (dotted line).
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M(T)/M(O)

FIG. 9. Spontaneous surface magnetization as a function

of temperature. The arrow points at the bulk Néel tempera-
ture.

If the full 7 dependence of ¢(g) is retained the
shape of the curves is modified by quantum oscilla-
tions as described by other authors.!™ However, this
effect is important only at very low temperature. At
higher temperatures the oscillations are suppressed by
thermal broadening. After an initial decay that is
controlled by the nonlinear terms in Eq. (49) the
magnetization decays exponentially both above and
below Ty. Since the bulk correlation length is short-
er, the decay is faster in the ordered phase. As ex-
pected, at Ty the decay is very slow reflecting the
divergence of the bulk correlation length.

Below 7, the total magnetization per surface atom
is finite and localized near the surface because the
configuration of the spins deep in the bulk is antifer-
romagnetic in nature. The temperature dependence
of the total magnetization is shown in Fig. 11. This
peculiar shape, with a maximum at Ty, results from
the fact that the total bulk polarization, opposite to
the surface moment, decreases as the temperature is
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FIG. 10. Magnetization profile at different temperatures:
(@ T=15 Ty, (b) T=0.5 Ty, (c) T=Ty. The solid curve
is a guide to the eye. Notice that only the magnitude of M
is plotted. -

FIG. 11. Total magnetization per surface atom as a func-
tion of temperature.

raised towards Ty. This produces an increase of the
total magnetic moment.

These results agree qualitatively with the available
experimental evidence. The persistence of surface
ordering above Ty was observed in small particles of
chromium.!® The experimental critical temperature
(~800 K) is of the same order of magnitude as the
one predicted here. The maximum at Ty in the total
magnetization was also observed although the theory
predicts an effect substantially smaller than what was
observed experimentally. The magnetization curve is
also consistent with the result of the optical experi-
ments!® performed in the vicinity of Ty. Direct ob-
servation of magnetic moments was reported in work
with ultrathin films of chromium confined between
thicker films of gold.'!! Although the geometry in
this case is very different from the one studied here,
it is tempting to suggest that the basic mechanism is
the same in both cases. Further understanding of the
role of surface local moments may be gained by fol-
lowing the surface peaks as a function of temperature
in photoemission experiments. If the picture of sur-
face local moments holds, one expects to see
exchange-split surface bands with the exchange split-
ting persisting above the critical temperature, in anal-
ogy with what is observed in the case of bulk fer-
romagnetic metals.”’

V. SUMMARY AND CONCLUDING REMARKS

The bulk and surface magnetic properties of
chromium have been studied within a spin-
fluctuation model. The bulk shows the behavior ex-
pected for an antiferromagnetic metal with no local-
moment formation. In contrast, large localized mo-
ments form at the surface. These moments interact
antiferromagnetically and, in the absence of coupling
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to the bulk, these interactions would favor surface
antiferromagnetism. However, coupling to the bulk
is strong and stabilizes a ferromagnetic surface at
temperatures quite far above Ty. The temperature-
dependent bulk antiferromagnetic fluctuations pro-
duce polarization effects that give to the total mag-
netization a characteristic temperature dependence.

Due to the complexity of the problem it was neces-
sary to make several approximations. In the calcula-
tion of the surface fluctuation effects an alloy analogy
was used which overestimates the effect of disorder
and neglects the presence of short-range correlations.
Although at the cost of considerable computational
effort, the latter can be taken into account by adapt-
ing to the case of the surface the methods already
developed for the bulk.’® More serious is the neglect
of the effect of the surface on the amplitude of the
fluctuating fields on the layers below it. It would be
desirable to include these effects in a self-consistent
way for, in that case, one would get a more accurate
picture of the decay of the magnetization on the
layers immediately below the surface which are the
most relevant for the interpretation of surface-

sensitive experiments. Unfortunately, this task
seems extremely difficult at this stage. In the case of
the (001) surface the electronic properties, which ul-
timately determine the magnitude of the fluctuation
effects, are bulklike already at the second layer. This
suggests that the surface effect on the bulk fluctuat-
ing fields may be not too large. Similar methods can
be applied to problems involving thin films of transi-
tion metals and other systems with confined
geometry that are of current experimental interest.
These and other related topics are presently under
consideration.
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