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Absorption time by a random trap distribution
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The average trapping time and probability distribution of trapping times are calculated for a

random walk on a D-dimensional lattice containing a random distribution of traps. Approxima-
tions suitable to the limits of high and low trap density are given. The anomalous case of one
dimension is given special attention.

I. INTRODUCTION II. THEORY OF THE TRAPPING TIME

Consider a simple cubic lattice in any number D of
dimensions and infinite in extent, on which a particle
is performing a random walk. If the lattice contains a
fraction q of randomly located "trap" sites at which
the walk is ended, what is the average time to trap-

ping?
This problem was raised in a previous publication'

and approximate answers for the limit of small q were
given. Here the range of validity of these results will

be extended to the limit of q close to unity. The
main result of this paper is Fig. 1.

An expression for the time to trapping will be
derived and criticized in Sec. II. Here too, the large-q
case will be discussed. Section III will resolve an ap-
parent discrepancy between various results that have
been given for the D =1 case. The D =3 version of
this problem has been discussed recently by Weiss. ' (f(t)) =z gf(r) (2.1)

be the average over the ensemble of walks. This
average is independent of N (provided JV ~ r) be-
cause f;(t) does not depend on which of the z ' fu-
ture continuations of the walk are chosen. We also
define the quantity

The theory that will be given here is a simple ex-
tension of that of Ref. 1; the derivation is given in an
extended form that will make the generalization to all
values of q simpler, and make clear which approxi-
mations are valid for which values of D and q.

First consider a trapless network of coordination
number z (in the case of a cubic lattice, z =2D), and
construct the ensemble of all random walks of A'

steps starting at the origin of this network. Label the
walks with an index i, where 1 ~i ~z~. For any
particular walk, we will define V;(t) for t ~ lV to be
the number of distinct sites visited in the first t steps
of walk i, taking V, (0) =1 in all cases; and for any
function f;(t) we let

(2.2)

which is unity if step t of walk i arrives at a site for
the first time (and zero otherwise).

We are now ready to consider a network containing
a random distribution of traps with density q. Then,
the probability that the walk ends on step t is

10
1

10

FIG. 1. Mean trapping times in one, two, three, and in-

finite dimensions. The 3D curve is unlabeled.

(2.3)

since step t must bring the walker to a trap (probabili-
ty q) and must do so for the first time (the factor
Q;), and the previous (t —1) sites visited must not
have been traps. In writing this expression we have
implicitly assumed the traps to be randomly located,
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Q(t, v) = (@;(t)g(v—V;) ) (2.5)

is the probability that a walker visits v sites in t steps
and arrives at a new site on the last step. The ex-
pected duration T of a walk is given by

and taken the ensemble average over all arra'nge-

ments of traps. To obtain the probability P(t) that a
walk ends at step t, we average this expression over
the ensemble of walks

P ( t) = (P, ( t) ) = q g Q ( t, v ) (1 —q) " ', (2.4)

where

tion of (v —1)-site walks. Multiplying this expres-
sion by (1 —q)" and summing over all v ~0 gives

X (1 —q) "[R (t, v) —R (t —1, v)1
o 0

P(t) =F(t —1) —F(t) (2.10)

= —q X Q(t, v)(1 —q)" ' (2.9)
o 1

[because Q ( t, 0) =0]. Comparison of the left-hand
side with Eq. (2.4) shows that

T = X tP(t)
f-0

%e shall also define

(2.6)

where

F(t) = ((1 q) ' —) = $ (1 q)"R—(t, v)
o 0

(2.11)

R (t, v) = (5(v —V;) ) (2.7)

to be the probability that a walk of t steps visits v

sites. This quantity is particularly useful because its
behavior for large t has been studied previously. 4 It
is related to Q(t, v) in this way:

R (t, v) —R (t —1, v) = Q(t, v) —Q(t, v+1) (2.g)

which says that on taking a step (t —1 t) the popu-
lation of v-site walks decreases because some of the
walks visit a new site, but also increases by promo-

R (t, v) -5(v —V(t))

in the sense that

([V, —V(t)]') «V(t)' .

Then a binomial expansion gives

(2.12)

(2.13)

Let us first consider low trap densities. %hen q is
small, most walks will last a large number of steps,
and visit a large number of sites. In two or more
dimensions, the probability distribution R (t, v) be-
comes sharp4 for large t,

((1 —q) '
) =(1 —q) ~t')((I —q) ' )= (1 —q) "t'i [1 —

q ( V(t) —V(t)) + —q~([ V(t) —V(t)]~) ]

(2.14)

The expression in curly brackets may be put to unity,
since the second term vanishes identically, and the
third is negligible if q V(t) is less than unity [accord-
ing to Eq. (2.13)]. In the case where q V(t) is large,
the prefactor (1 —q) ~ ' is small. Then Eqs. (2.10),
(2.11), and (2.14) combine to give an expression

P(t) =(1 —q)"' "—(I —q)""

nonzero values for v «4 are

Q(0, 1) =1

Q(1, 2) =I,
Q(t, 3) =(z —1)z' ' for t ~2

Q(3, 4) =(z —l)~z ~

(2.16)

(1 q) v(i)
dt

= q (1 —q) "'"
dt

(2.15)

Q(t, 4) =(z-1)(3z-4)2" ""z' '

—(z —1)(2z —3)z' ' for odd t~5

Q(t, 4) =(z —1)(2z —3)

x (2" "' —1)z' ' for even t ~4
This result, together with Eq. (2.6) and the known
asymptotic expressions" for V ( t), provides esti-
rnates of the average time to trapping, as has been
described in Ref. 1.

Now consider high trap densities, for which (1 —q)
is small. In this case Eq. (2.4) can be used directly,
because Q(t, v) need be calculated only for small v,
which can be done by direct enumeration of walks.
The procedure is illustrated in Appendix A. The

T = (1 —q) + (1 —q)'
z —1

+ (1 — ) +0(1 — )
Z2 —2

(2.17)

These terms, substituted into Eq. (2.4) give an ap-
proximation for P(t); the value of Tin this approxi-
mation is found from Eq. (2.6)
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The probability that the random walker escapes from
the first four sites is (I —q) because the probability
of escaping from any one of them is (1 —q). Thus
the fraction of all cases that is described by our ap-
proximation (2.17) is I —(I —q)", which should be
close to unity for the approximation to be valid. This
limits us to q less than 0.5. More terms of the ap-
proximation could be found, but even with a large
number of terms in the series this approach is limited
to the study of the lower right-hand corner of Fig. 1,
since it is an expansion in (I —q).

In the range in which Eq. (2.17) is valid —viz. ,
small enough (I —q) —the duration T is, for given q,
seen to be an increasing function of dimensionality
D. The same was found to be true for small q in

Eq. (17) of Ref. 1. Together, these two results sug-

gest that T is an increasing function of D for any
value of q. Accordingly, it seems likely that the puz-

zling crossover shown in Fig. 1 of Ref. 1 is conse-
quence of extrapolating the small-q expressions
beyond their range of validity.

The case of infinite D and z is of particular interest.
The coefficients of (I —q)" shown in Eq. (2.17) all

become unity, and the reader of Appendix A can
easily verify that this will hold to all orders of
(1 —q). (Observe that in a space of a high number
of dimensions, backtracking becomes very unlikely,
so that only the first diagram in Table I—and„
indeed, only its first term —need be considered. This
leads to a„=v —I and b„= 1 for all u. ) Equation
(2.17) can then be replaced by

III. ANOMALOUS CASE D =1

In one dimension three estimates of the average
time to trapping have been given:

(I) In Ref. 1, the problem was solved exactly, with

result

T = (1 —q)/q' (exact random) (3.1)

7'= $ (1-q)", (2.18)
k 1

which can be summed, for any value of q, to give
simply

r=q ' —1 (2.19)

This expression should be compared with Eq. (17c)
of Ref. 1,

T =1/(1 F)q— (2.20)

which is valid in any number of dimensions but for
small q only; the two are consistent because J, de-
fined as the probability of eventual return to the ori-

gin in absence of traps, would be expected to ap-
proach zero as the dimensionality becomes large
(again, because backtracking is very unlikely when D
is large).

V (t) = (gr/n)'i', (3.3)

accurate to leading order in t. Substitution into Eqs.
(2.5) and (2.6) gives

T = rr/q' (app—roximate random) (3.4)

which does not quite agree with Eq. (3.1) either.
We shall dispose of this last discrepancy first. In

Eq. (2.14) it was assumed that the second term in the
curly brackets is negligible; however, this fails in one
dimension because ([ V; —V(r)]') —V(r)', accord-
ing to Eqs. (3.3) and (3.4) V(t) —

q
' is still the

range of interest, and the bracket is not unity. The
distribution R (t, v) is insufficiently sharp, and walks
that visit an anomalously small number of sites play a

significant role. Thus we would expect Eq. (2.15) to
be an underestimate in this special case.

The difference between Eqs. (3.1) and (3.2) is this:
in one dimension, the traps dissect the lattice com-
pletely into separate "runs" of k ordinary sites
bounded on each end by one trap. In Montroll's
case, k is equal to L —1 always; in the random case,
k is equal to L —1 on the average, but can vary from
zero to infinity. Runs with large k may be few in

number, but they contribute strongly to the duration
of the walks —especially since their duration is pro-
portional to /r', according to Eq. (3.2). Therefore,
the larger mean duration found in Eq. (3.1) can be
attributed to the large contribution from the long
"runs" of ordinary sites.

We may show the connection explicitly as follows'.

if a walk of f steps visits v sites and arrives on a new
site for the first time on the last step, there is a prob-
ability I/L that this is a trap site (regarding the ori-
gin of the walk to be random), and thus a probability
I/L that the particle is trapped on this step. Other lo-
cations of the trap site are divided among cases in

which the particle has already been trapped or will be
trapped in the future, but this is of no concern to us.
Of course the particle is inevitably trapped when
v = L. Thus

() ~~ Q(r, u)

L

(2) Montroll6 has solved the similar problem of a

regular array of traps with spacing L. His result is

7 = ( I —q) ( I +q)/6q (exact periodic) . (3.2)

[Montroll's model did not allow traps to be starting
points for walks, whereas the problem we discuss
does. Since walks starting at traps have duration
zero, a normalizing factor (L —I)/L = (I —q) is all

that is required. This factor has been incorporated in

Eq. (3.2).] The large difference between these two
results —nearly a factor of 6 for most values of q—is

indeed surprising.
(3) The average number of sites visited in t steps

by a random walker in one dimension is'
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If we now assume (not quite correctly) that Eq. (3.3)
implies Q(r, u) —g(r —rrv /8) [the normalization is
chosen so that $, Q(t, ~) = I] then

'r= grP(r) = $
(2L +3L +1)

48
m ]

(approximate periodic)
4 6q'

where in the last step we have replaced L by 1/q and
only kept the leading term. This result is clearly re-
lated to Eq. (3.2) in the same way that Eq. (3.4) is
related to Eq. (3.1).

The anomalies noted here do not occur in higher
dimensionality. The distribution R (t, v) is indeed
sharp in all other cases, and the periodic array (also
discussed by Montroll) gives the same result as the
random array (discussed in Ref. I). Randomizing
the location of the traps has a smaller effect in higher
dimensionality because the walker is not confined
into "runs" of ordinary sites. Each walker can be
absorbed by any trap; moving one trap away from the
starting point of one particular walker reduces the
probability that the walker reaches that particular trap
but leaves the probability of its being absorbed by

any of the other traps only slightly affected. There-
fore moving the position of one trap will have only a
small effect, and so will randomizing the positions of
all of them.
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APPENDIX A: EVALUATION OF 0(t, v) IN

ANY NUMBER OF DIMENSIONS

Here we show that as long as v is not too large,

Q (t, v) can be evaluated rather directly and without
too much labor, for any number of dimensions. The
procedure is to count up the number of walks N(t, v)
that visit v distinct sites in t steps, and arrive at a
new site on the last step. Q(r, v) is then given by
N(r, u)/z'.

u =1. A walk can visit a total of one point (which
must necessarily be the origin) only before the walk-

ing actually starts. So N(t, I) = I if t =0, and zero
otherwise.

v=2. This is almost as easy: two points will have
been visited by the time t =1 (viz. , the origin and
one of its nearest neighbors), and in D dimensions
there are z =2D such nearest neighbors. So
N(1, 2) =z. For all t ) 1, we have N(t, 2) =0, be-
cause N (t, 2) was defined to count, among the walks

T =q $ a„(1—q)"
o 1

where

a„= t tv
t —1

or, writing q as 1 —(1 —q),

(Al)

with

r = a, + $ b„(1—q)',
o 1

~y &a+1 ~o

(A2)

(A3)

Substituting the expressions (2.16) into (Al) gives

at=0, aq=1, aq=(2z —1)/(z —1)

aq = (3z —z —Sz +2)/(z —2) (z —1)

and Eq. (A2) therefore takes on the form (2.17).

that visit 2 sites in t steps, only those that do not visit
the second site before the final step. There are no
such walks. /

v = 3. You cannot visit three sites in fewer than
two steps, so N(0, 3) and N(1, 3) vanish. For r ~2,
N (t, 3) counts the walks that visit two sites during
the first t —1 steps and a third site on step t. This
leads to N(t, 3) =z(z —1) for all r ~2, because such
walks can be realized only as follows: step onto one
of the z nearest neighbors on step 1, return to the
origin on step 2, move back and forth between these
two points for the next t —3 steps, and finally step
onto one of the z —1 accessible new sites on the last
step.

v =4. Again we note that the last site visited is

special, and that up to the last step the walk was con-
fined to three sites. There can only be one path lead-

ing to the last site, corresponding to the last step.
The contribution to N (t, 4) also depends on the
starting point of the walk. Then there are five possi-
ble topologies for the cluster of sites visited, as
shown in Table I.

The reason for considering the topological connect-
edness is that it is only the multiplicity of each of the
five diagrams that depends on the dimensionality of
the space; the number of allowed walks on any par-
ticular diagram is independent of dimensionality.
Both the topological multiplicity of each diagram and
the number of possible walks on it are given in Table I.

The final result for N(r, 4) is obtained by multiply-

ing the numbers in columns 2 and 3 of each line of
Table I, and then adding the contributions from each
line. The expressions for the probabilities Q(r, v)
given in Eq. (2.16) are then obtained by dividing by
the total number of walks of t steps, z'.

An expression for the expected duration of the
walk is obtainable by substituting Eq. (2.4) into Eq.
(2.6)
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TABLE I. Configurations which contribute to a4.

Configuration Topological m ultiplicity

Number of t-step walks

starting at 0 and ending at x

0—~ —4 —x z(z —1)2
21/2(r —3)

0
if t is odd and ~3

otherwise

4 —~ —0 —x
21/2(t —3)

0
if tis odd and )3

otherwise

~ —0—~ —x („1)2 21/2 ( &
—2)

0
if t is even and ) 3

otherwise

I

4 —0 —4 —z(z —1)(z —2)
1

2

2(21/2(f -3) if tisodd and )3
otherwise

21/2(f —2) if t is even and ) 3

0—4 —4 z(z —1)(z —2)
otherwise

APPENDIX B: HOW THE FIGURE %AS DRAWN

In Ref. 1 it was shown' how to derive a function
T(q) which gives the dependence of the trapping
time on the trap density q, accurate for small q. Of
course the expansion of this function in powers of
(1 —q) does not agree with the small-(1 —q) series
derived in Sec. II (except in infinite dimensionality).
Therefore in drawing Fig. 1 we interpolated by sub-
tracting the leading terms in the (1 —q) expansion of
T(q) from that function and replacing them by the

correct terms.
The two-dimensional curve is slightly different

from what was given in Ref, 1: it was based on the
expression for the number of distinct sites visited in t
steps of an unrestricted random walk, as given in

reference 1: N(t) =Trt/lnt However, co. nsideration
of the correction terms to this expression (which can
be derived by the methods of that work) show that a
better result is lV(t) =7rt/In(8t), which (using the
methods of Ref. 1) implies T(q) = (7tq) '[I —P
—ln( —,7r) qj.1
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