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A detailed study of the anisotropy of the threshold energy for Frenkel-pair production in copper was carried out
experimentally, using in-situ electrical-resistivity measurements in the high-voltage electron microscope. These
electrical-resistivity measurements, which are sensitive to small changes in point-defect concentration, were used to
determine the damage or defect production rate, Damage-rate measurements in copper single crystals were carried

out for -40 incident electron-beam directions and six electron energies from 0.4 to 1.1 MeV. The total cross section
for Frenkel-pair production is proportional to the measured damage rate and can be theoretically calculated if the
form of the threshold-energy surface is known. Trial threshold-energy surfaces were systematically altered until a
"best fit" of the calculated to the measured total cross sections for Frenkel-pair production was obtained. The
average threshold energy of this surface is 28.5 eV. The minimum threshold energy is 18 +2 eV and is located near

(100).A ring of very high threshold energy ( & 50 eV) surrounds the (111)direction. A damage function for single-

defect production was derived from this surface and was applied to defect-production calculations at higher recoil

energies. This function rises rather sharply from a value of zero at 17 eV to 0.8 at 42 eV. It has the value of 0.5 at
24.5 eV. Above 30 eV the slope of the curve begins to decrease, reflecting the presence of the high-energy regions of
the threshold-energy surface. Both topographical and quantitative comparisons of the present surface with those in

the literature were presented. Based on a g' goodness-of-fit test, the present surface was found to predict the

experimentally observed total cross sections for Frenkel-pair production significantly better than the other available

surfaces. Also, the goodness of fit varied substantially less with energy and direction for the present surface.

I. INTRODUCTION

It is of great interest, both in the applied and
basic sciences, to be able to quantitatively predict
the damage state produced in a material by irra-
diation with energetic particles. In the low-tem-
perature case, where the irradiation-induced de-
fect structure is preserved, studies of defect pro-
duction involve the experimental determination of
the damage function, p(T), which gives the average
number of point defects (Frenkel pairs) that are
formed as a function of transferred (recoil) energy
g for an isotropic distribution of recoil directions.
The low-energy portion of the damage function,
v(T) «1, which is simply the probability of forming
a stable Frenkel pair for a collision in a random
direction, may be investigated by a detailed study
of the anisotropy of the threshold energy for
Frenkel-pair production. The results of such an
investigation are vitally important as a basis for
theoretically predicting the damage produced at
higher recoil energies, The basic question that
needs to be answered is this: For a projectile of
energy F., incident on a given target, on the aver-
age, how many defects will be formed as a result
of the interaction of the projectile with the target&

This quantity is proportional to the total-displace-
ment cross section, which can be calculated by

for an isotropic distribution of recoil directions,
where o, (E,) is the total-displacement cross sec-
tion, v(T) is the damage function, dg(T;F. ,)/dT is
the differential recoil-energy cross section or the
probability'of producing a recoil of energy be-
tween T and T +dr due to the impact of the pro-
jectile of energy F., with the target atom, and T
is the maximum energy transferred to the target
atom in a head-on collision. The spatial average
of the direetionally dependent damage function is
given by

V(T) —(V(82&le 2) ))T( e C ) )

where 0, and 4, are polar and azimuthal angles,
respectively, measured with respect to the [001]
pole. The latter reflects the anisotropy of the
threshold energy for Frenkel-pair production
which can be represented by a threshold-energy
surface. Once the threshold-energy surface has
been established, the damage function for v (T) «1
follows directly from Eq. (2). In addition to the
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8, is, for the electron case, nearly equal to the
scattering angle in both the relative and the center-
of-mass frames of reference, we have the relation

The differential recoil cross section weights the
distribution of recoil directions to directions away
from the incident-beam direction, that is, toward
incxeasing 8, . This implies that, in general. , most
of the stable Frenkel pairs result from recoils in
dix ections other than the incident electron-beam
direction. Consequently, any measured total cross
section for Frenkel-pair production contains con-
tributions. from many directions and so does not
provide direct information on the anisotropy of the
threshoM energy for Frenkel-pair production.
The situation wouM be further complicated if mul-
tiple scattering were included in Eq. (4). We as-
sume that in the case of thin specimens, multiple
scattering may be neglected. '

III. EXPERIMENTAL METHOD

A. The specimen stage

A side-entry type, single-tilt, cryogenic speci-
men stage was designed and developed for use in

the Kratos-AEI EM7 1200-keV HVEM at Argonne
National Laboratory. With this stage, electrical-
resistivity measur ements as well as irradiation
and observation of the same specimen were pos-
sible. in situ. The specimen stage was designed as
a flow cryostat that used helium gas or liquid as a
coolant to attain and maintain any temperature in
the range &10 to 300 K. The helium flow cooled
both a copper specimen block, which supported the
specimen, and its concentric cold shield, which
reduced conductive and radiative heat flow to the
specimen block and the contamination rate at the
specimen. The specimen was mounted on a pol-
ished sapphire specimen holder so that the portion
to be irradiated lay across a small hol.e, and the
holder was pressed into the specimen block using
an indium gasket. The path of the electron beam
from the accelerator to the specimen was thus un-
obstructed, which ensured the minimum beam di-
vergence that could be obtained using the electron
optics of the HVEM. A platinum resistance ther-
mometer was fastened directly to the copper spe-
cimen block.

strates in a vacuum of 1.3 ~10 ' Pa using the re-
sistance-heating method. The (100) epitaxy was
obtained by heating the substrate to 300-350 C.
The sodium chloride substrate was cleaved into
3&3 mm' squares and the metal film was floated
off in water when the sodium chloride dissolved.
It was picked up on a thin collodion film that was
stretched tightly across a brass ring. The coBo-
dion film, with the specimen attached, was lowered
onto a 3-mm-diam sapphire disk prepared with
gold contact pads and a 1-mm-diam central hole.
The collodion film and specimen were then
stretched taut to obtain the optimum specimen
flatness. The collodion film was partially dis-
solved in an acetone vapor, after which it wa, s
completely dissolved in a condensation washer
using amyl acetate as a solvent. The disk, with
the specimen adhering tightly, was mounted in an
ion-milling mask holder and the specimen was then
ion milled using 2-keV axgon ions to obtain the
configuration shown in Fig. 2. Following the ion
milling, gold wires were welded to the gold con-
tact pads on the sapphire. disk. The specimen was
then mounted in the specimen stage and the final
electrical connections were made. All the electri-
cal-resistivity measurements were carried out
in situ in the HVEM with the objective lens de-
energlzed. The geometry factor w'as determined
from the measurement of the room-temperature
resistance of the specimen. The specimen was
then cooled to &10 K, where the sensitivity of the
electrical-resistivity measurement was verif ied
to be better than 1 ~ 10 "Q cm.

The specimens were aligned using Kikuchi pat-
terns such that the major crystallographic direc-
tion [001j, which was perpendicular to the speci-
men surface, was nearly parallel to the electron
beam. This electron-beam direction was called
the refer ence direction. After each irx adiation

B. Procedure

1. Sperimen preparation

Thin (-0.4- pm) single-crystal films from
&0.001% metallic impurities Alpha copper were de-
posited on (100)-cleaved sodium chloride sub-

l I
1

)mm

FIG. 2. Specimen configuration used for in-situ
electrical resistivity measurements in high-voltage
electron microscope.
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step, measurement of the change d&p in the spec-
imen electrical resistivity due to the dose incre-
ment d&f&, yielded the damage rate dip/dP. The
specimen was then tilted by an angular increment
that was typically a multiple of 5', and another
damage-rate measurement was carried out. Fin-
ally, the specimen was returned to the reference
direction for a third damage-rate measurement.
This procedure was carried out cyclically, in-
creasing the tilt angle with each cycle, until the
tilt limit (-47 ) was reached. After the procedure
was completed, it was repeated at five additional.
energies and a Kikuchi map of the tilt path was
photographically recorded, with additional Kikuchi
patterns recorded at the tilt angles that were used
for irradiation. The entire procedure was per-
formed for four different tilt paths, three on one
specimen and one on another. The electron dose
could be measured accurately to within 5/o. The
electron energy is known to an accuracy of 1%.
The electron-beam heating was less than 2 K dur-
ing irradiation.

IU. THEORETICAL ANALYSIS

A. Derivation of a threshold-energy surface

The aim of this work was to determine a direc-
tionally dependent damage function, v(82, C 2;T),
and thus a threshold-energy surface, T,(6„C,),
from Eq. (4) based on the observed total cross
sections for Frenkel-pair production, aob'(8, , C, ;E,).
Since it is impossible to analytically unfold Eq. (4)
and directly extract the threshold-energy surface,
an alternative approach was taken: Given a trial
threshold-energy surface, values for the total
cross section for Frenkel-pair production 0~"'

( „6,4; E) were calculated for directions and en-
ergies corresponding to ~ /o8ob, , f, ;cE,).

For the calculations of the total cross section for
Frenkel-pair production, it was necessary to know
the law governing the interaction of the electrons
and the atomic nuclei of the solid, that is, the
elastic nuclear scattering commonly referred to
as the differential scattering cross section,
do(6, ;E,)/d6, . Oen's tables, ' which give the ratio
of Mott to Rutherford differential scattering cross
sections, were used to obtain the differential
cross section d&r(6, ;E,)/d6, . A computer code was
then employed to perform the double integration of
Eq. (4) for any arbitrary anisotropic threshold-
energy surface composed of -41 discrete 5 &5'
blocks distributed over the unit triangle in the
cubic system. Integration steps of two degrees ln
the azimuthal recoil angle Q2 and one degree in
the polar recoil angle 8, were used. The accuracy
of these calculated total cross sections for Fren-
kel-pair production was -4%, when compared with

those given in Oen's tables' for an isotropic thre-
shold-energy surface.

The derivation of a threshoM-energy surface,
based upon measured total cross sections for
Frenkel-pair production, began by assigning
"first-guess" values to the 41 (5'&5') regions of
the unit triangle and then calculating the cross
sections corresponding to beam directions used in
the experiment ~ These calculated cross sections
were compared with the measured cross sections
using the y' goodness-of-fit test. The y' statistic
was defined as

where cr,"'and o,'"' correspond to the observed and
calculated total cross sections for Frenkel-pair
production, k is the number of observations, s is
the number of independently adjustable 5 &&5'

threshold-energy regions, 0-z is the number of
degrees of freedom, and 8', is the absolute error
associated with each observed total cross section
for Frenkel-pair production. A derivative-type
unconstrained-optimization scheme' was used to
find the best-fit threshold-energy surface, i.e.,
y' close to one, consistent with the present 0.502,
0.600, 0.701, 0.910, and 1.106-MeV data. In
order to avoid possible uncertainties in the results
due to electron channeling in thin films as pro-
posed by Bauer, Anderman, and Sosin, ' the total
cross sections for Fr enkel-pair production from
directions that were close to the low-index poles
were deleted from the analysis. The "first-guess"
threshold-energy surface used in the analysis was
based on the surfaces of Jung et al.' and Schwartz
et gl.

B. Assumptions

The following assumptions and approximations
were made to facilitate the analysis of the data:
(1) The probability of forming a stable Frenkel
pair increases from zero to one at the threshold
energy for a particular direction (82, @,), and re-
mains at one for all energies used in the analysis.
(2) The electron beam is a homogeneous parallel
beam of monoenergetic particles, that is, energy
loss and multiple scattering are negligible. " (3)
Changes in the electrical resistivity of copper are
proportional to the changes in the defect concen-
tration and are independent of defect configura-
tion. ' " (4) The correction for the electrical-
resistivity size effect is independent of defect con-
figuration' and can be made using the Fuchs-
Sondheimer theory. '4 (5) Subthreshold defect pro-
duction is negligible. (6) The effects of dynamic
electron diffraction on the damage rate are negli-
gible 15-20
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V. RESULTS

A. Experimental observations

The measured damage rates were corrected for
the electrical-resistivity size effect using the
Fuchs-Sondheimer theory. ' The probability of
specular reflection of the conduction electrons at
the specimen surface was taken to be zero and the
ratio of the film thickness of the mean free path
of the conduction electrons was chosen in a self-
consistent manner: Damage rates for particular
incident electron-beam directions were first nor-
malized to damage rates in the reference direction
at the same value of irradiation-induced electrical
resistivity; normalized damage rates calculated
from these uncorrected rates are independent of
the size effect. Damage rates adjusted by a size-
effect parameter, corrected for the saturation ef-
fect (see Fig. 2), and normalized to the reference
direction damage rate, were then fit to the norm-
alized damage rates from the uncorrected data by
varying the size-effect parameter until a best fit
was found. Data from each tilt path and energy
were independently corrected. This technique
provided an optimum selection of the size-effect
parameter.

The saturation-effect correction was necessary
because the total cross sections for Frenkel-pair
production, as calculated from Eq. (4), refer to
defect production in an undisturbed lattice. Da-
mage rates for an undisturbed lattice, i.e., initial
damage rates, are proportional by the Frenkel-
pair resistivity (assumed to be 2 &&10 ~ 0 cm for
copper)' to the total cross sections for Frenkel-
pair production. On the assumption that the bulk
damage-rate curves (damage rate versus irradia-
tion-induced electrical resistivity) for copper are
linear, " initial damage rates were determined
from the y intercept of the line defined by the
size-effect-corrected damage rate and the satur-
ation resistivity, which was experimentally deter-
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FIG. 3. Damage rate curves showing the experimental
and size-effect corrected data for the (100) specimens
used in the threshold anisotropy analysis irradiated at
1100 keV.
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mined in an 1100-keV irradiation by linear extra-
polation (see Fig. 2) to be 522 nQ cm.

The experimentally obtained total cross sections
for Frenkel-pair production, o'~(e„@t;Et), are
plotted in Fig. 4 as a function of the direction of
the incident electron beam (e„c,) for several dif-
ferent electron-beam energies, E, . The unit tri-
angle in the upper left of each panel shows the
exact beam directions plotted in that panel. The
error in the beam direction was -1', the largest
contribution to this error was from slight intrinsic
bends of the specimen. Each plot represents one
scan (a tilt path with approximately constant @,)
across the unit triangle. The scans shown in Fig.
4(a), (c), and (d) are from a single specimen.
Comparison with Fig. 4(b), taken from a different
specimen, shows the reproducibility of the results
from specimen to specimen. As expected, there
were only minor differences in the total cross
sections for Frenkel-pair production at small val-
ues of B, because these data were concentrated in
a narrow angular region around the (100) direc-
tion. With increasing B, and g „differences ap-
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the best-fit threshold-energy values, denoted by g,
and the sensitivity of fit, denoted by 5, for each of
the 41 (5 X5') regions. The sensitivities of fit
give an estimate of how much the value of each
threshold-energy region could vary such that X'

weuld not change by more than 10-25%. More
specifically, if any threshold-energy region were
increased in value by its respective sensitivity, X'
could be expected to increase by -10%. On the
other hand, if any region were decreased in value
by its respective sensitivity, y' could be expected
to increase by -25%. .(This is because we are
primarily sensitive to the lower threshold-energy
regions. ) Since the fitting procedure is sensitive
to the local gradient of X' for any particular
threshold-energy region (i.e., T, +1 eV) and the
sensitivities are unconstrained, very large values
of the sensitivities are possible in the "insensitive"
threshold-energy regions. For the case where the
threshold energy would be decreased by the sensi-
tivity (as mentioned above), physically unrealistic
results are obtained (e.g. , 56-150 eV near'(111)).
A trial-and-error approach was taken to find the
lower-limit threshold energy for the insensitive
regions. This was determined to be -30 eV (see
error bars Fig. 6). The best-fit surface, plotted
in Fig. 5(b), corresponds to the surface that gave
the value of X' closest to one. This is a contour
plot of the unit triangle with the Z axis corres-
ponding to the threshold energy. The average
threshold energy for the best-fit threshold-energy
surface is 28.5 eV; the minimum is 18+2 eV and

is located near (100). A ring .of very high thres-
hold energy (&50 eV) surrounds the (111)direction.
The damage function derived from this surface is
shown in Fig. 6. The error bars indicate the
sensitivities of fit described above. The error

bars at high recoil energy were truncated at 30 eV
since values below this cause significant increases
in X'. The function rises rather sharply from a
value of zero at 17 eV to 0.8 at 42 eV. It has a
value of 0.5 at 24. 5 eV. Above 30 eV the slope of
the curve begins to decrease, reflecting the pre-
sence of high-energy regions of the threshold-
energy surface. In Sec. VII, this damage function
will be applied to defect-production calculations
fol ion ll

radiations�.

VI. DISCUSSION

A. Topographical comparisons

Although a number of investigations have been
carried out to study particular aspects of the
threshold-energy surface in copper, we restrict
our discussion to those investigations that resulted
in a detailed threshold-energy surface. A sum-
mary of the investigations on copper is given in
Table III of the Appendix.

Gibson et p$. ,
"using a dynamic computer code

with a Born-Mayer potential, calculated the
threshold-energy surface for copper shown in Fig.
7(a). The threshold-energy surface has been in-
terpolated and divided into 41 (5'X5 ) blocks to
facilitate comparison with the threshold-energy
surface derived in the present work. The mini-
mum threshold energy in (100) was found to be the
same or slightly lower than the threshold energy in
(110); these values are 25 eV and 25-30 eV, re-
spectively. The threshold energy for (111)was
substantially higher, -85 eV. The surface varied
quite smoothly from (100) and (110) to (111). The
average threshold energy for this surface was 44
eV.

Schwartz et al. ,
"using the quasidynamic com-

puter code ADDES with the Moliere approximation
to the Thomas-Fermi screening function to de-.
scribe the pair interactions, determined threshold
energies for 20 directions distributed over the unit
triangle. These results are shown in Fig. 7(b),
again interpolated and divided into 41 (5'x 5')
blocks. Each of the major directions, (100), (110),
and (111), is a local minimum in the threshold en-
ergy. The average threshold energy for this sur-
face is 43 eV.

Jung et z/. ' irradiated single-crystal copper
specimens with electrons in enough-directions to
acquire electrical-resistivity data from the peri-
meter of the unit triangle. The threshoM-energy
surface was deduced from a computer fit to -40
normalized damage rates measured for five en-
ergies between 1.13 and 1.89 MeV using -40 ad-
justable parameters; Figs. 7(c) and 7(d) show
limits of the range of values given by the authors.
The minimum threshold energy resides away from
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FIG. 7. Contour plots showing the threshold-energy surfaces derived for copper by (a) Gibson et al. (Ref. 22), (b)
Schwartz eI; al. (Ref. 10), and (c) and (d) Jung et al. (Ref. 9).

the (100) and (110) directions with values of 19-22
eV. The average threshold energy deduced from
this surface was 26-30 eV.

Remarkable similarities are found when com-
paring the main features of the topography of the
four threshold surfaces considered here. In all
cases, the minimum threshold regions are found
near the two most closely packed directions. For
any given surface, the magnitude of the threshold
energies along (110) and (100) are very similar.
Considerable structure is indicated by all surfaces
except the one derived from the computer calcula-
tions of Gibson ef a/. This is due to the relatively
small number of directions that were investigated.
A further similarity of the surfaces of Schwartz
et al. ,

' Jung et al. ,
' and the present one is the

size of the low threshold-energy region around
(110), which extends to about 15' from this pole.
This clearly seems to' be a reflection of the ease
df separating interstitials from vacancies via re-
placement collision sequences. The question
whether there is local minimum in the exact (110)
and (100) directions as found in the computer cal-
culations, can not be answered unambiguously
from the present work. Although the present re-
sults suggest that there are low threshold energies

in both of these directions, it is also evident from
the present work that the same or even lower
threshold energies can be obtained in directions
-10' to 15' off the two major close-packed direc-
tions. The relatively large differences between
some adjacent 5 &5' blocks in this surface indi-
cate that more fine structure is present than was
possible to resolve in the present work. The finite
resolution that had to be used in the present work
to describe the threshold-energy surface is largely
due to the number of data points and their angular
separation; however, it would be possible and de-
sirable to explore the regions around (110) and
(110) with somewhat higher resolution. Partic-
ularly, the question of whether extremely narrow
angular regions of very low threshold energy"
are present, would be of interest for our under-
standing of basic displacement mechanisms.

B. Quantitative comparisons

One might ask whether the differences among
these threshold-energy surfaces are significant.
Unfortunately, topographic features alone do not
indicate the capability of the threshold-energy
surface to predict defect production, which is one
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of the primary reasons for deriving it. In order to
quantitatively compare the threshold-energy sur-
face derived in the present work with those of
Refs. 9, 10, and 22, the total cross sections for
Frenkel-pair production were calculated from each
of these surfaces and the results were compared
with the total cross sections measured in the pre-
sent work. The X statistics calculated for the
four threshoM-energy surfaces are given in Table
I. A comparison of these statistics indicates that
the present threshold-energy surface predicts the
total cross sections for Frenkel-pair production
considerably better than the others.

In order to make a more detailed comparison be-
tween the threshold-energy surfaces and our ex-
perimental. data, the calculated and measured total
cross sections for Frenkel-pair production were
plotted in Fig. 8 as a function of incident-beam
direction and energy. (The exact irradiation di-
rections are shown in the unit tria, ngles in the up-
per left of each panel. . ) ~ The curves represent the
cross sections calculated from the threshold-en-
ergy surfaces given in the present work and in

Refs. 9, 10, and 22. 'The shaded area represents
the range of cross sections predicted by the sur-
face of Jung et gE,~ The experimental data from
the present work are plotted with error bars which
include a 10%%uo uncertainty in the Frenkel-pair
resistivity. The following general. comments can
be made about Fig. 8. (1) The threshold-energy
surface of Gibson et g).22 consistently underesti-
mates the total gross sections for Frenkel-pair
production'that were observed experimentally,
and the cross-section curves usually differ
markedly in shape from the experimental curves.
(2) The surface of Schwartz et gI."also underes-
timates the total cross sections for Frenkel-pair
production that were observed experimentally;
however, the shapes of the cross-section curves
usually conform closely to the shapes of the ex-
perimental curves. '

A linear scaling of this sur-
face, which was carried out to improve the fit to
the experimental curves, not only changed the ab-
solute magnitude of the total cross sections for
Frenkel-pair production, but also significantly
changed the shape of the cross-section curves.
This means tha, t both the magnitude and topography
of the surface are inconsistent with our data. (3)
The measured total cross sections for Frenkel-
pair production generally fell. within the range
calculated from the surface of Jung et gl. , which
suggests that the best-fit surface would have val-
ues somewhere within the range of threshold-energy
values given by these authors. (4) In 4 cases
[Fig. 8(e), (h), (j), (p)], the lower-limit surface of
Jung et gl. gave the best fit to the experimental
data; in 1 other case [Fig. 8(o)] the upper-limit

TABLE I. y statistics comparing total cross sections
for Frenkel-pair production, as calculated from various
threshold-energy surfaces, with total cross sections
measured in the present work.

Threshold-energy surface from

Present work
Jung et al.~

Schwartz et al.b

Gibson et al.'

1.45
better than 7.90-8.72d

37.8
81.2

~ Beference 9.
"Beference 10.' Beference 22.
"Jung et al. give a range of values for the threshold-

energy surface. The X2 values refer to the two extreme
sur'faces.

surface of Jung et gl.' gave the best fit. In the re-
maining 11 cases, the threshold-energy surface of
the present work gave the best fit to the data.
Table II gives the value of y' for each plot in Fig.
8. The variation in X' from plot to plot for our
surface is quite small compared to the other sur-
faces. It should be noted that the work of Jung
et gl. would be expected to give consistently lower
y' values in Table II for any surface in between the
lower- and higher-limit surfaces.

C. Special considerations

We emphasize that the present analysis was car-
ried out using the commonly accepted value of

p (2 x 10 4 0 cm). Evidence exists that pr may
also be treated as a free parameter; however, this
is beyond the scope of the present work and wil. l be
covered ln a separate presentation.

This analysis has been based upon the critical,
assumption given in Eq. (3). In contradiction to
this assumption, the computer-simulation studies
of Sehiffgens and Bourquin'4 show that for certain
energies and directions, v( „e,;C)7=0 for T & T,
(e„C,). It has been suggested" that this "nonmon-
otonie" behavior of v may invalidate the analyses
of single-crystal, data. Recently, King and Bene-
dek2' have carried out detailed computer simula-
tions to investigate the pervasiveness of the non-
monotonic behavior. It was found that the nonmon-
otonie behavior is restricted to directions where
the defect-production mechanism is considerably
more complex than' a simple replacement collision
chain along a low-index direction. These corres-
pond to high-threshold-energy directions where
electron-irradiation damage-rate experiments are
relatively insensitive. Qn the other hand Eq. (3)
was found to be well satisfied for the directions
that dominated the defect-production process.
Thus, the breakdown of Eq. (3) in the high-thresh-
old-energy directions is not expected to strongly
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influence the eneralg features of the experimental
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One mi ht ag sk if our results were biased b
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thi
-g threshold-energy surfa T

's we chose another first- uess
ace. o check

-guess surface in which
ac o e 41 regions had )he value 24 eV. After

carrying out the 41-e 41-parameter minimization, the

resultin surfa'
g ace was only slightly worse in fit than
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clude that tu e a the fitting technique was only slightly
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TABLE II. X statistics for the curves in Fig. 8 illustrating the goodness of fit to the corres-
ponding experimental data.

Panel
of Fig. 8 Present work

Curve derived from
Jung et af a

Lower-limit Higher-limit
surface surface Schwartz et al." Gibson et al. '

0.32
0.69
1.22
1.11
1.77
0.61
0.91
1.39
0.58
1.02
1.33
1.03
1.27
1.88
1.08
1.28

13.3
11.7
58.3
10.2
0.31
1.53
2.23
1.30
3.04
0.82
2.14
4.37
5.17
2.58
3.80
1.24

7.66
10.6
7.85

17.6
13.3
8.50
7.05
7.89
2.26
8.86
5.17
1.42
2.53
3.25
0.49
4.89

31.6
33.9
26.3
46.8
43.8
30.0
37.7
35.6
26.7
31.3
28.9
22.7
27.4
22.3
17.3
26.3

92.9
92.5
94.0
86.6
77.7
86.4
65.6
63.7
64.4
65.9
52.6
44.0
46.1
42.3
31.2
41.5

a Reference 9.
"Reference 10.
~ Reference 22.

biased by the first guess, away from some
local minima in the neighborhood of the best
fit.

It is important to note that the interstitial pop-
ulation created during irradiation is made up of
a distribution of Frenkel-pair configurations and
that the relative population of these configurations
depends critically upon the corresponding distri-
bution of recoil directions and recoil energies.
The possibility exists that some of these configur-
ations may become unstable under the influence
of thermal spike effects due to nearby electron-
atom collisions. This effect could cause diminu-
tion of the observed total cross section for Fren-
kel-pair production or subthreshold annealing if it
occurred with great frequency, and may depend on
defect concentration, irradiation energy, and ir-
radiation direction. Although for each angular
scan, the total resistivity increase (above the re-
sidual resistivity) was kept as small as possible,
usually &30 nGjcm to minimize the effect of sub-
threshold annealing, a test was carried out as
suggested by Andersen and Sgrensen, "to deter-
mine if the effect of subthreshold annealing on the
present data was negligible. The influence of
subthreshold annealing on this experiment was
checked by (l) carrying out the anisotropy experi-
ment by superimposing the Frenkel pairs created
during test irradiations on different concentrations

and configurations of Frenkel pairs, and (2) re-
probing some intermediate irradiation directions
following a complete angular scan.

The anisotropy experiment was carried out,
beginning with an undamaged specimen, at 600,
V01, and 910 keV with a total increase in the sam-
ple resistivity of -90 nQcm. In these experi-
ments, Frenkel pairs created during the higher-
energy test irradiations were superimposed on
those created at lower energies. The samples
were then annealed to room temperature and
experiments were again carried out at 910, 701,
and 800 keV (reverse order). Between each ener-
gy, the samples were annealed above stage I.
Comparison of the results of these two experi-
ments [given in Figs. 4(d), 8(f), 8(j), and 8(m)]
indicate that any subthreshold annealing that re-
sulted from the superposition of test irradiations
on different configurations and concentrations of
Frenkel pairs did not influerice the experimental
results.

At 1100 and VOO keV, experiments were carried
out where the standard tilting procedure was fol-
lowed. After this was completed, some inter-
mediate irradiation directions were sampled again.
These results are shown in Fig. 4(a), (b), and (d)
and Fig 8(g), (e), and (p) and indicate that sub-
threshold annealing did not depend in any signifi-
cant way on the tilting procedure.
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D. Comparisons with the experiment of Jung et ul.

(Ref. 9)

It comes as no surprise that the threshold-ener-
gy surface as derived in the present work predicts
the measured total cross sections for Frenkel-
pair production better than the other available
surfaces, since that is the purpose of the optimi-
zation scheme. The burden of proof for the ac-
ceptance of these results clearly falls upon the re-
liability of our experimental results. At this
point, it is appropriate to compare our experimen-
tal technique to those of typical accelerator exper-
iments, for example, the technique of Jung et gl.'
The magnitude of the VRriRtion or Rnisotlopy of the
damage rate or total cross section with crystal
direction that was measured by our technique
(Fig. 4) was a factor of -3 greater than that ob-
served by Jung et al.' The reason for this is
twofold. First, we expect the effects of the
threshoM anisotropy to be most pronounced at en-
ergies near to the threshoM energy as in our case
and second, many of the experimental complica-
tions that were present in typical accelerator ex-
periments that may have reduced the observed an-
isotropy of the damage rate were less important in
our experiment. The following compl. ications were
present in the work of Jung ef af. : (1) The elec-
tron-beam divergence before hitting the specimen
was significant, (2) the electron beam was sub-
stantially broadened by multiple scattering within
the specimens, (3) the specimen alignment with

respect to the electron beam and the specimen
flatness were difficult to determine accurately„
(4) multiple displacements may have been possible
at the energies used, (5) and the number of de-
grees of freedom in the fitting procedure was
nearly zero.

The anisotropy of the damage rate may be re-
duced if the electron beam is nonparallel before
entering the specimen. Jung et gl. used a bath-
type cryostat in their experiment, where the beam
had to penetrate a 1-p,m stainless-steel window

and pass through a l.ayer of liquid helium before
reaching the specimen. ' This may cause the beam
to diverge as much as -10'." This violates our
assumption of an initially parallel beam and must
be factored into Eq. (4) as a distribution of inci-
dent electron-beam directions. In our case, how-

ever, there is no physical obstruction of the beam
before it encounters the specimen and the electron
optics are such that the beam divergence. was
0.04'.

The distribution of incident-beam directions be-
comes broader as,.the electrons traverse the ma-
terial. Multiple scattering, which increases with
the specimen thickness, causes a reduction in the

observed anisotropy of the damage rate Rnd a.

slight increase in the observed damage rate. In
the experiment of Jung et al. ,

' specimens were on
the order of 15 pm thick where multiple scattering
caused the electrons to scatter in nearly every
crystRl direction. ' In our experiments the speci-
mens were -0.4 p, m thick. In this thickness re-
gime and the energy range 0.5-1.1 MeV, multiple
scattering is expected to be smaller than that in
the experiment of Jung et al.'

A very important factor in these threshold aniso-
tropy experiments is the ability to accurately align
the specimen with respect to the incident-beam di-
rection. Because the-reduction in the observed
anisotropy due to multiple scattering is more se-
vere than slight misorientations of the sample, ac-
curate specimen alignment was not so critical in
the experiment of Jung ef; aE. In our experiments,
the specimens were oriented using Kikuchi pat-
terns and maps to ensure that the beam directions
were accurately determined to within 1'.

In order to assure that the assumption that only
single defects are formed during an irradiation is
not violated, the energies used in the anisotropy
experiment should be chosen such that the prob-
ability of multiple-defect production is small. .
Schiffgens and Bourquin's computer results'~
show that the onset for multiple-defect production
in copper occurs at recoil energies between 75 and
100 eV, corresponding to beam energies greater
than 1.1 MeV. Jung et al. used energies from
1.13 to 1.89 MeV in their analysis, corresponding
to maximum transferred energies of -82 to 186
eV. Our experiments were carried out in the en-
ergy regime where one expects only single-defect
production, 0.5 to 1.1 MeV, corresponding to
maximum transferred energies of -19 to -80 eV.
This is shown more clearly by considering the val-
ues of the median recoil energies (T,&„ recoil
energy below which ~ of the defects are produced);
23. 7, 26. 3, 28.3, 31.8, and 34.7 eV for irradia-
tion energies of 0.502, 0.600, 0.701, 0.910, and
1.106 MeV, respectively. To avoid including the
effects of subthreshold def ect production, we
deleted the 0.4-MeV data, from the analysis.
From other experiments that we carried out on
similar copper specimens, we estimate the con-
tribution due to subthreshold defect production to
be -0.5 barns.

In their efforts to find the best-fit threshold-
energy surface consistent with their data, Jung
et al.' selected 40 damage-rate values from around
the perimeter of the unit triangle. The number of
adjustable parameters in their calcul. ation was
about 40 so that the number of degrees of freedom
in their fitting procedure was nearly zero. In our
case, to promote reliability of our best-fit thresh-
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old-energy surface, the number of degrees of
freedom was -120. It is interesting to note, that
in spite of these substantial difficulties associated
with conventional accelerator experiments, our
observed total cross sections for Frenkel-pair
production as mell as the total cross sections de-
rived from our surface fall, in most instances
(see Fig. 8), well within the limits given by the
total cross sections derived from the surfaces of
Jung et gl. when our analysis is based on pz

—2.0
x 10 Q cm. However, we should emphasize that
the significant reduction in experimental compli-
cations that was realized using our experimental
technique provided the basis for a more clear,
unambiguous picture of the threshold-energy sur-
face than has been possible in the past.

A quantitative comparison, as in Sec. VI 8, was
also carried out using the damage-rate dataof Jung
et gl. and the surfaces of that work and the pre-
sent work. Since corrections to measure damage
rates for multiple scattering are quite difficult,
we made no attempt to correct Jung pt gi. 's mea-
sured damage rates for multipl. e scattering. A

value for the Frenkel-pair resistivity of 2.0~10
0 cm (as opposed to 1.7&&10 ' 0 cm) (Ref. 9) was
used to obtain total cross sections for Frenkel-
pair production. We expected that due to multiple
scattering, the data of Jung ef; al. would exhibit
less anisotropy than the calculated total cross
sections for Frenkel-pair production and that the
magnitude of the measured total cross sections for
Frenkel-pair production would be, due to the in-
creased path length, slightly higher than the calcu-
lated total cross sections for Frenkel-pair pro-
duction. The observed anisotropy was clearly
smaller than the calculations predicted. As ex-
pected when using a larger p~ value, the magni-
tude was in general at or below the lower end of
the range of cross sections predicted by the
threshold-energy surface of Jung et g/. It was
found that the upper limit of Jung et gl. 's thresh-
old-energy surface [Fig. 7(d)] fit their data quite
well (ll'=1. 27). Clearly, the surface of Jung
et gl. would have been somewhat different if a
value of p~=2. 0X10 0 cm would have been used.
However, the bounds in the surface as derived by
Jung et g3. are fully consistent with our present
threshold-energy surface based on p~ = 2.0 x 10 ~

0 cm.

Pease damage function uses a sharp threshold and
has the form

'0 for T &(T )
ill for (T,& ~ T «2. 5(T,);

v(T) =&

for 2.5(T,) & T,~lo. 9.(T)

g

(7)

2.0

I.4-

I.2-

I.O-
'

~ 0.8-

0.6-

0.4-

DAMAGE FUNCTION
'= MODIFIED KINCHIN-PEASE (MKP):= PRESENT VlORK+ MKE

= REF. 9+ MKP
- =REF. 22+ MKP
:-=REF. IOiMKP

where (T~) is the average threshold energy and
e(T) is the damage energy associated with a target
atom of recoil energy T.3' The inadequacy of this
simple damage function for defect-production cal-
culations at high recoil energies is shown in Fig.
9 in which the damage efficiency ] [the ratio of the
observed total-displacement cross section to a
calculated total-displacement cross section based
on Eq. (7)], is plotted as a function of the median
recoil energy Ty j2 Deviation of ( from unity re-
flects the differences between the model and the
physical case. Averback, Benedek, and Merkle"
have shown via extensive ion irradiation studies
that the damage efficiency (, based on the modified
Kinchin and Pease expression [Eq. (7)], decreases
drastically at high recoil. energies ~ In the follow-
ing, the effect of different threshold surfaces and
thus the effect of the detailed shape of the damage
function at v(T) ~ 1 on damage calculations shall
be examined. The damage function that was de-
rived in the present work, as well as those de-
rived from the other threshold-energy surfaces,
was substituted for the step function in the modi-
fied Kinchin and Pease model and the average

VII. APPLICATION TO DEFECT PRODUCTION
AT HIGHER ENERGIES

0.0
5" l0' IO~

Tin «VI

I

I04

For many calculations of defect production at
higher energies, the Kinchin and Pease" or mod-
ified Kinchin and Pease" models for the damage
function are often used. The modified Kinchin and

FIG. 9. The damage efficiency for ion irradiation of
copper as a function of the median recoil energy Tf/2,
based on the experimental work of Averback, Benedek,
and Merkle (Ref. 31) and six different damage functions.
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TABLE III. Summary of work performed to determine the anisotropy of the threshold energy in copper.

Threshold
energy

Metal Orientation (eV)

Specimen Energy range
thickness (MeV)

Technique Comments (pm) Low High Bef.

(100)
&110.- (llo)

-(110)

{loo)
&llo)
(100)
(110)
(ill)
(100)
(110)
(111}
(100)
(110)
(111)
(110)

(100)
(110)
&111)
(100)
(110)
(100)
&110)
(ill)
&loo)

19
19

28-30
9

&30
&30
21.6
19.'2
23.6

20-22
22-23
40-. 50

15.18/27. 5
18

19.2/ 29.2
9.5

22
20
63
25
25
25

25-30
-85

8.5-15

Besistivity
Besis tivity
Besistivity
Besistivity

HVEM
HVEM
HVEM
HVEM
HVEM
Besistivity
-Besistivi ty
Besistivi ty
HVEM
HVEM
HVEM
HVEM

Computer
Computer
Computer
Computer
Computer
Computer
Computer
Computer

Dislocation
pinning

Dislocation
pinning

b, d

b~d
f, d

b, c
b, c
b, c
b, c
b, c
a, d

a~d
a, d

b, c
b, c
b, c
b, c

N/A
N/A
N/A
N/A
N/A
N/A
N/A,

N/A
N/A

10
6.8

35 Kamada et al. (1964) 33
Wollenberger and Vjlurm {1965) 34
Bauer and Sosin (1964) 35
Makin (1968) 36

0.4 1.0

10

0.35 Lauzier et al. (1979) 41

o.5 N/A N/A
O.5 N/A N/A

&1 N/A N/A Makin (1970)
&1 N/A N/A
&1 N/A N/A
15 1.0 2.0 Jung et al. {1973)
15 10 20
15 1.0 2.0
0.4 D.250 D.650 Kenik and Mitchell (1975)
0.4 0.250 0.650
0.4 0.250 0.650
0.3 0.220 0.400 Yoshida and Urban (1977)

N/A N/A N/A Schvmrtz et al. $976)
N/W N/A

N/A N/A N/A
N jW N/W N/A Tenenbaum (1978)
N/W N/A N/A
N/A N/A N/A Gibson et al. (1960)
N/A N/A N/A
N/A N/A N/A
19 0.25 2.8 Both et al. (1975)

Computer fit—many adjustable parameters."Apparent threshold energy.
c Boom temperature or above.
d Helium temperature.' Computer fit—few adjustable parameters.
f Apparent threshold energy —subthreshold effects factored out.
~ N/A=not applicable.

threshold energy as determined for each surface
was substituted for (T~). In this manner, and by
using an otherwise identical defect production
model as in Ref. 31, modified efficiency values
were obtained. These are shown in Fig. S to-
gether with the values based on a sharp thresh-
old

In agreement with the comparisons in. Sec. VI,
the su'rfaces derived by Gibson et gl.22 and
Schwartz et gl."underestimate the defect produc-
tion. This is mainly a result of the rather high
average threshold energies obtained in the dynam-
ical simulations and implies that improved inter-
atomic potentials are needed to get.closer agree-
ment with experiment.

The effect of the detailed shape of the damage
function at v(T) & 1 on damage calculations is seen

when the damage function from the present inves-
tigation is compared with the modified Kinchin and
Pease damage function, because both functions are
identical for v(T) & 1((T~}=28 eV) At effe.ctive
median recoil. energies T», &100 eV, as obtained
in proton bombardments, the detailed shape of the
damage function for v(T) & 1 obviously has a sig-.
nificant effect on the total defect production (-15%).
Both the surfaces of Jung et al. as well as the sur-
face derived in the present work give a signi-
ficant improvement over the sharp threshold
approximation. At low recoil energies ion-
damage predictions are now in rather close
agreement with the observations. As expected
the differences between calculations based on
a sharp threshold and the detailed damage
function for v(T) & 1 become insignificant in the 1



DETERMINATION OP THE THRKSHOLD-KNKRG Y SURFACE FOR. . .

to 100 keV region, where primarily displacement
cascades are produced. It should be pointed out
that one of the great merits of a detailed determin-
ation of the threshoM anisotropy is to provide a
value for the average threshold energy which can
be used as a basis for quantitative comparisons
of damage production at high recoil energies. As
before, the present results fall between those of
Jung et al.' Within the experimental error of the
measured total cross sections from the ion ir-
radiations, no one of these damage functions can
be singled out as the best.

The fact that the efficiency deviates widely from
unity for higher T, &2 indicates that the damage
function at high energies is not well described by
the simple cascade theories. " Several indications
exist that cascade dy'namics play a significant role
in the resultant defect structure, but discussion of
this is beyond the scope of this work.

VIII. SUMMARY

In situ damage-rate measurements on thin sin-
gle-crystal copper films were carried out in the
high-voltage electron microscope for electron
irradiations in -40 crystallographic directions at
six energies from 0.4 to 1.1 MeV. Kikuchi pat-
terns were used to align the specimens precisely,
These experimental measurements were used to
derive a threshold-energy surface for Frenkel-
pair production. The average threshold energy of
this surface is 28. 5 eV. The minimum threshold
energy is 18+2 eV and is located near (100). A

ring of very high threshold energy (&50 eV) sur-
rounds the (ill) pole. A damage function was
derived from this surface and was applied to de-
fect-production cal.culations at higher recoil ener-
gies. The present surface was compared both

topographically and quantitatively with those in the
literature. Based on a X goodness-of-fit test,
the present surface was found to predict the ex-
perimentally observed total. cross sections for
Frenkel-pair production considerably better than

the other available surfaces. Also, the goodness
of fit varied substantially less with energy and

direction for the present surface.
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