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Numerical studies of spin-wave dynamics in Heisenberg spin-glasses
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We outline the numerical techniques used in calculating the one-magnon zero-temperature
dynamic structure factor of a Heisenberg spin-glass. We employ equation-of-motion methods to
study the dynamics of the Edwards-Anderson model where the exchange integral between
nearest neighbors has a Gaussian-distribution with zero mean and no correlation between dif-
ferent bonds. Numerical results are presented for a 16 X 16 x 16 simple cubic lattice with period-
ic boundary conditions. No evidence is found for long-wavelength propagating modes. A fit to
the data suggests that at small ¢ the structure factor is peaked at £ =0. The methods are com-
pletely general and can be applied to other Heisenberg systems provided the exchange integrals
and equilibrium spin orientations of the corresponding classical Hamiltonian are available as input.

I. INTRODUCTION

In recent years increasing attention has been paid
to the study of the low-lying excitations in Heisen-
berg magnets showing spin-glass behavior. It is gen-
erally believed that a universal feature of such sys-
tems is the existence of a large number of quaside-
generate ‘‘ground-state” configurations. At the risk
of some oversimplification the low-lying modes can
be divided into two categories: small amplitude oscil-
lations relative to a given equilibrium configuration,
which we refer to as ‘‘spin waves,’’ and transitions
between equilibrium configurations, which can take
place either through tunneling or by means of ther-
mal excitation.

Little is known about the second category of excita-
tions. However considerable progress has been made
in the analysis of the spin waves. Walker and Wal-
stedt!-2 were the first to carry out a systematic inves-
tigation of spin-wave modes in a Heisenberg spin-
glass. They found equilibrium configurations (EC’s)
by successively. rotating each spin into the direction
of its local field, the procedure being carried to the
point where the energy stabilized. Harmonic spin
waves were obtained by linearizing the equations of
motion for the spins, treating deviations from the
equilibrium orientations as small parameters. In this
way they were able to set up a dynamical matrix.
From the eigenvalues and eigenvectors of the dynam-
ical matrix they calculated the density of states and
the localization indices. They first applied the
analysis to CuMn'? and subsequently to 4uFe.? The
present authors have used the same approach in in-
vestigating the spin-wave modes in the Edwards-
Anderson model,? where the exchange interactions
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have a Gaussian distribution, PdAMn,* Eu,Sr,_,S.’
and most recently in an fcc antiferromagnetic with
nearest-neighbor interactions.®

Up to now the most meaningful tests of the validi-
ty of the approach of Walker and Walstedt have come
from comparisons between the measured and calcu-
lated values of the specific heat. In the cases of
CuMn,"? AuFe,?> PdMn.* and Eu,Sr;_,S,’ the
contribution from the harmonic spin waves dom-
inates the magnetic specific heat at temperatures
T< —;— Ty, where Ty is the spin-glass freezing tem-
perature as determined from the peak in the uniform
field susceptibility. Evidence in support of the impor-
tance of harmonic spin waves is also provided by a
comparison with the experimental values of the
zero-temperature reversible susceptibility. Good
agreement is obtained for both CuMn and AuFe.'?
The results obtained for the specific heat and suscep-
tibility in the various systems seem to show that the
interconfiguration excitations have a negligible effect
on the thermal properties at low temperatures,
although presumably such excitations do play a role
in the relaxation of the remanent magnetization.

Aside from information about the degree of locali-
zation the approach based on matrix diagonalization
has provided little insight into the nature of the
spin-wave modes. An important question raised
some time ago”'® concerns the existence of weakly
damped, long-wavelength propagating modes. Infor-
mation about the dyamic response and thus the pos-
sible existence of such modes can be obtained from a
study of the dynamic susceptibility, S(q,E), which is
probed in inelastic neutron scattering measurements.
In principle S(,E) can be calculated from the eigen-
vectors and eigenvalues of the dynamical matrix.
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However calculations done this way are limited to
comparatively small systems, < 200 spins, and thus
give no information about the response of the system
to long-wavelength disturbances.

Because of this limitation calculations of S(q,E)
have been carried out by other methods. In Refs.
3—6 use was made of equation-of-motion techniques
originally developed by Alben and Thorpe®!'° for
disordered ferromagnets and antiferromagnets. More
recently Krey'!'!2 has calculated S(q,E) for
Eu,Sr;-,S using continued fraction methods. Both
the continued fraction and the equation-of-motion
techniques can be applied to much larger systems
(10° —10* spins) than can be studied by direct diago-
nalization. However they have the drawback that
they become increasingly less accurate as £ —0,
which is the region of interest for the problem of the
propagating modes.

The purpose of this paper is to provide the detailed
description of the application of equation-of-motion
techniques to the study of the low-lying excitations in
spin-glasses which had been outlined in Ref. 3. The
use of the method is illustrated taking as an example
the Edwards-Anderson (EA) model of a Heisenberg
spin-glass.'> We carry out calculations with larger
samples than were employed in Ref. 3. Although our
analysis pertains to spin-glasses our methods are ap-
plicable to spin systems with arbitrary interactions
provided the EC’s are known. The equation-of-
motion methods are developed in Sec. II and applied
to the EA model in Sec. III. Section IV is devoted to
a discussion of our results.

II. EQUATION-OF-MOTION METHOD

In this section we develop the formalism of the
equation-of-motion method for calculating the
dynamic structure factor. The starting point in the
analysis is the Heisenberg Hamiltonian which we
write as

H=—5 3555, Q.1
Jik

where Jy is the exchange integral and ¥ is the spin
(=1,...,N). We assume then an equilibrium
configuration (EC) has been obtained which is speci-
fied by the set of unit vectors (% ,} pointing in the
directions of the equilibrium orientations of the S.
We introduce local Cartesian coordinate systems

chargcterized by the triad of orthogonal unit vectors
(a;,b;( =y;Xd;),y;) and use the Holstein-Primakoff
transformation to relate the components of §along
the local coordinate axes to the boson annihilation
and creation operators X; and X,-T.

It is shown in Ref. 2 that the linearized equations
of motion for X; and X; take the form (£=1)

X,

17 = %R,,,X,f + %Sijk » (22)
dx;
i—d:— =— 3 RiX,— SSpX) (2.3)
k k

where the asterisk denotes gomplex conjugate. If
we introduce the vectors U, =4, * ib; then the ma-
trices Ry and Sy are written

Ry=—+SL 0/ -ur , 2.4)
Sj=—5SHT; T +84S ST 9 . (2.5
n

As discussed below the dynamic structure factor
can be expressed in terms of commutators of the
form ([S,(T,),S:(—q,0)]) where the angular
brackets denote expectation values with respect to the
EC and

S,(T.0 = Sexp(—ig-T)SLD , 2.6)
Jj

T; being the position of the jth spin. In (2.6) S
refers to the x component of ¥ in the laboratory
frame. It is related to the boson operators by means
of the equation

S{=(S/)"(X;+ X% 4;—i(S/2)"2(X,— X% - b,
= (S/2)"2(uzX; +ug X)) | Q.7

where uj,;t denotes the x component of ﬁ,-i in the lab-
oratory frame. The symbol = signifies that the
right-hand side of (2.7) is the projection of the spin
fluctuations in the plane perpendicular to y; on to the
laboratory x axis. It is this projection which gives rise
to the one-magnon contribution to the dynamic struc-
ture factor. It should be noted that 3, ( T, X,
+1, X} is a constant of the motion for the harmon-
ic spin-wave Hamiltonian, which is a consequence of
the fact that 2,§, commutes with the Heisenberg
Hamiltonian.!*

With the help of (2.7) we can write the correlation
function in the one-magnon approximation in the form

([8:(T.0,8(=T,01) =8 Jexp (—ig i) {wzua (X0, X(0)]) +utut ([X (),X{(0)])
Jk

+ugu (100, X (0)]) +utug ([X(0,X(0)])}) ,  (28)

where Ty =T; —Tk.

By making use of the completeness relation for the eigenstates of the harmonic spin-wave Hamiltonian it is
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readily shown that

(X (0,X(0)]) == ([X,(D, X (0)]) * (2.9)
(X[ (0,X(0)]) == ([X,(, X1 0)]) * . (2.10)
Using (2.9) and (2.10) we obtain the result
([5:(T,0,5.(=7,01) =iS Jexp(—i T T) Im {uu ([ X (0, X (0 ]) +uzud ([X,(, X (0)])},
ik
=iSlm[2exp(—ia‘-?,k){u,;ug(lx,*(t),X,J(o)]>+u,;u,o,<[X,-(z).X,I(0)]>}, @.11)
Jk

where Im denotes the imaginary part and we have made use of the assumed property that the sum over jand k is

unchanged when T is replaced by —q.

In the zero-temperature limit the xx component of the dynamic structure factor for positive frequencies can be

expressed as

Sl @B =5 [ at e (15(T.0,5,(~T.0) .

(2.12)

The inelastic neutron scattering cross section in the harmonic approximation is related to (2.12) by a detailed bal-

ance factor, viz.,

do_ . S«(3E) (2.13)
dQdE 1 —exp(—E/kpT)
Denoting the eigenstates by |v) and the EC by |0) we can write
(018(T.08(=7,0)[0) = 3, 1{01S(T) v ) exp(—iw,0) , (2.14)
where o, is the energy of the exgited state. Likewise we have
3 ([8:(T.0,8 (=T, M1y =—i 3 1€018,(T) [v)*sinw,t (2.15)

which when inserted into (2.12) leads to

Sn(a’,E)=-7gr—j:dt?l(OISX(G',O)Iv)Izsin(w,,t)sin(Et)=;Ti—j;wdtsin(Et)([Sx(Ei’,t),Sx(—6,0)]) . 2.16)

Equations (2.11) and (2.16) relate the dynamic
structure factor to the microscopic properties of the
Hamiltonian. However they are not in a form which
is convenient for numerical analysis. A form which
is convenient is obtained by introducing the Green’s
functions G\’ (G, and G (T,0), a=x,y,z, which
are defined by

GP(q, t)=—— 2([1\’](1) X'(0)yexp(iq- T ut

.17
and

G2 (G0 =-‘ﬁ 3 (LX) (0, ()1 exp(iT-7) i

(2.18)

In light of (2.2) and (2.3) these functions obey the

equations
:—Gj‘”(q = ER,kGé3>(q ) +ES}kG,§,,‘,)(q D,
(2.19)
i%Gj(”(q t)=—-2 GV(T,0 —ES,,(G“’(q,t) ,
(2.20)
with the initial conditions
GV (qt=0)=N"exp(i T TP ut , (2.21)
G (gt=0)=0 . (2.22)

Making use of Egs. (2.16) — (2.18) we finally have

Saal( T E)—~——f dt sin(Er) lm[Eexp(—-lq T uaGP (7.0 +utGP (.01 (2.23)

which is the principal result of this section.
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III. APPLICATION TO THE EDWARDS-
ANDERSON MODEL

The approach outlined in Sec. II is applicable to ar-
bitrary EC’s. All that is needed are the exchange in-
tegrals and the vectors y; characterizing the equilibri-
um orientations of- the spins. The matrices Ry and
Sji are constructed according to (2.4) and (2.5) with
U, =4, +ib. The vectors 53, can be chosen arbitrarily
subject to the conditions 4; =1, @;-¥;=0. The
dynamic structure factor is given by (2.23) with the
Green’s functions obtained by numerically integrating
(2.19) and (2.20) with initial conditions (2.21) and
(2.22). In order to avoid spurious oscillations associ-
ated with the finite interval of integration it is neces-
sary to introduce a cutoff factor into the integrand in
(2.23), ie.,

[facH=faew..), 6D

with « such that exp(—aT) << 1.

We have applied the equation-of-motion tech-
niques to the Edwards-Anderson (EA) model of a
Heisenberg spin-glass.>!* The spins occupied sites on
a simple cubic lattice. The interaction was limited to
nearest neighbors and S =1. The exchange integral
was a random variable characterized by a Gaussian
distribution with zero mean and rms width equal to
1. The values for different bonds were uncorrelated.

In Figs. 1 and 2 we show the results for the aver-
age structure factor S(q,E) = % 3 Sal TE), T
along [100] and [111], for a 16 x 16 X 16 lattice with
periodic boundary conditions. The curves are nor-
malized to unit area. The EC’s were obtained by ro-
tating the spins in the manner described in Refs. 1
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FIG. 1. S(T,E) vs E. (a) T=(=/8)(1,0,0), (b)
T=(m/2)(1,0,0), (c) T==(1,0,0). 16 X 16 x 16 simple cu-
bic lattice with periodic boundary conditions. All curves
normalized to unit area.
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E
FIG. 2. S(TE) vs E. (a) T=(«/8)(1,1,1), (b)
a=(m/2)(1,1,1), (©) T==(1,1,1). 16 x 16 x 16 simple cu-

bic lattice with periodic boundary conditions. All curves
normalized to unit area.

and 2 and the integration was carried forward with
the damping factor exp( —3¢/T), with T =40.

It is evident from the graphs that as |G| —0 the
spectral weight becomes increasingly concentrated
near E =0. This is a consequence of the fact that

S(q=0)=(8/2)'"2 3 (u; X; +u; x;)
J

is a constant of the motion (kinematic slowing
down).'* The interesting question is whether there is
a well-defined peak in S(T,E) at finite E which could
be identified with a long-wavelength propagating
mode.”® Although such a peak is seen in the data at
small g the figures are misleading. When the interval
of integration in (2.23) is finite it is evident that
S(T,E) varies linearly with E for small E. As a
consequence the sharp drop in S(g,E) for E <0.05
is an artifact of the numerical analysis. As evidence
of this in Fig. 3 we show the behavior of

L S (5@ 0 5.-3 0

g=(x/8) (1,0,0), as a function of time [cf. Eq.
(2.16)]. The function peaks at ¢ =35 but shows no
evidence of the oscillatory behavior characteristic of a
weakly damped propagating mode.

It is perhaps worth noting that the curve in Fig. 3
can be fitted reasonably well by an approximation in
which the sum over eigenstates in Eq. (2.16) is re-
placed by an integral over a Gaussian distribution,
ie.,

3,101 S, (T, 0)|v)?sin(w,?)

00 _ wZ
—'j; sin(w, Ve “dw, . (3.2)

The broken curve in Fig. 3 is calculated from the
right-hand side of (3.2) with @, =2.9 and 4 =0.41.
Unfortunately the physical significance of this ap-
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FIG. 3. (i/m) 30 ([S(T0,8,(—T,0)1) vs
t; =(w/8)(1,0,0). 16 X16 x 16 simple cubic lattice with
periodic boundary conditions. The broken line is an approx-
imation displayed on the right-hand side of Eq. (3.2)

proximation is at present unclear. However taken at
face value (3.2) would imply that

S(T.E) we " (E>0) . (.3)

Since the intensity is peaked at £ =0 +Eq. (3.3) cor-
responds to a situation where the neutron scattering
is quasielastic.

The left-hand side of (3.2) can also be written in
the form

I o1 01S(T, 0 »)sin(w,) da, , (3.4)

where p(w,) is the density of states, which has been
calculated numerically in Ref. 3. Since p(E) has a
peak at E =2 and approaches zero at low energies
the apparent appropriateness of the Gaussian approx-
imation would lead one to conclude that at long
wavelengths | (0]S,(T,0) |v)|? peaks at (or near)

w, =0 and beyond that decreases rapidly with increas-
ing mode energy.

It must be emphasized that the Gaussian form for
S(T,E) is a fairly crude approximation which is
perhaps best viewed as a parametrization of the nu-
merical data. Nevertheless it does indicate that a
description in terms of weakly damped oscillatory
modes is not appropriate for the wave vectors investi-
gated.

IV. DISCUSSION

The.results presented in the preceding section indi-
cate the absence of propagating modes in S(,E) for
g > m/8. It is possible that such modes exist but are
confined to energies and/or wave vectors very much
smaller than can be probed by our numerical tech-
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niques which are limited to samples with fewer than
5 x10° spins. Such a conclusion would be consistent
with the findings of Reed'® who reports a value for
the spin-wave stiffness which is approximately 50%
of the maximum value calculated below.

In order to obtain an estimate of the corresponding
spin-wave velocity we note that the second moment
of the normalized line-shape function X''(q,E)/
wEX(q), where X(,E) is the complex energy-
dependent susceptibility, is given by'®

(wg) =§%q) ,-,Zk:ij(l —cos(T-T)) (S;-Sk) , (A1)

in which X(g) is the wave-vector-dependent static
susceptibility in units of g?u3, g being the electronic
g factor. Passing to the small-q limit we find

(0f) = Eii_oj'ﬁzk-]jkrj%<§'§k> ?+0(gY) . 4.2

Apart from the factor of X(0) the coefficient of ¢? in
(4.2) is the maximum spin-wave stiffness.®!” Values
of the maximum stiffness and the uniform field sus-
ceptibility for the Edwards-Anderson model of Sec.
IIT have been given in Ref. 7. Together they lead to
the result

(w2)=(0.9£0.1)g>+0(q") , 4.3)

where length is measured in units of the lattice con-
stant. The maximum spin-wave velocity is then
given by

V imax = (lim (02)/q)'?=0.95 . (4.4)
s

Since the spin-wave velocity is equal to the square
root of the ratio of the stiffness to the susceptibility,
with a stiffness equal to one-half the maximum value
we obtain

V=(0.5 lim (0?),/q*)'*=0.67 . 4.5)
—

Hence for ¢ = /8 the spin-wave peak is predicted to
occur at £ =0.37 which is somewhat greater than the
position of the pseudopeak in Fig. 1. Thus had there
been a peak in S(T,E) at this energy and wave vec-
tor it would have been observed in our data.

Another possibility is that propagating modes are
present but have negligible weight in the expansion
of S,(q) in terms of the eigenvectors of the dynami-
cal matrix. In order to explore this possibility we
have calculated the Green’s function associated with
the operator

X(T.0 =3 exp(—-T-TX () . (4.6)
Our results for Ithe corresponding Green’s function

(i/m)([X(T,0,X'(§,0)]) 4.7)
are shown in Fig. 4 for = (x/8)(1,0,0). In spite of
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FIG. 4. (i/m){[X(T.0,X*(T,0)]1) vs ¢;
q=(m/8)(1,0,0). 16 x16 x 16 simple cubic lattice with
periodic boundary conditions.

differing considerably from (i/7) ([ S,(T,?),
S.(—q,0)1), which is to be expected since
X(g=0) is not a constant of the motion,

(i/m) ({X(T,0,X'(§,0)1) also does not show the
oscillations characteristic of weakly damped quasihar-
monic behavior. Although this analysis does not rule
out the existence of propagating modes which have
negligible weight in the expansion of both S,(T) and
X (@) the possibility of this occurring seems remote.
Thus we conclude that there probably are no damped
propagating spin-wave modes in the Edwards-
Anderson model of a Heisenberg spin-glass which
have wave vectors ¢ > /8. Such modes, if they do
exist, must have wave vectors << /8. The absence
of propagating modes is also consistent with the
behavior of the density of states at low energies
which was displayed in Ref. 3. There it was found
that the distribution of modes did not appear to have
an E? dependence as would be the case if the low-
frequency spectrum consisted entirely of propagating
modes with a linear dispersion relation. However it
should be emphasized that the absence of an E?
dependence does not by itself rule out the existence
of propagating modes since other types of low-energy
excitations could also be present in large enough
numbers to influence the distribution.

Our conclusions about the absence of weakly
damped propagating modes with a linear dispersion
relation are consistent with the findings of Krey who
studied a 16 x 16 X 16 model of Eu,Sr;—S.'"1? For
x=0.4, 0.5, and 0.6 (spin-glass phase) he found in-
stead damped ferromagnetic spin waves in reasonable
agreement with experiment.'® Recently Fincher
et al."’ carried out inelastic neutron scattering studies
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on Fe,Cri—, (x =0.34 and 0.26) which revealed
well-defined spin-wave modes in the ferromagnetic
regime. The spin-wave stiffness decreased as the sys-
tem was moved toward the spin-glass phase. In the
spin-glass phase no well-defined excitations were
seen. Instead an intense quasielastic peak analogous
to what we obtained for the Edwards-Anderson
model was observed.

The absence of propagating modes with wave vec-
tors as small as /8 in the Edwards-Anderson model
is in distinct contrast to the behavior of the planar
spin-glass®®2!' and the Heisenberg-Mattis model.*-?!
In both of these cases well-defined propagating
modes with a linear dispersion relation were obtained
in three dimensions for ¢ < w/4. Although the two
models differ radically in their equilibrium properties
they have the common feature that the spin-wave
dispersion relation at long wavelengths could be
described in terms of a moderately renormalized
virtual-crystal approximation (VCA).

In the VCA the dispersion relation is obtained by
replacing the diagonal and off-diagonal elements of
the dynamical matrix by the corresponding site-
independent mean values. At long wavelengths the
renormalized velocity is approximately 0.67 Vyca for
the planar model whereas in the case of the
Heisenberg-Mattis model the valye 0.81 Vycs was ob-
tained, Vvca in both cases denoting the spin-wave
velocity calculated in the VCA. It is perhaps worth
noting that the model analyzed in Sec. III differs
from the planar and Heisenberg-Mattis model in that
the VCA applied to the dynamical matrix leads to a
dispersion relation of the form

E(q) =[(3.7-0.7y,)?=(0.7y)21'"? ,  (48)

with

=25

Vo= —;—(cosq,r +cosqy +cosg;) 4.9)

which does not vanish as ¢ —0. The term indepen-
dent of y, in (3.8) is the mean value of the diagonal
element of the matrix Sy given by Eq. (2.5). Itis
identified as the precession frequency in the mean lo-
cal field. Thus in the VCA the excitations are very
nearly single spin modes. However the analysis of
Ref. 3 indicates the modes are largely delocalized
with a distribution which peaks at E =2,

In summary it can be said that the numerical tech-
niques developed here and in Refs. 2 and 12 make it
possible to obtain information about spin-wave
dynamics in Heisenberg spin-glasses which is at least
as detailed as that available experimentally. Unfor-
tunately the theory of spin-wave dynamics has not
kept pace with the numerical techniques. Unlike the
case of the planar spin-glass®' and the Heisenberg-
Mattis model??~2* there is as yet no satisfactory
theory for the dynamic structure factor of a Heisen-
berg spin-glass.
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