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The density-functional theory of interaction between closed-shell atoms is simplified sufficiently to be carried out

analytically, The resulting form is V,{d)= —
goaded exp{ —5pd/3), where the valence p-state energy is related to

p by e = —fi'p'/2m. In universal-parameter tight-binding theory of ionic crystals a band-structure energy is

added, but no Madelung energy. y, is adjusted from its theoretical value of 71 to give the correct equilibrium

spacing for the potassium halides, giving go = 44, 86, 103, and 146 for 2p, 3p, 4p, and Sp anions, respectively. Then

using average values ofp based upon Herman-Skillman term values the equilibrium spacing, cohesive energy, and

elastic constants are predicted for the monovalent, divalent, and trivalent compounds in the rocksalt structure. Such
a theory based upon tight-binding energies rather than Madelung energies provides an alternative to the Born
theory. It is of comparable accuracy but has much wider applicability. The theory also predicts an approximate
equality between the band gap and the cohesive energy per ion pair for the alkali halides and between twice the band

gap and the cohesive energy for their divalent counterparts, in reasonable accord with experiment. By identifying the

overlap interaction in covalent solids with nonorthogonality terms in tight-binding theory it is shown that direct

application of the closed-shell theory to covalent solids underestimates the kinetic-energy term by a factor of 2'";
Making this correction to the earlier calculations for Si and Ge by Harrison. and Sokel brings them into reasonable
accord with experiment. This overlap interaction is then approximated by the same analytic form as for closed-shell

systems but based upon hybrid, rather than p-state, parameters. The coefficient g, is adjusted, from its theoretical
value of 47, to 46 for C, 57 for Si, 61 for Ge, and 73 for Sn in order to fit the observed atomic spacing. The resulting

overlap interaction plus the bonding energy then gives direct predictions of the cohesion and bulk modulus for these
elements, reproducing the observed trends. The theory is extended to polar semiconductors by again identifying the

overlap interaction with the nonorthogonality terms of tight-binding theory. This suggests a nonorthogonality
S = {1/2)a,", where a," is the hybrid covalency of the compound, and a replacement of g, by y,a," for the overlap
interaction of the polar semiconductors. The latter leads to reasonable predictions, without further parameters, of
the equilibrium spacing, cohesion, and bulk modulus for these systems. The dependence of S on covalency is not

supported by detailed calculation. The identification of the overlap interaction with the nonorthogonality terms also

suggests an approximate relation between the average of the p„'s, based upon the hybrid energies, and the
equilibrium spacing d = 3/p„, in rough accord with experiment. Finally, the total energy is reconsidered using

extended Huckel theory. It is seen that the approximations in the two theories can be related and the parameters
from the two theories identified with each other though their formulation is much different. By evaluating the

nonorthogonality S of extended Huckel theory, using the same approximations which were used here in the
evaluation of the overlap interaction, we verify that it leads to values and d dependence of the overlap and of
interatomic matrix elements consistent with those of universal-parameter tight-binding theory. It leads also to a
similar form for, and value of, the overlap interaction.

I. INTRODUCTION

Elementary tight-binding theory has been used
to successfully predict the dielectric and bonding
properties of ionic and covalent solids. ' The
volume dependence of the energy in terms of loca1.
orbitals, however, has required extensive com-
putation for the ionic solids' and the attempt to
extend the method to covalent solids was un-

successful'; the introduction of an empirical
repulsive interaction between atoms in the co-
valent solids has been required. ' We seek to
rectify. these difficulties in the analysis here.

II. THE LCAO FORMULATION

We begin by reformulating the total energy in
terms of linear combinations of atomic orbitals.
The basic approximation of this linear combina-
tion of atomic orbitals (LCAO} method is the

assumption that the one-electron eigenstates can
be adequately written as a sum of free-atom
orbitals. For simplicity of notation we consider
a linear combination of an atomic orbital ( n) on

one atom and one I P) on a neighboring atom:

Iq) =u,.jn)+u, iP),
though the analysis can immediately be genera-
lized (see Sec. V} to solids with lg Z„u; Io).
The u; and u;8 are constant coefficients. The
one-electron Hamiltonian of the system is ap-
proximated by the kinetic energy plus the sum of
free-atom potentials for the two atom in the
following:

K= V +0~+vs ~
2m

With these two approximations the one-electron
energies can be written
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(g,.IHIP', ) u*,. u,.„(e +5e„)+u*,. Bu,. 8(e~ +5e~)+(u,*. u,. ~+up~ u,.„)H ~

with e =(o.l-a'v'/2m+v In), the free-atom
energy for state I o), and e~ the free-atom energy
for IP}. 5&„=(&I vol n) is the shift in that energy
due to the second atom and similarly 5&8

=(Pl v IP) T.he matrix element H 8 = (o.'IHIP) is
the coupling between the states and S = (o.'I P) is
the overlap. We shall see that S is expected to
be approximately —,

' in covalent solids. We have
normalized the atomic states (nl n) = (PIP) =1.

A variational method is used to obtain the states,
taking the derivative of Eq. (3) with respect to
u,. and u;8 equal to zero. 4 If this is actually
carried out with real atomic orbitals and atomic
potentials the calculation is called "first-
principles LCAO theory. " If the parameters
&, &8, H 8, ete. , are obtained in some other
way the calculation is usually called "tight-
binding theory. " We follow the latter approach
but retain the LCAO interpretation of the pa-
rameters in deriving the total energy. Before
doing that it is convenient to define new pa-
rameters:

V, =I H., l/(1 —S2),

V, =(e +5@ —e8 —5@8)/(1 —S')'~.

Then the variational solution takes the simple
form4

(~IHI~) ~ +~ ~s 5~ +5

(5)

The minimum, or bonding, energy is obtained
with the minus. The state orthogonal to it, the
antibonding state, has the plus sign. In a closed-
shell system each is occupied by an electron with

spin up and one with spin down.
We return in Sec. IV to.the choice of parame-

ters, but first note that we cannot obtain the total
energy simply by adding the energies of the oc-
cupied states. The term 5~ contains the potential
energy of interaction between the electrons in

I n) and the electrons in IP) and that same inter-
action is included again in 5&8. In the one-electron
approximation all such electron-electron inter-
actions are counted twice and must be subtracted
once in evaluating the total energy. In addition
the Coulomb interaction between nuclei (or ion
cores) must be added. The sum of one-electron
energies, so corrected, gives the total energy.

Note that for a closed-shell system the terms
+ (V', + V', )'+ sum to zero and the energy, relative
to the free-atom energies ~ +re, isgivenbya

series of potential energies and the terms St/, .
The last term includes the extra electronic kinetic
energy associated with compression of the elec-
tron gas due to overlapping the two atomic charge
distributions. Note that if the two orbitals mere
orthogonal (S =0), they could both be occupied and
there would be no extra kinetic energy. The con-
struction of orthogonal orbitals inevitably yields
extra kinetic energy which is the origin of the
forces which prevent the collapse of matter under
the mutual Coulomb interactions. The identifica-
tion of the SV, term with the excess kinetic en-.

ergy will be particularly important when we dis-
cuss open-shell systems.

III. DENSITY-FUNCTIONAL THEORY FOR CLOSED-
SHELL SYSTEMS

Nikulin and Tsarev' and Gordon and Kim' have

developed an approximate method for evaluating

the total energy of interaction between inert-gas
atoms and closed-shell ions. In this method the

different terms in the potential energy —the po-
tential energy of interactions between ions, be-
tween electrons and ions, and among elec-
trons —as well as the excess kinetic energy were
estimated at each point in terms of the electron
density at that point using formulas for the energy
of a free-electron gas of uniform density. The
electron density itself was approximated by a
direct superposition of the free-atom densities
obtained in the Hartree-Pock approximation.
There are basic arguments' which suggest that
this might be a good approximation and it has
turned out to be quantitatively very accurate in a
wide variety of closed-shell systems. ' We may
think of the method as an approximate evaluation
of the various potential-energy and kinetic-en-
ergy contributions discussed in the preceding
section (which in turn were an approximation to
the real problem), Again, the term + (V', +V', )'s
in Eq. (5) does not enter in closed-shell systems
but all other terms are estimated. The evaluation
of the various terms in the energy requires a
numerical integration over the region of the over-
lapping charge distributions and leads to a tabu-
lated "overlap interaction" between each pair of
closed-shell atoms.

We seek here an approximate evaluation of the
overlap interaction which can be carried out

analytically. The purpose is not just to avoid a
somewhat tedious numerical procedure, but to
provide analytic formulas for the interaction
which can then be used to describe a wide variety
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of systems without recalculation. It also allows
general calculations of properties in terms of
these formulas and clarifies the nature of the
dominant contributions. The basic approach is
to make a series of approximations which become
increasingly accurate at large spacing between
the atoms; that is, we seek the asymptotic form
of the overlap interaction and shall then assume
that this form remains appropriate near the ob-
served internuclear spacings between atoms. We
test at each step how accurate these approxima-
tions are. We begin with a discussion of the
electron density.

in the Periodic Table. We will ultimately correct
for this by an empirical scaling, but now proceed
without empirical corrections.

A plot of this approximate density for argon,
along with the Hartree-Fock density from
Fisher is shown in Fig. 1. The approximation
is very good over much of the range of interest
and could be improved still further by a constant
scale factor. We use it throughout our analysis;
the electron density from Eq. (8) is superimposed
for two neighboring closed-shell atoms and we
proceed to evaluate the change in kinetic and po-
tential energies.

A. The charge density

In the Hartree-Fock calculation of the electronic
structure of a neutral atom the potential seen by
each electron —at sufficiently large distance —ap-
proaches simply —e'/r. The asymptotic form for
the solution of the radial Schrodinger equation for
this case is readily obtained and is given by

B,(r)-x~e "", (6)

where p is related to the term value by

h' p, '/(2m} =-e,
and y=(e'm)/(8'p) —1. Note that the form of the
result does not depend upon l. If the atomic en-
ergy happened to be -13.6 eV, one rydberg, then
p would equal zero. The influence of the r& factor
is sufficiently small and the energies of interest
near enough to a rydberg that we shall make the
approximation y=0. It would not be difficult to
retain that factor but it would complicate the form
of the results more than seems justified.

The valence P states in most atoms are only
about half as deep as the valence s states so the
corresponding p value is 30% smaller and the
charge density at large distances is thus domi-
nated by the P states; the fact that there are three
times as many contributes to this dominance and
it may readily be confirmed by examination of any
atomic structure tables. Thus we approximate
the electron density at large distances by the form
e '"", and we normalize it to a total of sixP
electrons in the following:

B. The kinetic energy

The average kinetic energy (8'0'/2m) for a
free-electron gas of density n is readily evaluated
and is

@2~2/S

(g) a (3g Q)2/3
KE 2m

Thus the local-density approximation to the total
kinetic energy is simply fd r EKE(n(r))n(r).
Writing the electron density [Eq. (8)] from the two
atoms as n, (r, ) and n, (r, }we find the contribution
to the overlap interaction

A2V"' =~(3v')'" Jl d'x[(n, +n )'~' —n'+ -n', ~'].

(10)

To evaluate the integral we take a cylindrical
coordinate system with origin at the midpoint
between atoms. Then r, =[(d/2 —z}'+p']'+
=,d —z +p'/d plus terms of higher order in z/d
and p'/d'. After using a little algebra Eq. (10}
becomes

IO

O.I—

n(r) =6p, 'e-'""/w. (8) O.OI—

This is to be used in place of the Hartree-Fock
densities used by Gordon and Kim. Note that we
underestimate the normalization constant since
the real atomic orbital drops below the asymp-
totic form, Eq. (6), at small x. The reduction
in density is called the "orthogonalization hole"
or "depletion hole" in pseudopotential theory.
Indeed the error increases with increasing row

O,OOI—

O.OOOI
0

r (A)

FIG. 1. The electron density in argon from the nor-
malized asymptotic form, compared with the density ob-
tained from a Hartree-Fock calculation by Fisher (Ref.
7).
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5/8 @2
l/KE w (2~2}2h z Sv-uh &-iovP 2/~u2& &d&0 5 2t7l

5/S @2
~(2~2)ss 6 @ & s-Spus 2~&d ff(~)

2m j0

(e 2g-a+smile)5s e-10Pzlb eloggpg+

where

K(n) = Jl dx[(e "+e') —e —e""].
0

(12)

C. Exchange energy

&(~~) was obtained as 4.45 by numerical integra-
tion. Equation (11)becomes

V,"E = —V0.8~,p,de-'""~'.

It is given in Table I for the argon P state en-
ergy of -16,08 eV, along with Gordon and Kim's
values obtained from numerical integration of
Hartree-Fock electron densities for argon-argon
interactions. Our result is small by a factor of
order two but note that it is not a fit to their re=
suits but an elementary approximate first-princi-
ples calculation. It will be informative although
it is not so accurate. %'e proceed to other terms.

D. Coulomb energy

The calculation of the Coulomb energy is
slightly different. The potential (times -e) due

to a neutral atom with electron density given by
Eg. (8) ls

V(r) =- 6e'(1+pr)e '""/r,
which may be immediately verified using Poisson's
equation. For large separations we retain only
the second term (pr) and the Coulomb energy
becomes

+co +36' em' e-2P p8 I e 2P~ye-sg~gg3y36e
0 lr

The integral can be performed exactly using
ellipsoidal coordinates to obtain

The calculation of exchange energy is very
similar. The exchange energy per electron in a
uniform electron gas is —(8wm}'/'Se'n'S/(4v) so
the contribution to the overlay interaction is

~(2p, } '(1+2pd +4p'd'/8) exp(-2~}.
Then

V,o(d) =-6e'y(pd)'e '"' {18)

i/& . (2p 2)&Asm dsy[(s +g )4/8 s4/8 g4h j
3

4/S

(2 p 2)&/8~2 p ff (M)i/ de -4 P dh

4' n

Numerically integrating Eg. (12) leads 'to ff(3 )
=1.323 and

V", =- 2.V28e'p, p.de

This is also tabulated for argon along with the
Gordon-Kim results.

(14}

plus terms of lower order in pd. This is also
tabulated in Table I along with the Gordon-Kim
values.

E. Correlation energy

The remaining terms in the energy of an elec-
tron gas, beyond the kinetic energy, Coulomb
energy, and exchange energy, are called the
correlation energy. Gordon and Kim used values
calculated for the uniform gas from the high-
density limit and from the low-density limit and

TABLE I. Contributions to the overlap interaction in argon, calculated here'and by Gordon
and Kim (GK) (Ref. 2).

d
A

. EKE (ev)
Eq. (13) GK

Px (eQ)
Eq. (15)

V, (eV)
Eq, (18) GK

0.529
1.058
1.587
2.116
2.645
3.174
3.703
4.232
4.761
5.290

2.02 x102
6.61 xlo
1,62 xlo
3.53
7.22 xlQ ~

1.42 x10 ~

2.70 xlo
5.04 xlo
9.27xlo 4

1.68 xao-'

5.65 x10
1.54 xl Q2

3.47 xl0
6.99
1.29
2.28 xao
3,93 xlQ
6.81x10 3

1.23 xl 0"3

2.39xlo 4

-2.06 xlo
-9.67
-3.41
-1.07
-3.13 xl 0 ~

-8.82 xlo 2

-2.42 x10
6.48 xlo

-1.71 x10-3
4.46xlo 4

-6.34 x10
2.49 x10

-8.00
-2.26
-5.89 xlQ
-1.4V xaO '
-3.57 x10-'
-8.6e xlO-'
-2.13 xao-3
-5.47 xlO '

-2,39 x10
-1.Q85 xlQ
-2.78
-5.62 x10-'

9.99 x10-2
1.64x10 2

2,54 xlQ
-3.VV xlO-'
-5.42 xlO-'
-7.62 xlo 6

1.95 x10
-6.63 xl0
-1.54 xl0
-2.48
-3.47 x10 ~

-4.6Q xlQ-2
-6,21 xaQ
-9.27 xlO-'
-1.6O xlO-'
-3.15x10 5
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interpolated for intermediate densities. We
cannot obtain analytic forms for the integrals
over these, even with our approximate electron
density. The treatment of these terms is less
convincing than the others in any case and they
are not important in the ionic and covalent solids
which are of particular interest here so we have
not evaluated them. For the inert gases the cor-
relation energy produces almost all of the binding
of the solid and brings the spacing, according to
the Gordon-Kim calculation, down close to the
observed value.

F. Comparison of contributions

A consideration of Table I indicates that the
approximate analytical calculations scale rather
well with detailed numerical results over many
decades. For our purposes the most interesting
range is near d =3 A, the spacing of KCl, which
is isoelectronic with Ar, . In this region the
kinetic energy is seen to be the dominant term,
although the exchange energy is far from negli-
gible. A scaling of our results will be needed
in any case and since the form of the two terms
is so close [see Eqs. (13) and (15)] it is reasonable
to take the total overlap interaction to be of the
form of the kinetic energy term and introduce the
appropriate sealing there. This is also physical-
ly satisfying since, as we indicated in the pre-
ceding section, it is the kinetic energy which pre-
vents the collapse of the system and we are to
introduce additional attractive terms [such as the
—(V,'+ V', )'+] which dominate the cohesion of the
system. Thus we regard Eq. (13) as an approxi-
mate first-principles calculation of the overlap
interaction but allow the scale factor in front,
q, =70.8, to be adjusted to correct for the errors
arising from our approximation, an approach
similar to that which we use for obtaining tight-
binding parameters.

IV. UNIVERSAL TIGHT-BINDING PARAMETERS

It is well known that the energy bands of the
covalent semiconductors can be rather well de-
scribed on the basis of valence s and P states on
each atom and nearest-neighbor tight-binding
matrix elements. ' It has also long been known
that there is strong resemblance between the
bands and free-electron bands. By requiring that
the two approaches give the same results at the
principal band energies at I' and X, Froyen and
Harrison, ' derived formulas in terms of the
internuclear distance for the interatomic matrix
elements and for &~- &, as follows:

V„=q„.h'/(md'), (19)
with, for example, q„=—9&'/64. Comparison

with the known bands of the tetrahedral semicon-
ductors indicates that with minor adjustments of
the dimensionless coefficients q» ~ (q„,=-1.40,

=1.84, q», =3.24, q», =-0.81) these inter-
atomic matrix elements give very good valence
bands and tolerable conduction bands for C, Si,
Ge, and Sn; in fact, Eq. (19}was given earlier'
as an empirical form for the matrix elements
obtained from study of the known bands. Equation
(19) gives the variations under pressure as well
as the variations from material to material. It
was found, however, that the corresponding
formula for the energy difference &~- &, was in
agreement only for Sn and that atomic term values
should be used for all if good results are to be
obtained. Values given by Herman and Skillman'
have proven adequate. It was further found from
a study of the bands of polar semiconductors that
use of atomic term values for the two atom types
and the same interatomic matrix elements, Eq.
(19), gave a good account of the energy bands
also for those semiconductors. "Applications
of the same approach to ionic crystals, such as
alkali halides, suggested again that use of atomic
term values and Eq. (19) (with the same coef-
ficients q„„}gave good representations of the
electronic structure. ' Again, only a minimal
basis set of atomic orbitals is used, those that
are occupied or partially occupied in the free
atom. Thus we have values for all of the tight-
binding parameters which are needed for the
analysis of the total energy.

In addition, a very important and surprising
postulate follows from requiring that we be in-
ternally consistent. We have noted that atonzic
term values are to be used, not free-ion values
with Madelung corrections as we might have
anticipated for alkali halides, for example. This
is consistent with experiment; the difference in
term values for the potassium s state and the
chlorine P state, &.1 eV, is in good agreement
with the observed band gap of 8.4 eV in KC1. This
means that the Madelung shift of 16 eV of the
difference between the two levels very nearly
cancels the difference between free-ion and free-
atom term values; it is fortunate that we do not
need to calculate these two competing shifts in-
dividually. This is also consistent with the known
fact that in the equilibrium structure the charge
density corresponding to superimposed free atoms
very nearly equals that corresponding to super-
imposed free ions. " In some sense our choice
of these universal tight-binding parameters and
atomic term values means we have selected
"atomic orbitals" which have this property though

.we never use those orbitals explicitly. This
would suggest that we should also not include a
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Madelung electrostatic energy in the calculation
of total energy when we are near the equilibrium
spacing. We simply sum the electronic energies
and make the appropriate corrections as suggested
in Sec. II.

This neglect of Madelung energies is not incon-
sistent with the fact that the total energy of an
ionic crystal can accurately be calculated as the
energy to form free ions at infinite separation
minus the electrostatic energy gained in bringing
them together in the crystal. We may imagine
that in the construction of the crystal the electrons
slightly rearrange as the ions come into contact,
forming neutral atoms, but with only a small
change in energy in doing it. An alternative path
from the atom to the crystal would bring neutral
atoms together, with no gain in electrostatic
energy, and the entire formation energy is ob-
tained when the electronic states of the crystal
are formed as the atoms come into contact. It is
simply two different paths between the same end
points and must give the same formation energy.

It may be of interest that this postulate that
the sums of electronic energies, not the Madelung
energy, were to be added to the overlap inter-
action to obtain the observed spacing arose
initially not from this internal consistency argu-
ment but from the empirical finding that when the
Madelung energy was used and q, adjusted to give
correct spacings the fitted values were not simple;
a new value of q, needed to be fitted for each
compound. " Only when the sums of band energies
were used did the fitted values become simple as
we see in the following section.

V. IONIC COMPOUNDS

'We must first generalize the calculation of
electronic states, given in Sec. 0, to the rocksalt
structure. Instead of only two orbitals we include
the minimal basis set. For the alkali halides or
their divalent counterparts, this includes the
valence s state on the metallic atom and the
valence s and P states on the nonmetallic atom.
The s state on the nonmetallic atom is sufficiently
deep that it is a good approximation to neglect it
and this simplifies the calculation considerably.
Each electronic state may be associated with a
wave number in the Brillouin zone and the four
energy eigenvalues associated with each wave
number are obtained by diagonalizing a four-by-
four Hamiltonian matrix. In fact, when three
levels of the same energy (&,) are coupled to a
single level (of energy &,}, two eigenvalues are
given exactly by &~ and the remaining two are ob-
tained from the solution of a quadratic equation,
giving results of just the form given in Sec. II.

However, these two eigenvalues depend upon the
wave number and we must sum the occupied
levels over all wave numbers in the Brillouin
Zone.

6Eb,„~ =- 2(V,'+ V', )'+ +2V~

=- [(e, —~,)'+4nV'. „P++(e,—e,). (2o)

(Note that this vanishes if the coupling V,~,
vanishes and approaches the second-order ex-
pression for the lower value when V,~, is small. )
To obtain the energy relative to that for free
atoms for the alkali halides we must subtract an
additional (e, —e~}, the energy gain in transferring
a single electron from the alkali s state to the
halogen P state in the absence of any coupling.
For the divalent counterparts this energy is sub-
tracted twice for the two electrons, and for the
trivalent compounds an additional &~ —&~ is sub-
tracted for the third electron transferred from
the metal. The correction terms for electron-
electron interaction counted twice (discussed in
Sec. II) and the interaction between nuclei are ex-

A. The special points method

Baldereschi" has suggested an approximate
method of obtaining this sum by carefully selecting
a single wave number which is representative of
the entire Brillouin zone and has given a pro-
cedure for selecting that point. We use that
method but, interestingly enough, find it un-
necessary to follow his selection procedure. The
solution for the eigenvalues at the special point
will be of the form of Ecl. (5) and V, will equal
—,'(e, —e~} and V, will be proportional to V,~„but
we do not know immediately the proportionality
constant; it does depend upon the wave number
of the selected special point. However, the same
procedure remains valid when V, is very much
smaller than V, so we may simply require that the
coefficient be such that the shift in energy to
second order in V„ that is, —,'V', /V, for the upper
level, be equal to the value nV,'~, /(~, —~~) if each
ion has n nearest neighbors, obtained with second-
order perturbation theory. It follows that
V', =nV,'~, in agreement with the result obtained
with the Baldereschi point for the face-centered-
cubic Brillouin zone appropriate to both rocksalt
(n =6}and zincblende (n =4}structures. The
equivalence is rather astounding in view of the
somewhat ad hoc procedure used to obtain the
special point for this structure but may be taken
as additional justification for both approaches.

This coupling raises the energy of a single band
and lowers the energy of another. Since the
lowered level is doubly occupied the lowering in
energy per ion pair due to the coupling is
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plicitly included in the overlap interaction. Any

effects of double counting on the band energies
are assumed to be absorbed in the selection of
the parameters V»

B. The overlap interaction

The overlap interaction as calculated in Sec. III
(though not as calculated by Gordon and Kim)
assumed the two interacting atoms were identical;
p was calculated using Eq. (7) and the common
P-state energy. If we compare the interaction
for KC1 with that for Ar„which is isoelectronic
with it, we observe by symmetry that any change
in the overlap interaction must be quadratic in

the difference inP-state energies. Thus it is a
plausible approximation to use the average
P = —,'(p, +p, ) of the values obtained for each ion
and to replace &~ in Eg. (13)by g'i/, , p, /(2m).
This form will in fact be justified using extended
Huckel theory (EHT) in Sec. VII. If we chose,
we could then obtain an empirical g, to replace
the factor 70.8 in Eg. (13) by adjusting it to yield
the observed internuclear spacing for each com-
pound. This procedure was carried out by Brock."
He found that go only depended strongly upon the
principal quantum number of the P state on the
nonmetallic ion, the anion.

It may not be surprising that the principal de-
pendence is upon the larger ion. The largest
contribution to the extra kinetic energy of Eq. (11)
comes from integration in the region of the
smaller ion and is scaled directly by any re-
normalization of the electron density of the larger
ion due to an orthogonalization hole at the center
of that large ion. On the other hand, the re-
normalization of the electron density on the
smaller ion tends to be canceled by the decreased
electron density of the orthogonalization itself.
It should nevertheless be regarded as an empirical
finding since the adjustment of go is expected also
to correct for our neglect of the exchange energy
of Eq. (15). This empirical finding allows us to
define four universal values of q, to be associated
with 2P, 3P, 4P, and 5P valence shells and these
may be used for all ionic compounds.

A second problem arises from the presence of
two different ion sizes. When the ions are iden-
tical the contribution of second-neighbor inter-
actions in the rocksalt structure is negligible
because the spacing d entering exp(- 5i/d/3) is
larger by 2'+. This increased length between
anions is partly canceled by the sma, lier value of
g and we must include second neighbors also.
There is no difficulty in doing this and the q, value
we use is that for the anion. Then for crystals
in the rocksalt structure the total effect per ion
pair of the overlap interaction between the anion

and its six cation neighbors [6Vo(d) per anion J

and its twelve anion next-nearest neighbors
12V,(&2d)/2 per anion] is

6g (P de- 9 /3+2 4p de- 429 / ) (21,)
h2

where q, and p are associated with the anion and

P is the average of the anion and cation values.
d is the nearest-neighbor distance and 2'+d is
the second-neighbor distance.

The total crystal energy, relative to that of
separated neutral atoms, is the sum of Egs. (20)
and (21) [with additional terms &, —&~ and &, —

&/,

for polyvalent compounds, as indicated following
Eci. (20)]. Given values for q, we may directly
predict d, the heat of atomization, and the bulk
modulus for any compound in the rocksalt struc-
ture.

We have chosen to determine the four go values
to yield the observed internuclear distance d in

KF, KCl, KBr, and EI. This gives values of

go =44 for 2P anions, 86 for 3P anions,

103 for 4P anions, and 146 for 5P anions. (22)

We may then directly predict the properties of all
of the corresponding compounds without further
adjustment.

The generalization to lithium and beryllium
compounds, with valence s shells but noP shells,
would be quite immediate. p is determined from
the ls core energy, and the factor 6 in Eq. (8)
is replaced by a 2 for that ion. We would then
need to see whether the same go values obtain.
A similar generalization might be made to ten-
electron compounds, such as TlC1 and PbO, and
to noble-metal halides. The generalization to
compounds in the cesium-chloride structure
would also be quite direct but has not been done.
We therefore have not included compounds of Li,
Tl, Pb, Cs, nor of the noble metals in our tabu-
lations.

C. The equilibrium spacing

We have directly minimized the sum of Eqs.
(20) and (21) and evaluated the total and the second
derivative with respect to d at the minimum. We
look first at the values of d obtained. They are
listed with experimental values (collected from
standard sources in Ref. 1) in Table II. The
general magnitudes are correct, and would even
have been had we used the theoretical q, =70.8;
in addition, the trends are rather well reproduced,
particularly among the alkali halides. The ac-
curacy does not compare well with that obtainable
with ionic radii but, of course, use of an ionic
radius for each ion allows so many adjustable
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TABLE II. Predicted values, and experimental values
in parentheses, of the nearest-neighbor distance, in
angstroms, for rocksalt-structure compounds.

Alkali halide s
C1 Br

TABLE III. Separation energy in electron volts, rela-
tive to isolated atoms predicted by Eqs. (20) and (21)
(the magnitude of the energy at the minimum) and ex-
perimental values, in parentheses. e~- e& has been
added for divalent compounds and e~+ e&- 2e& for tri-
valent compounds as appropriate.

2.33
(2.13)

2.77
(2.81)

2.91
(2.99)

3 ~ 13
(3.24)

Alkali halides
Cl Br

Rb

fit
{2.67)

2.81
(2.82)

fit
(3.15)

3.31
(3.29)

fit
(3.30)

3.46
(3.45)

fit
(3.53)

3.70
(3,67)

15.33
(7.85)

14.81
(7.61)

10.11
(6 77)

9.81
(6.86)

8.90
{6.07)

8.67
(6.22)

7.45
{5.21)

7,32
(5.44)

0
Divalent compounds

S Se Te
14.66 9.73
(7.39) (6.72)

8.59
{6.11)

7.27
(5.37)

2.15
(2.10)

2.62
(2.60)

2.76
(2.73)

Alkaline earth dichalcogenides
0 S Se Te

Sr

Ba

2.45
(2.41)

2.59
(2.58)

2.77
(2.76)

2.46
(2.20)

2.95
(2.85)

3.08
(3.01)

3.27
(3.19)

Nitrides
YN

2.58
(2.44)

3.07
(2.96)

3.21
(3.12)

3.40
(3.30)

LaN

2.75
(2.65)

3.29
(3.18)

3.45
(3.24)

3.63
(3.49)

Ba

20.87
{10.35)

21.10
(11.03)

21.17
{10.44)

21.58
(10.29)

ScN

18.15

12.05
(7.96)

12.86
(9.69)

13.08
(9.26)

13.57
(9.35)

N j.tr &des

YN

20.55

10,33

11.29
(7.33)

11.54

12.04
(10.31)

21.54
{12.52)

9.25

9.51

10.06

parameters (e.g. , seven for the twelve alkali
ha]ides) that a very good fit is almost guaranteed.
We have made no further adjustment in going to
the divalent and trivalent compounds and so we
may expect comparable success in going to other
ionic compounds.

The semiquantitative success in moving to a new
class of compounds such as the polyvalent com-
pounds is important since we have abandoned the
traditional view based upon Madelung energies.
It is gratifying that the same representation of
the electronic structure which allows elementary
calculations of the electronic and dielectric prop-
erties also provides meaningful estimates of
lattice distances.

D. Cohesion

We next consider the cahesive energy itself,
the value of the sum of Eqs. (20) and (21) at the
minimum; these are listed in Table III along with
experimental values where we have them. The
agreement is not as good for the alkali halides
as obtained with Madelung energies and the dif-
ference between alkali ionization energy and
halogen electron affinity; such predictions can
be within half a volt or better depending upon what
corrections are allowed. In fact the Nadelung

energy itself, -1.75e'/d for alkali halides is a
better estimate than ours; it is 9.42, 8.01, 7.64,
and '7.13 eV, for example, for KF, KCl, KBr,
and KI. However, the approach used here is also
applicable to the polyvalent compounds where the
Madelung approach seems to be quite inapplicable.
The cohesion of the alkali halides is well docu-
mented and a theory which is restricted to them
is not of such great value.

A further interesting point can be made con-
cerning the separation energy. Because the over-
lap interaction rises quite abruptly, its contribu-
tion in reducing the separation energy is much
smaller than the band-structure term and 5Eb ~

of Eq. (20) alone becomes an estimate of the
separation energy for the alkali halides. V, is
small compared to V, so this is approximately

Furthermore, for a nearest-neighbor
calculation of the bands in the rocksalt structure,
based upon only anion P states and cation s states,
the band gap itself is given by &, —&~. Thus in
addition to giving predictions of each of these
numbers the theory suggests that the two experi-
mental quantities should be approximately equal,
in accord with experiment. The same argument
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would say that the separation energy for the
divalent compounds should be approximately twice
the band gap, again in rough accord with experi-
ment. It provides a simple, plausible rule of
thumb.

TABLE IV. Predicted bulk modulus, and experi-
mental values in parentheses, for rocksalt-structure
compounds. Values are in 10~~ ergs/cm3.

Alkali halides
Cl Br

Na 7.0
(4.65)

3.8
(2.40)

3.2
(1.99)

2.5
(1.51)

E. Bulk modulus and elasticity

Finally we evaluated the second derivative of
the sum of Eqs. (20) and (21) with respect to d
at the minimum and obtained the bulk modulus
B =- (I/18d)S'5E/&d2. The results are given in
Table IV along with some experimental values.
The prediction is quite sensitive to the value of d
at the minimum and the values obtained with the
HI'25 may haVe several percent error. In con-
trast to the energy of separation, this quantity
is dominated by the overlap interaction and the
extent of the agreement with experiment supports
the form we have used and the four coefficients
go adjusted to give the spacing in the potassium
halides. The extent of the agreement in the po-
tassium halides would suggest that quite good
values might be obtained if qo were adjusted for
each compound to obtain the observed crystal
spacing rather than using universal values. That
would seem a better approach for actual predic-
tions of properties but not for testing our repre-
sentation of the electronic structure, which is the
purpose here.

The calculation of the other elastic constants
is not so immediate. Second-neighbor repulsive
interactions between anions have been included
which stabilizes the lattice under shear. How-

ever, the distortion of the lattice distorts the
Brillouin zone and new special points are re-
quired for the evaluation of the band energy.
Equation (20) suggests an appropriate form: The
coupling between neighbors enters through nV,'~„
where n is the number of neighbors and V,~, de-
pends upon d. We write this as a sum of terms
for the six neighbors and evaluate each for the
nearest-neighbor distance in the distorted crystal.
This is indeed consistent with second-order per-
turbation theory and therefore a direct generaliza-
tion of the method used to obtain Eq. (20). Thus
this method may be used for a strain e, =su„/sx
to evaluate c» and in combination with our value
of the bulk modulus B = (c„+2c»)/3 we obtain two
of the elastic constants, c» and c„. The total
energy under distortion is obtained from Eq. (20)
Iwith nV', ~, replaced by a sum over neighbors j
at d, , that is, Z~V2», (d,.)] and Eq. (21). The val-
ues of these two elastic constants for four alkali
halides (experimental and theoretical values for
compounds involving K, Cl, and Br should vary
smoothly between these limits) are listed in Table
V; values are also given for MgO, for which we
have experimental values.

The predicted rigidity (c» —c» for a pure shear)
is slightly less accurately predicted than the bulk
modulus, but not significantly so. Further, the
accuracy is not very much less than values ob-
tained with the Madelung energy alone. The elec-
trostatic values of c» for the five compounds
listed in Table V are 2.7'7, 0.73, 1.27, 0.44, and
16.2, respectively. (See, for example, Ref. 1,
p. 313.) It is remarkable indeed that similar

Rb

2.7
(3.05)

1.95
(2,62)

1.6
(1.74)

1.1
(1.56)

1.40
(1.48)

1.0
(1.30)

1.2
(1.17)

0.8
(1.06)

TABLE V. Predicted elastic constants, and experi-
mental values in parentheses, for rocksalt-structure
compounds. Values are in 10~ ergs/cm3.

0
Divalent compounds

S Se Te
C]2

Mg 13,.4
(15.3)

6.0
(10.7)

4.1

2.5

ScN

6.8

6.2

3.2

2.3

Nitride s
YN

5.2

4.9

1.5

2.0

1.4

LaN

3.43

1.91

1.53

1.09

NaT

RbF

RbI

MgO

14.39
(9 7)

4.21
(3.03)

4.93
(5.52)

1.97
(2.56)

17.7
(29.2)

3.31
{2.44)

1.65
(0.89)

1.94
(1.40)

0.22
(0.36)

11.25
(9 1)

3.48
(2 8&)

1.71
{0.73)

1.97
(0.95)

0,23
{0.28)

11.53
(15.4)
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agreement with experiment for the elasticity is
obtained assuming such different physical origins
for the rigidity just as the two very different views
of cohesion each gave a semiquantitative account
of experiment.

Use of this same generalization for the calcula-
tion of c44 leads to a value equal to cg2 since
c44 =c„ is one of the Cauchy relations for a sys-
tem in equilibrium under the influence of central-
force interactions alone. '4 However, direct ap-
plication of fourth-order perturbation theory in

V,~ gives angular terms in c44, called the chemi-
cal grip"; these are not present in the generaliza-
tion of Eq. (20) described above. These angular
terms entering c«(but not c„—c»}are given by

4V4
6E~p =,", Q cos'8;, .

g j&i
(23}

(Equation 19-29 in Ref. 1 was in error by a factor
of two in the first printing. ) Under the strain e,
four angles between neighbors to each anion are
changed to &&+ e4 and, with an anion density of
4/(2d)', this gives a contribution to c«of

16V„
44 d3E3 (24)

[This corresponds to Eq. (19-32}of Ref. 1, twice
as large as the expression in the first printing,
and with E, entering explicitly rather than from
the approximate relation E, =9.1@'/md' used in
Ref. 1.] For E, we use the expression
[(c,—eP +24V,'~, ]'+ corresponding to the special
point in the Brillouin zone, as in Eq. (20). These
small corrections, giving deviations from the
Cauchy relations, have been added giving the c44
values listed in Table V. It may not be surpris-
ing that they are not so accurately given since
they are of fourth order in the coupling V,~ .

F. Coupling between full and empty states

In using the overlap interaction based upon oc-
cupied states in the closed-shell system we are
assuming that this is the dominant term in the
repulsion. There are additional repulsive terms
arising from the SV,~, term of Eq. (5) from the
coupled anion occupied P states and cation un-
occupied s states. The success of the predictions
given in Tables II, III, IV, and V would suggest
that these terms are small. We shall consider
these terms using EHT in Sec. VII. As the val-
ence difference increases this must ultimately
fail. If, for example, we consider the isoelec-
tronic series of diatomic molecules, NaC1,
MgS, A1P, Si„ from this point of view we would
be describing the Si-Si overlap interaction as
arising from the 2P electrons on the first silicon
with the SP electrons on the second but not in-

eluding the interaction between the 3P on the first
and the 2P on the second, which makes no sense.
We shall see the resolution of this difficulty as
we now consider covalent solids.

VI. COVALENT SOLIDS

Both the band-structure energy [Eq. (20) for
ionic solids] and the overlap energy [Eq. (21) for
ionic solids] change fundamentally in the covalent
solids (such as germanium and the compounds
GaAs, ZnSe, CuBr isoelectronic with it}. Each
atom is tetrahedrally coordinated and the occupied
electronic states are appropriately thought of as
bond orbitals in the four bonds per atom pair
rather than anion s and P states; the latter, as
we have seen, makes no sense at all in the ele-
mental semiconductors where there is no dis-
tinction between anions and cations.

A. The band-structure energy

The bond orbital model is perhaps the simplest
formulation of the band-structure energy of such
systems. ' Starting again from isolated atoms
we first form sP' hybrids of the s and P states,
oriented along the four nearest-neighbor direc-
tions. The energy of each is e„=(e,+3e~}/4 so
that transfering the electrons from the atomic
configuration, s'P' for germanium, into four
hybrid states requires a Promotion energy of
e~- e„a slightly more complicated expression
arises in the compound semiconductors. ' All
interatomic matrix elements are then neglected
except between the two hybrids directed into each
bond. That matrix element may be evaluated as'

—V,"= (V„,—2WS V,~, —3V~~, )/4 = —4 37h '/md. '.
(25)

V," is called the hybrid covalent energy and plays
exactly the role of the V, introduced in Sec. II.
In elemental semiconductors the energy of the
bond orbital arising from the two coupled hybrids
is &„-V,". In the compound semiconductors the
two hybrid energies differ and a hybrid polar
energy, V', = (sf, —c'„)/2, is defined in terms of
their difference. Then the bond energy becomes
—,'(e f, + e„') —(Vp + V",')' . The total band-structure
energy becomes the promotion energy to transfer
the electrons to sP3 hybrid states plus the bond
formation energy from converting these to bond
states. (Ref. 1, pp. 169, 170).

B. The overlap interaction

The overlap interaction is also modified. We
may imagine first placing the electrons in hybrid
orbitals and then bringing the atoms together with
an energy of repulsion arising when the electron
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distributions overlap. Harrison and Sokel'
carried out a calculation of the resulting overlap
interaction exactly as described in Sec. IG, but

using an electron density corresponding to the
four electrons per atom in sp' hybrids rather
than eight electrons in a closed-shell configura-
tion (either s'P' or eight electrons in sP' hybrids,
which are equivalent). This gave too small an
overlap repulsion, and therefore predicted too
small an internuclear distance.

The situation was in fact worse than they rea-
lized (Ref. 1, p. 1'7l). They used a covalent en-
ergy V, =1.8@'/md', obtained from the optical
absorption peak E„rather than the 4.37k'/md'
which we obtained from the universal parameters.
(Those universal parameters also predict an
absorption peak Z, corresponding to V, =2.16@'/
md ' in rough agreement with experiment; at that
time it was not recognized that different covalent
energies were needed for bonding and dielectric
properties. ) Use of the hybrid covalent energy
would considerably worsen their agreement with

expe r ime nt.
They recognized, however, that their calculated

overlap interaction was in serious error and at-
tributed this to the application of the density-
functional formalism to a system which was
not in the electronic ground state. We may both
see that this conjecture was correct and see how
to rectify it by returning to the LCAO forynula-
tion of Sec. II. The evaluation of energy levels
given there remains valid independent of the
occupation of those levels. Equation (5) gives the
energy levels and, for interaction between identi-
cal atoms, gives

C. Approximate form for homopolar semiconductors

We may also approximate the overlap inter-
action by the analytic form for the excess kinetic
energy derived in Sec. III:

V,(d) = gp, pde-'""~ (27)

closed-shell density but since the kinetic energy
is proportional to e(r)'~' this gave a repulsion
—,"' as large as the closed-shell repulsion. Thus
we should multiply the Harrison-Sokel kinetic
energy term by 2' ' and then divide by two, scaling
up their kinetic energy term by a factor of 2' '.
The result of doing this for silicon is shown in
Fig. 2 ~ The increase in overlap interaction is
very large indeed since in the earlier calculation
the kinetic energy was very nearly canceled by
the exchange energy so that the corrected curve
is very nearly equal to the added kinetic energy,
(2'~' —1) times the original kinetic energy.

We may use this correction to the overlap inter-
actions calculated by Harrison and Sokel for C,
Si, and Ge, replace their covalent energy by
the hybrid covalent energy, and again predict the
equilibrium spacing, cohesion, and bulk modulus.
This gives predictions roughly in accord with

experiment for silicon and germanium as seen
from the values in Table VI. A similar calcula-
tion for diamond gave an equilibrium spacing less
than half the observed value and was not included
in the table. Note that these predictions are en-
tirely from first principles; no adjustment of pa-
rameters has been made. Thus we may conclude
the largest error of the earlier treatment has been
corrected though the predictive value is still
limited.

('
~ )

——e„+5c~+V2+SV,". (25)

For the closed-shell system we have discussed
up until this section, the + V," for the interaction
between the closed shells cancels and the overlap
interaction, dominated by the kinetic energy, cor-
responds to the term SV," multiplied by the number
of electrons. This is the energy we estimated
using the density-functional formalism in Sec. III.
If only half of those orbitals were occupied, S
and V," would retain the same meanings but there
mould be only half as many electrons and the
overlap interaction would be reduced by a factor
of two. Thus the correct estimate of the overlap
interaction in the half-filled shell (such as ger-
manium) is obtained by carrying out the calcula-
tion of electronic kinetic energy using twice the
atomic electron density and dividing the result by
two.

Note that this is not equivalent to the procedure
used by IIarrison and Sokel. They used half the

40

30—

0
Cl 20—

0

HARRIS
IO SGKEL

0
0

d (A)

FIG. 2. The overlap interaction for silicon obtained by
Harrison and Sokel (Ref. 2) and with the kinetic energy
contribution corrected for open-shell systems. The
dashed line is the analytic form —pp&ppzde "h" with
pp=56. 7 and 8' p&/2m = (6s+3 p
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TABLE VI. Predicted properties of silicon and ger-
manium based upon the band-structure energy -2V~2 per
bond, the promotion energy (e&- e~)/2 per bond, and the
corrected overlap interaction of Fig. 2. Experimental
values are in parentheses.

TABLE VIG. Predicted separation energy in elec-
tron volts per bond relative to isolated atoms. Values
ere for the gp and for the predicted spacings of Table
VII. Experimental values are in parentheses.

Bulk modulus
Bond length (A) Cohesion (eV/bond) (10 ergs/cm ) 7.21

(3.68)

BN

6.90
(3.34)

BeO

5.56
(3,06)

2.22
(2.35)

2.71
(2.45)

4.67
(2.32)

2.51
(1 94)

1.4
(0.99)

0.91
(0.77)

3.49
(2.32)

2.73
(1.94)

AlP

3.64
(2.13)

GaAs

2.79
(1.63)

Mgs

3.39

2.56
(1.29)

CuBr

2.20
(1.45)

Use of a value of p determined from the valence-
band p state is found to give too soft a repulsion.
This may not be surprising since at the close
spacing appropriate to covalent solids the more
compact s states are far from negligible. We
partially compensate for this by using a hybrid p
determined from —a~ =h' p'„/2m which fits well
with the analysis of the band-structure energy in
terms of hybrid orbitals rather than P states. We
then adjusted go to give the observed internuclear
distance for C, Si, Ge, and Sn (listed in Table
VII) and used these parameters to predict the co-
hesion and bulk modulus for these four semicon-
ductors. The results are given in Tables VIII
and IX. Again the agreement with experiment is
reasonable.

It is of interest to note that, as in the ionic
solids, the adjusted go values are not greatly
different from the predicted value (go =47 for four

TABLE VII. Predicted internuclear distance in
angstroms, based on the overlap interaction of Eq.
( 1) an an energy per on o -2( 2 +V~3)~~ . The
same coefficient 'vJp is used for all compounds in the
same row. Experimental distances are given in paren-
theses.

2.17
(1.56)

2.25
(1.40)

CdTe

2.11
(1.03)

AgI

1.88
(1,18)

electrons per atom rather than '70 for six P elec-
trons). It is also of interest to plot the silicon
overlap interaction with go =56.V; it is compared
with the corrected first-principles form in Fig.
2. Even with the use of p based upon the hybrid
energy the repulsion is softer than the corrected
first-principles calculation by Harrison and
Sokel. This is reflected in the predicted bulk
modulus being too small.

TABLE IX. Predicted bulk modulus (in 10 2 ergs/cm )
from the calculation leading to Tables VII and VIII.
Experimental values are in parentheses.

D. Polar semiconductors

In order to treat polar semiconductors we must
again make an identification between the overlap
interaction and the nonorthogonality terms of
LCAO theory. Using the hybrid matrix elements
for covalent solids, and the energy levels of Eq.

Be0 BN BeO

gp= 45.5

qp ——56.7

fit
(1.54)

Si

fit
(2.35)

1.57
(1.57)

AlP

2.36
(2.36)

1.90
(1.65)

MgS

2.49

0.31
(4.46)

si

0.67
(0.98)

0.18

AlP

0.53

0.40

0.23

GaAs ZnSe CuBr GaAs ZnSe

gp= 60.9 fit
(2.44)

2.45
(2.45)

2.53
(2.45)

2.69
(2.49)

0.65
(0.76)

0.54
(0.75)

0.29
(0.60)

0.14

InSb CdTe AgI InSb CdTe AgI

qp= 73.4 fit
(2.80)

2.81
(2.81)

2.89
(2.81)

3.02
(2.80)

0.43 0.36
(0.46)

0.20
(0.42)

0.11
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(5) (dropping the shifts 5~ of the term values)
we write the terms in the energy per bond which
depend upon distance as

6E„,=- 2(V,"'+V~)'~'+2SV,". (28)

vh/(vha + vh2)1/2 (30)

is called the hybrid covalency. ' For homopolar
semiconductors (V", =0) this predicts S =-,' at the
equilibrium spacing, in accord with evaluations
made in terms of real atomic orbitals. [See, for
example, Eq. (5), Ref. 4.]

This is a remarkable confirmation of the equiva-
lence of the 2SV," term and the overlap interaction
Vo(d) for homopolar semiconductors How.ever,
Eq. (30) indicates that S drops significantly in a,

series of increasing polarity such as Ge, GRAs,
ZnSe, CuBr, whereas the analysis in Sec. VII
will suggest S to be independent of the polarity,
at least if the equilibrium spacing remains the
same. The only way this could be consistent with

Eq. (30}would be if the lattice distance increased
significantly with polarity in such a series, a
trend which is not exhibited by the observed spac-
ing.

It is not difficult to see where the difficulty has
arisen. For a highly polar material we could ex-
pand the first term in Eq, {28) in V2~ obtaining
the leading term in the attraction between atoms
proportional to V~' or d~. But if S varies as d '
then the second term, the repulsion, is also
proportional to d '. This similar dependence
leads to instability; the attractive and repulsive
forces (both proportional to d-'} must be equal
and opposite at the equilibrium spacing but they
also very nearly cancel over a considerable

The predicted equilibrium spacing is at the
IDiniIQUIQ of this energy Rs R function of d In
order to determine that minimum we must know

the dependence of S upon d. An approximate
analysis of the integrals involved, which will be
given in Sec. VII, will suggest that both S and

V," should be proportional to e-"+ and thus that S
should vary as d ' near the equilibrium spacing
just as V," does. Then we may immediately take
the derivative of Eq. (28) with respect to d and
set it equal to zero to obtain

de8E /sd =4V"2/(V~+ V"2)'~ - 8SV" -0 {29)

This equation would be used to predict the
equilibrium d. However, it is interesting to note
its consequence concerning S. We may solve
Eq, (29) for S at the equilibrium spacing to ob-
tain

Lvh/{vha + Van)1/h = 1&5

range of d and small terms, which we could
neglect in other systems, become important.
Perhaps an analogous calculation led to the poor
prediction of equilibrium spacing in diamond
based upon the corrected Harrison-Sokel overlap
interaction in Section VI B and for our finding too
soft an overlap interaction in the homopolar
semiconductors.

This difficulty did not arise in ionic solids
where the repulsion came from deep levels (in-
cluding a core level on the metallic atom) and
was quite abrupt in comparison to the attractive
interactions arising from valence levels. We
dropped the much softer repulsions arising from
the valence electrons.

We see that the overlap interaction in covalent
solids is a much more sensitive problem. The
empirical fact is that the internuclear distance
does not vary greatly with polarity though the at-
tractive force in the bond orbital model drops
with decreasing covalency. The empirical con-
sequence is that the overlap interaction must
drop as n", in such a series so we may take

V,{d)=q, n",(h'/2m)P„'de '"&'~'

with coefficient 'go constant in Rn isoelectronic
series. This will give reasonable results but we
should recognize that an empirical inclusion of a
factor of e", has been required. We retain the
result, to be obtained in Sec. VII, that S is con-
stant at approximately 2 in such an isoelectronic
series of covalent solids though this is not strictly
consistent with identifying the overlap interaction
Eq. (31) with the LCAO counterpart 2SV,. We also
note that rather different approximations in ionic
and covalent solids have been required. The
change in crystal structure from one set to the
other seems to provide a suitable dividing line
between the two outlooks. However, since we use
different approximations for the two structures
we cannot compare the energies between the two
structures.

We may make an immediate application of Eq.
(31) to the compound semiconductors. We include
the promotion energy for the compound and the
bonding energy given by —2(V,"'+V,"')'+ rather than
the —2V," appropriate to the homopolar semicon-
ductors. There are too many semiconductor
systems for a complete survey but a tabulation
for the compounds isoelectronic with C, Si, Ge,
and Sn will be sufficient. Tables VII, VIII, and
IX give the predicted equilibrium spacing, co-
hesive energy, and bulk modulus for these com-
pounds obtained without the introduction of any
additional parameters.

From Table VII it is seen that the theory pre-
dicts too large an increase in d with polarity;



d =3/Pg. (32)

This is a direct prediction, without parameters,
of d in terms of the term values of the constituent
atoms. Its comparison with experiment is given
in Table I and confirms it as a meaningful rule
of thumb.

TABLE X. Equilibrium spacings in angstroms, ob-
tained from the average hybrid parameter d =3/pz.
Experimental values are in parentheses.

BN Beo

1,76
(1.54)

1.76
(1.57)

1.80
(1.65)

2.04
(2.35)

2.02
(2.44)

GaAs

2.03
(2.45)

InSb

2.14
(2.81)

2.07
(2.45)

CdTe

CuBr

2.12
(2.49)

2.22
(2.80)

in detail this arises from the average p„ for a
compound being considerably smaller than the
value of p, „for the homopolar semiconductor
isoelectronic with it. The predicted cohesive
energy, given in Table VHI, is large, as it was
xn the ionxc compounds, and by a similar ratio.
Again the trends from material to material are
rather well given. The predicted bulk modulus,
given in Table IX, is too small, reflecting the
softness of the approximate overlap interaction
which we discussed for the homopolar semicon-
ductors, but the experimental trends are re-
produced. In summary, use of Eq. (31) for the
overlap interaction, with an qo value depending
only upon row in the periodic table, gives a
reasonable account of the cohesive properties
of the tetrahedral semiconductors but any quan-
titative fit requires introduction of additional
adjustable parameters such as an qo value chosen
for each compound.

An interesting and more elementary theory of the
spacings can be derived directly from our identi-
fication of the nonorthogonality term 2SV,", with

the overlap interaction of Eq. (31}. Noting again
the variation of S as d ' we may evaluate the
derivative of this energy to obtain & ln(2SV,")/
~ lnd =- 4. The corresponding expression ob-
tained from Eq. (31) (with o.",a constant for each
material as assumed before) gives S inV, /
S lnd = 1 —5p gd/3, Requiring that both be valid
near the equilibrium spacing gives immediately

VII. IDENTIFICATION WITH EXTENDED HUCKEL
THEORY

(33)

The solution of these leads exactly to Eq. (5}with
parameters defined in Eq, (4). However, in the
EHT the parameters are evaluated differently.
The overlap S = (Pl n) is evaluated explicitly in
terms of the atomic orbitals. Then H and H&8
are taken to be the ionization energies of the
atoms, corresponding to our choice & and es,
but dropping the shifts 5&„and 5&8, as we in fact
did when we used only the kinetic energy contribu-
tion to the overlap interaction. The off-diagonal
matrix elements in EHT are then taken as

H„z =-,'K(e„+as)S, (34}

with E taking the empirical value 1.'75. This
choice of parameters, rather than the universal
parameters [Eq. (19}]is a principal difference in
the two approaches.

In EHT one then approximates the total energy
by the sum of occupied orbital energies &;. This
is in fact equivalent to dropping the terms in
5~ and 5~8 and identifying SV, as the overlap
interaction. Thus we see that this assumption
used in EHT, which at first seems quite in-
appropriate, is justified because the bonding-
antibonding shifts +V2 are not affected greatly
by self-energy corrections nor is the overlap
interaction since it is principaQy kinetic energy.
Our neglect of the contribution of the coupling
between full and empty states in ionic compounds
is an approximation made in the density-func-
tional approach, but is not made in EHT if both
orbitals are included in the basis set. The cor-
responding terms have been included in our
analysis of covalent solids where the coupling
of all orbitals in the basis set are included in the
overlap interaction.

Finally we may identify the approximations
which we have made with the familiar EHT
of quantum chemistry as given by Hoffmann. "
This method is also based upon an I CAO forma-
lism but utilizes real atomic orbitals, or an
expansion of them in Slater orbitals. It is con-
venient to specify the EHT prescription in terms
of pairs of orbita, ls as we did in Sec. II.

A. Extended Hiickel theory

The one-electron state is again written as a
linear combination of the two orbitals, as. in Eq.
(1), and the energy written again as in Eq. (3).
The variational method leads again to the equa-
tions



B. Application to covalent solids

Because EHT also gives reasonable predictions
of properties, the yarameters in the tmo theories
which me have identified with each other are also
expected to have similar values. We may confirm
this with an ayyroximate evaluation of the overlay
S using the asymptotic form for the wave function
ft, (r) =(yP/Il)I~'8 "", from normalization of Eq. (6)
again with y=0. If me ignore any angular de-
pendence the overlap integral becomes of the form
of that in Eq. (1V) and may be evaluated exactly
as follows:

pd =3.2 and it only varies by a fem percent over
the range of v's which occur in the polar semi-
colldllctol's. Tllls result, combined with Eq. (34),
is consistent with our taking V, as independent
of polarity but mould not suggest the strong de-
pendence of the overlap interaction on covalency
in polar semiconductors implied by Eq. (31). The
cancellation mhich may be responsible for that
discrepancy mas discussed just before that equa-
tion. '8

C. Application to ionic solids

S = 8-I"(1+ P,d + l12d2/3). (35)

+ g ~ eoshPd, 7 8

which reduces to Eq. (35) as r approaches zero.
It is, of course, even in 7 and is quite insensitive
to v at the observed spacings where Pd is near 3;
in fact the quadratic term in ~ vanishes when

EqllRtloll (32) gRve the Rppl'oxllnRie VRllle of
p~d=3 at the observed spacing for covalent solids,
from which S =0.35, in rough accord with. the
value 0.5 from the bond orbital model for homo-
polar semiconductors. This expression also gives
(1/S)dSS/Sd=-12/V at @id =3, comparable to
the value -2 for an inverse-square dependence.
Thus Eq. (35) also gives close to ad ' dependence
to the interatomic matrix elements -V2. In fact,
using p„d =3 and the hybrid energy for silicon in
Eq. (34) gives V,"=5.05 eV, comparable to the
value 6.03 eV from universal parameters, Eq.
(25).

The overlay interaction in EHT becomes

V.(d)=2SV."=3.5egl l.d ( A}'i3]"-'"". (36)

The exponent is —2p,d, close to the —5p„d/3
from local-densify theory. The actual value for
silicon from Eq. (36}at p+ =3 is 3.52 eV, com-
parable to the value of V,(d) =5.05 eV from Eq.
(2V}. [These figures are sensitive to the choice
of p, ld. Equation (2V) gives 9.49 eV if pp is
taken as 3 rather than as the value 3.46 obtained
from the term values and the equilibrium spac-
ing. ]

The behavior of the parameters for polar ma-
terials requires the evaluation of Smith p, + p2.
Formulas for the values of such integrals have
been given by Sahni and Cooley. " If me define
a difference parameter

~ =(i, —u. )/(u, +v, ), (3V

Ilse the Rsylllptotic fol'111 Rs ln Eq, (35), Rlld

neglect angular dependence, their formulas yield

S=(1—I')'+ (1+P,d- v ')
p,d7

The same numerical comparison of terms may
also be made for ionic solids. An evaluation of
the overlap S of the cation s state and anion P
stRte for KCl fl'0111 Eq. (38) gives 0 16 .slightly
larger than the 0.14 obtained from Eq. (36). EHT
then would give [Eq. (34)] an sP matrix element
of 2.35 eV, comparable to the 1.41 eV from uni-
versal parameters. However, the overlap inter-
action 2SV2 arising from coupling between empty
cation s states and full anion P states which this
yields, O.VV eV at the internuclear distance of
KCl, is much too large to be neglected as we
did in using only occupied states in Eq. (21}; in
fact lt is considerably larger than the 0.13 eV
for the overlap interaction me used. On the other
hand, a 2SV, interaction similarly constructed
on the basis of the oeeupied cation P state and
occupied anion p state is 0.06 eV of the correct
general size.

This mould suggest that EHT mould not have
given reasonable spacings for this system if me
had included the repulsion 2SV, associated with
valence states and had not included any Madelung
terms. This may not be surprising. When we
assumed that the charge distribution does not
change appreciably in transferring electrons
from potassium s states to chlorine P states at
the observed spacing, me assumed that the orbi-
tals essentiaQy span the same space, consistent
with an S=0.I6 for each of the six neighbors.
Such a situation has not been carefully formulated
but it is not clear that the 2SV, repulsive term
should apply there.

0. Summary

The tmo seemingly quite different approaches,
EHT and ours, are remarkably consistent, par-
ticularly for covalent solids. Identifying the tmo
theories, in fact, can give a number of quantita-
tive predictions which are valid on the scale of
the agreement found in the last paragraphs. %'e

prefer the universal parameter theory because
the evaluation of matrix elements from Eq. (19)
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is immediate and allows analytic formulas for
the various bonding and dielectric properties.
Recall that EHT evaluations require numerical
evaluation of three-dimensional integrals if the

simplifying approximations leading to Eqs. (35)
and (38) are not made. Once one is forced to
numerical procedures there is little reason not
to move on to more accurate numerical methods.
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