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Diffusion in concentrated lattice gases. Self-diffusion of noninteracting particles
in three-dimensional lattices
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The dynamical process of the diffusion of tagged particles in concentrated lattice gases is investigated. The lattice is

fcc and the particles are noninteracting except that double occupancy is forbidden. The self-diffusion coefficient and

the waiting-time distributions for two consecutive jumps of a tagged particle are calculated numerically by Monte

Carlo methods. The time-dependent correlations between consecutive jumps are analyzed in detail, especially the

initially increased rate for backward jumps of the tagged particle. The self-correlation function of a diffusing particle

is also calculated by a correlated-jump model, which represents a generalization of the usual treatment of self-

diffusion to frequency dependence and to finite concentrations. The resulting diffusion coefficient agrees well with

the direct numerical calculations. Some other analytical predictions are also tested. The incoherent dynamical

scattering function shows the effect of correlations at small frequencies and mean-field behavior at high frequencies.

I. INTRODUCTION

This is the first of a series of papers on the
dynamics of the diffusion in concentrated lattice
gases. Regular lattices are considered whose
sites are either occupied by particles or empty.
In the general case several kinds of particles
&,B, ..., can be present, together with vacancies
V. The particles can hop from full to empty
sites, or exchange with each other. The inter-
actions between the particles are assumed to
be known, as well as the rates of exchange
A=B, A. - V, ..., etc. The general aim is the
derivation of the correlation functions for the
positions of the particles. The general Marko-
vian master equation for the description of the
various possible jump processes is well known

and has been used for studies of the kinetics of
Ising models with conserved spins' and binary
alloys." Since the equation is far too compli-
cated for an explicit solution, either numerical
calculations must be performed or appropriate
simplifications made.

In this paper one species of particles (A) at finite
concentration c =N„/N is considered, where N„
is the number of particles and N is the number of
lattice sites. It is assumed that no interactions
between the particles and between particles and
vacancies exist, except that double occupancy
of lattice sites is prohibited. A particle can jump
to a vacant site with rate I", exchange between
different particles is excluded. The calculation
of the correlation function of the position of two
particles is rather simple in this model, as well
as the resulting chemical diffusion coefficient. 4

The nontrivial features of the model appear in
the correlations of the motion of individual,
tagged particles. It is the main task of this paper
to investigate these correlations and to calculate

the self-diffusion coefficient and the self-corre-
].ation function.

Consecutive jumps of tagged particles of the
lattice gas are correlated, because, when a
particle has made a jump, there is with certainty
a vacancy behind it, hence there is an increased
tendency for a backward jump of the tagged parti-
cle. Bardeen and Herring' noted first that this
effect leads to a reduction of the tracer diffusion
constant in metals, which can be described by
a correlation factor f&1. Meanwhile, the corre-
lation factor has been thoroughly investigated
for vanishingly small vacancy concentration,
which is the relevant case for tracer diffusion
in metals. This case can be treated exactly since
it is determined by the random walk of one va-
cancy. For a review see Le Claire', more re-
cent work can be found, e.g. , in Refs. 7 and 8.
Also extensions to the case of finite but still
small vacancy concentrations have been repor-
ted 9~to

In other physical systems such as hydrogen
in metals or solid electrolytes, arbitrary con-
centrations of vacancies can be present and the
correlation factor will depend on the concentration
of the diffusing particles. Sato and Kikuchi" have
applied the "path probability method'"' to the
diffusion in a two-dimensional honeycomb lattice
and calculated f(c) Owing t.o the use of the pair
approximation the result for f(c) was not satis-
factory, even in the limit c-1. Murch" and
Murch and Thorn' "have made Monte Carlo
calculations of the diffusion in lattice gases with
variable c and obtained numerical f(c) for sev-
eral lattices. Sankey and Fedders" calculated
the self-correlation function of diffusing parti-
cles by diagrammatic methods and obtained
approximate expressions for the correlation fac-
tor. Ross and Wilson" have set up a phenomeno-
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logical random-walk model and determined nu-
merically the pertinent quantities. Very recently
Nakazato and Kitahara" have studied self-diffu-
sion in the noninteracting lattice gas by a novel
method of performing the statistical averaging
procedures and found results in agreement with
the numerical calculations in Ref. 15.

The aim of this article is the elucidation of the
dynamical process of self-diffusion in three-di-
mensional-lattice gases of arbitrary concentration.
A dynamical description of the self-diffusion is
provided by the time-dependent self-correlation
functions. Such self-correlation functions have
been derived by several approximate methods, ""
however, the basic processes which determine the
temporal behavior cannot be clearly recognized
by these approaches. There should be a pronoun-
ced time dependence of the correlations between
consecutive jumps of a tagged particle. Namely,
the vacancy which is left behind a particle after
its jump can be filled by other particles and thus
the cause for the backward correlation disappears.
In order to analyze the temporal behavior of a
tagged particle in the lattice gas, so-called wait-
ing-time distributions" are introduced and esti-
mated by Monte Carlo simulation. The waiting-
time distribution for backward jumps exhibits the
time-dependent correlations mentioned above.
The numerical determination of the waiting-time
distributions and their interpretation constitute
the first part of this work, which is largely in-
dependent of model assumptions.

In the remainder of this article a random-walk
model is introduced for the calculation of the
self-correlation function which makes use of
the waiting-time distributions. The model in-
cludes time-dependent correlations between two
consecutive jumps of a tagged particle and thus
provides a dynamical generalization, for arbi-
trary concentration, of the model used to cal-
culate the correlation factor of tracer diffusion
for c 1. It turns out that this model gives a
very satisfactory approximation in the three-
dimensional case.

The following Sec. II gives a short review of
the general master equations for the diffusion
of tagged particles in a lattice, and of the mean-
field approximation for the self-correlation func-
tion of a tagged particle. In the third section,
numerical calculations of the waiting-time dis-
tributions for the jump dynamics of a tagged
particle by Monte Carlo simulation are reported.
The behavior of the waiting-time distributions
is analyzed and represented by physically plausi-
ble expressions. In the fourth section a corre-
lated-jump model for the calculation of the self-
correlation function of a tagged particle is pre-

sented. In the fifth section, first the results of
the model for the self-diffusion coefficient are
compared with results of the numerical simu-
lations, then the resulting incoherent dynamical
scattering function is discussed. In the concluding
Sec. VI the results are summarized and possible
extensions considered. Also the limitations of
the model of correlated consecutive jumps are
pointed out.

II. MASTER EQUATIONS AND MEAN-FIELD
APPROXIMATION

A very general description of the diffusion in
concentrated lattice gases is provided by the fol-
lowing Markovian master equation:

+ W ] i
t

(t 1 & (l lt "'& ~P&
g

The p are variables which indicate whether a
particle &, or B, ... or a vacancy V is present,
i assigns numbers to the particles and vacancies.
E(P„..., p„,t) s the probability of finding li,
at site 1, p2 at site 2, ..., etc. at time t and for
specified initial conditions. The sites of the
regular Bravais lattice will be denoted by 1;
there are N sites. I'&,. -, &

is similarly defined as
I', except that particle or vacancy i has exchanged
its position with position l; (the particle or va-
cancy at that position is now at the original posi-
tion of i) The t.ransition probabilities W(i 1,)
contain the effects of the interactions between
the particles and they must fulfill the condition
of detailed balance. An explicit form is not ne-
cessary for the ease of noninteracting particles
considered in this article. Also the vacancies
must be treated separately in Eq. (1) if they are
considered as indistinguishable; however, no
complications arise in the reduced equations
given below. Equation (1) has been introduced
by Kawasaki' for the kinetics of spin exchange
with conserved spins, and applied, e.g., for
phase separation in binary alloys by Binder 2

Equation (1) is the general starting point for
computer simulations.

When there is only one kind of noninteracting
particle present and double occupancy is forbidden
the general master equation can be reduced by
appropriate summations to the following equation
for the self-correlation function:
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P(il, t) is the probability of finding the particle
numbered i at the lattice site 1 at time t for a
specific initial condition. P(il, [I ],t) is the joint
probability of finding the particle i at T', and
no other particle at 1, with the same initial con-
ditions. I' is the jump rate of a particle to an
empty site and the sum over T' extends over all
nearest-neighbor sites of 1 .

E(luation (2) is not a closed expression and
must be supplemented by further equations. A

hierarchy of equations can be generated by con-
sidering the time derivatives of P(il, [l ], t)
and of higher-order joint probabilities. The
hierarchy can be terminated by factorization
methods; apart from the mean-field approxima-
tion this leads to tractable expressions for small
vacancy concentrations only." Another method
to treat E(I. (2) consists of setting up a diagram-
matic formulation and summing selected classes
of diagrams"; results for arbitrary concentra-
tions have been obtained in this way. In Sec.
IV an alternative approach will be made; in the
remainder of the present section only the lowest-
order approximation to the hierarchy of equations
will be considered. It is obtained by the factori-
zat ion

P(tl, [T],t)- (1 —c}P(iT,t) .

D, = bm[(R'(t)}/6t].

Fl'0111 E(I. (5) 111 Illeall-field (MF) appl'oxlnla'tlo11
and for cubic symmetry,

D", ' =(1-c)ra',
where a is the lattice constant-. Compared to the
chemical diffusion coefficient & = I'+' which de-
scribes the decay of a density gradient in the
lattice gas, the tracer diffusion coefficient is
reduced in mean-field approximation, in the
simple hopping model considered, by the "blocking
factor" 1-e. The incoherent dynamical scattering
function follows directly from the self-correlation
function, cf. E(I. (36). In mean-field approxi-
mation" "

Mv - A(k)/v

In mean-field approximation and for Bravais
lattices, the incoherent dynamical scattering
function is a simple Lorentzian whose width is
proportional to (1 —c)I'.

III. VfAITING-TIME MSTRIBUTIONS

In this approximation the self-correlation function
for the motion of particle i is determined by a
one-particle equation. The particle can be con-
sidered as hopping in an average background,
with rate (1 —c)I' for jumps between two sites,
i.e., E(l. (3) constitutes the mean-field approxi-
mation

For further reference some consequences of
E(l. (4}will be indicated. The solution of E(I.
(4) is

P(%, t) =I (T, 0) exp[-a(k) t],

P(k, t) = g exp(-iT R-, )P(T, t)

A(j1) =(1 —c)I"g (I —exp[ik (R;, —R;)]).
(y~&

P(k, 0) represents the initial condition, R; is a
vector to lattice site 1, and the index i has been
omitted for simplicity. The diffusion coefficient
of the tagged particle fo00%8 from the self-corre-
lation function by evaluating

A. Definition

The diffusion of tagged particles of the concen-
trated lattice gas is more complicated than is
suggested by the mean-field approximation. This
approximation is equivalent to an uncorrelated
random walk. As already pointed out in the intro-
duction, correlations between consecutive jumps
of a tagged atom exist. %hen the atom has made
a jump there is an increased probability for a
backward jump due to the vacancy left behind the
atom. The correlations are time dependent since
the vacancy can also be filled by other atoms.
Hence the probability of a backward jump of the
tagged atom decreases with time and approaches,
for large times, the probability for forward jumps.

In order to describe the dynamics of this pro-
cess, "waiting-time distributions" will be used.
Waiting-time distributions have been introduced
by Montroll and VVeiss" in their treatment of the
continuous-time random walk. Let (t)(t) be the
waiting-time distribution of a particle which has
made a jump at t =0. (j(t)dt is the joint probability
that the particle has made no jump until time t
and performs a jump between t and t+ dt. An
obvious example ls provided by the Poisson pl.o-
cess where (t)(t)dt=exp(-t/t )dt/t, with t the mean
time of stay of the particle. The mean-field ap-
proximation corresponds to a Poisson process
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with f '=z(1 —c)l, where g is the number of near-
est-neighbor sites. In general P(f) represents
more complicated processes. For the problem
of tracer diffusion, the waiting-time distributions
P~(f) for backward jumps, and g&(t) for forward
jumps will be considered separately. &j, (t) is
expected to exhibit the correlation effects dis-
cussed above. Also, the waiting-time distribu-
tions for forward jumps can be different for dif-
ferent orientations of the jumps with respect to
the previous jump. In the three-dimensional fcc
lattice every site has z =12 nearest neighbors;
the forward jumps can be classified into 4 classes
as is described in Fig. 1. Implicit in the intro-
duction of the waiting-time distributions g&»(f),
. . . , g&4&(f), g, (f) for the jumps of a tracer particle
is the assumption that only the memory to the
previous step of the particle is important, not
to more distant steps. Otherwise, knowledge of
these distributions alone does not provide a com-
plete description of the diffusion process.

B. Numerical procedure

The diffusion process of the particles is simu-
la,ted on the computer by extension of standard
Monte Carlo procedures. " %'e typically work
with a finite lattice of N= 4x16'= 16384 sites and
periodic boundary conditions [this size is sufficient
even for the study of phase transitions produced
by interactions between particles (see Ref. 23)].
Then a,n initial configuration of the system is
generated. For the noninteracting case considered
in the present paper, the probability tha, t a given
site is occupied is independent of the occupation
of all other sites. Hence a "typical" configuration

FIG. 1. Classification of jumps of a tracer atom. The
tracer has made a jump from (b) to the site represented
by a full black dot, hence (b) represents a possible site
for a backward jump. The other nearest-neighbor sites
are designated according to the order of neighborhood
with respect to (b), e.g. , {2) is a second neighbor of {b).

of a system at concentration z could be generated
by choosing a random number $ for each site,
with 0& ]& I, and taking the site occupied (c& =1)
if ]&c, and empty otherwise (c, =0). In the pres-
ence of interactions, however, correlations be-
tween the local occupation variables cy occur,
and the relaxation process from the completely
random configuration (which then is a configura-
tion far from equilibrium), towards configura-
tions close to thermal equilibrium, is known to
be often very slow. " Hence we follow a different
procedure for preparing an initial configuration
for the simulation of the diffusion process, ex-
ploiting the standard analogy between lattice gases
and Ising ferromagnets. '4 We start considering
a system of N spins in a magnetic field & (in the
present noninteracting case these spins are inde-
pendent, but the generalization to an interacting
case is straightforward). With the usual proce-
dure" one lets the system relax towards equili-
brium characterized by the Boltzmann factor
exp[-R (s, )/RENT], where in our case the Hamilton-
ian is X(s& ) = -O' Pg sg, sj =+ 1. An equilibrium
configuration thus generated is then stored and
reinterpreted in terms of the lattice-gas model,
using cy = (1 —s, )/2. The average concentration
of the system is then given by the average mag-
netization, c = (1 -(s&))/2. The particles thus
generated are then labeled. (Even for small c
the size of the lattice is large enough to allow
for. a total number of particles much larger than
one, and hence one can obtain reasonable statis-
tics. Similarly, for p close to unity one can still
have a sufficiently large number of vacancies.
For this reason, & should not be chosen much
smaller than done here. ) Then the simulation of
the diffusion process starts by randomly selecting
a particle and (also randomly) selecting one of
the twelve possible nearest-neighbor sites. If
this site is already occupied, the old configura-
tion is counted once more for the averaging. If
this site is empty, the chosen particle is moved
to that site, and the resulting new configuration
is counted. The time in which each particl. e has
had, on the average, one chance to jump to a neigh-
boring site is called a Monte Carlo step/particle
(MCS), and is the natural time unit to measure
the time lapse for the diffusion process. Note
that due to the random selection of particles, the
time a particle has to wait before it can attempt
the next jump is not fixed at t = 1 MCS but rather
distributed according to a Poisson process. Since
in the computer program all particles are indi-
vidually labeled, one obtains the self-diffusion
coefficient most efficiently by computing the mean-
square displacement of all particles. For this
purpose, we keep track of which of the "images"
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of the finite system (which are generated by the
periodic boundary condition), each particle is
situated in at any instant of time. Thus, by storing
two positions for each particle (the position in the
basic box of + spins and the appropriate image
position) it is possible to follow the particles up
to arbitrarily large displacements, which hence
are not limited by the size of the box.

Storing in this way the positions R, (t) of the N„
particles present one obtains the generalized
time-dependent tracer diffusion coefficient as fol-
lows
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where the angular brackets denote an average over
the time t,. For large time t this expression be-
comes independent of t (in practice a few MCS
were sufficient) and reduces to the standard tracer
diffusion coefficient. It turns out that for having
good statistics the time average in the above equa-
tion is indispensable. It would not be reasonable
to use a simple observation for t - ~, since also the
fluctuation of the mean-square displacement di-
verges so strongly as t- ~ that the error in[R,.(t
+ t,) —R, (t)]' becomes independentof t for large t

The jump rate per particle is trivially found
from averaging the number of successful jumps
per M| S. The waiting-time distributions are
obtained approximately by considering a total time
interval up to t,„and dividing each MCS/particle
into ~ subintervals. For each jumping particle
one records the subinterval to which the time
belongs, which it has spent on a specific site,
and thus approximates the distribution by a histo-
gram. (In practice t, as small as 1 MCS and

~ =10-50 turned out to give sufficient accuracy;
larger values of t, have also been used but gave
identical results. By suitably increasing these
numbers any desired accuracy can be reached,
,at least in principle. ) By keeping track of the
site each particle had taken before the considered
attempt to jump, it is straightforward to sample
separately the different waiting-time distributions
defined above.

C. Results

Figure 2 reproduces the results for the waiting-
time distributions &(&~(t), &i&&,,(t), and &ti«, (t) for
four different concentrations. The waiting-time
distributions &j&&»(t) and &&&&»(t) are not shown in
this figure. They are practically identical to &&&«&(t)

although there are small systematic deviations
[&(&&„(t) tends to be larger than &j&&»(t) and g«&(t)].
One sees that the waiting-time distribution for
backward jumps is similar for all concentrations.

Q02-,„
xx xx ~'xx x . ~xx x xx'x xexe, ~ ~x x ~ x ~ ~x ~ x +x ~ xI,J

~x ~ x ~ x ~xxxxxxxxxxx ~ ~ ~J dx xxJxxxxdx fr 1 xx'1x ~ xx4~ xxx1~xx p
QOOO 4 6 8 0 2 4 6 8

Monte Carlo Steps/particle

FIG. 2. Waiting-time distributions for backward jumps
(e) and forward jumps to sites (1) (+) and (4) (X), re-
spectively, for four different concentrations. Only a
part of the calculated points is shown.

D. Analysis of the results

In this subsection the waiting-time distributions
are further analyzed in order to understand the
physical processes which contribute to their be-
havior, and to obtain analytic expressions which
can be used in subsequent calculations. The wait-
ing-time distributions have to fulfill several re-
quirements. First, the sum of the waiting-time
distributions has to be normalized to unity:

(10)

Here and in the following the sum runs over all

For small time it approaches the jump rate p
without any blocking effect. The natural time unit
is 1 MCS/particle; it corresponds to setting 121'
= 1, hence &jI~(t = 0) = —,', . For increasing time, g, (t)
decays rapidly towards the waiting-time distribu-
tions for forward jumps. The waiting-time dis-
tributions for forward jumps are reduced for larg-
er concentrations and for small times they ap-
proach the mean-field value &ji „«&(0)= (1 —c)I".
For large concentration, p&»(t) shows a marked
deviation from &t&«&(t), and even an increase for
small times at g = 0.988. The physical process
responsible for this behavior is the possibility
that the vacancy existing at site (I&) can jump to
one of the nearest-neighbor sites and thus in-
crease the probability of jumps of the tagged par-
ticle to these sites. An explicit analysis will be
given below.
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dtt j f=t,
0 j=1

(12)

where f is the mean residence time of a particle.
In the noninteracting lattice gas the mean time
of stay of any particle is just given by the expres-
sion (13); apart from 12I" only the mean vacancy
availability factor 1 -c enters.

In order to analyze )t)I (t) further the following
procedure is adopted. First the "sojourn probabil-
ity" %(t) of a tracer particle is introduced,

t
4())=1—f ck' .(, () ). '

0 j=1

This is the probability that a tagged particle,
which arrived at a site at g= 0, has made no jump
until time t. From (10) and (12) we have

y(~) =0,

dt's f =t.
0

We introduce

yI(t) =FI(t)e(t).

nearest-neighbor sites, i.e., the sites of type
(1}and (3) appear four times and sites of type
(2) twice. Second, as already mentioned,

P, (t=0) =r,

)t(» "(4&(t=0)=(I-c)r.
Third, the first moment of the sum of the waiting-
time distributions must be

The sojourn probability can be represented as

=(1 -c -u)r,
g large

(17)

where a reduction parameter n(c) appears. The
decay to this asymptotic behavior is assumed to
be exponential. It is assumed that F,,&(t) is es-
sentially determined by the two limiting cases
described above, i.e., the ansatz is made

r(,&(t) = (1 -c -o}r+o.F exp(-zyrt),

where a second parameter y(c) appears. With (x,

The FI(t} are time-dependent jump rates for jumps
in specified directions which are defined under
the condition that no jump of the tracer atom has
occurred from t = 0 until time t. FI(t} are defined
by the relations given above; it would not make
sense to use them in other contexts, e.g. , in mas-
ter equations.

The conditional jump rates I', (t) have been ob-
tained by numerically calculating g(t) and using
the definition given above. F«&(t), F&»(t), and

r, (t} are represented in Fig. 3 for four different
concentrations. One recognizes that the jump
rates approach the values I' for the backward
jump, and (1-c)I' for forward jumps, respective-
ly, in accordance with (11). The qualitative be-
havior of I", (t), especially of F~(t) is as expected
However, the asymptotic value for larger times
is not the mean-field value (1-c}r, instead, a
reduced value is found which is the same for the
different F, (t) at fixed concentration. Hence I', (t)
will be represented for larger times as

1.0 I I
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I I

"(c)(t) /I

I I
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I I
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FIG. 3. Jump rates I'j(t)Ias defined in Eq. (16) and divided by I' for four different concentrations. The points give
the result of the numerical' simulations, the full lines represent the fit by the expressions given in the text, and the
dashed lines indicate the mean-field values.
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c'I" 'fe px[- (z —1)crf]. (21)

This is a correction which improves somewhat
the fit of the numerical I'&»(t), however, it is so
small that its validity cannot be established.

Finally, the rate for backward jumps will be
represented by

I', (f) =I'&„(f)+cr exp[- (z —1)I' t]

+ —,
'

(z —1) c,'I' f' exp [- (z —1) c I' f] . (22)

The quality of this representation can also be seen
in Fig. 3. The second term on the rhs describes
how the vacancy left behind the tracer atom dis-
appears in the average background. It is re-
markable that the decay rate of this process is in-
dependent of the concentration c. It will be
shown in the Appendix that the decay of an addi-

0.3

y as fit parameters a good description of the com-
puted jump rate I'«)(t} is obtained (see Fig. 3).
The jump rates to (2} and (3) are assumed to be
equal to I'«&,

I'(,)(f) = I'(, )(t) = I'(,)(f).
It is shown in Fig. 4 that this assumption is reas-
onable at c = 0.777; the same is true at other con-
centrations.

The following ansatz will be made for I"&„(f):

I'(, )(f) = I"(,)(f)+cl"fexp[- (z —1)cI'f]. (20)

The second term on the right-hand side (rhs) rep-
resents the Poisson process of the vacancy at (f))
which jumps from its original site (b) to one of
the neighboring sites and thus enables a jump of
type (1) of the tracer atom. This process is pecu-
liar to lattices with "triangular" relations such
as fcc. Figure 3 demonstrates the good descrip-
tion of the numerical results for I'&»(f} by (20).
Qne could think of also considering the Poisson
process of the vacancy jumping to second-neigh-
bor sites. This would lead to a contribution to

r„,( )f«

tional hole in the lattice gas to the average back-
ground is governed by the rate zI . Here the
jump rates are considered with the condition of
no jump of the tracer atom until time t, hence
zl' is replaced by (z —1)I'. The third term on the
rhs describes the second-order Poisson process
of the vacancy jumping to a neighboring site and

returning to site (b). Compared to the two-step
process (21) for I'&» a factor (z —1}appears.
Hence this term is visible for larger c although
it is still small. For small c this term has been
omitted. The contributions of the second and
third term on the rhs of (22) are explicitly dis-
played in Fig. 5 for c=0.777.

It appears that a good description of the rates
I'&(f) and hence of the waiting-time distributions
g&(t) has been found; however, there remain two
unknown parameters a(c}and y(c). One can first
ask whether the asymptotic behavior given in (17)
has been satisfactorily established. For this pur-
pose the sojourn probability +(f) has been cal-
culated directly since, when no subdivision into
the different types of jumps is made, better sta-
tistics can be achieved. @(t) has been calculated
up to 64 Monte Carlo steps per particle and agree-
ment with (17) has been found. Figure 6 compares
the computed @(t) with the mean-field form at
c=0.777. The values of n and y obtained from
the fits of P;(t), g(t) at different concentrations
are given in Table I. At present no quantitative
explanation for a and y has been found. A quali-
tative explanation for the average reduction of
the jump rates at large times can be given as
follows. I'&(t) represents a conditional jump

I
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FIG. 4. Jump rates I'(,2&(a), I'&3)(h), and I'(4&(X) di-
vided by I' for c=0.777.

FIG. 5. Behavior of ln[(I'& —I (4~)/cI ] as a function of
time. The points represent the numerical results.
The full line corresponds to the exponent -(z —1)I't in

the second term on the rhs of Eq. (22), the dashed line
represents the effect of adding the third term on the rhs
of (22).
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FIG. 6. Quotient of the mean-field result for the sojourn probability to the numerical (points) and fitted (line) sojourn
probability for c = 0.777. The deviation from the horizontal dashed line indicates the presence of an additional factor
exp( —n pt) in the sojourn probability for larger times.

TABLE I. Values of the parameters 0.'(c} and y(c) de-
termined by the fit of the jump rates 1&(t} and sojourn
probability 4(t).

0.1823
0.4977
0.7773
0.9526
0.9879

0.0246
0.0482
0.0390
0.0058
0.0023

0.4408
0.5354
0.1515
0.0335
0.0218

rate, the condition being that no jump has oc-
curred until time I;. When the tagged particle
has made no jump for a longer time t then it is
very likely that it is in a cluster of increased con-
centration, resulting in a reduction of the jump
rate.

The necessity of a reduced conditional jump
rate I';(f) at larger times can also be seen from
the requirement that +(t) is normalized to f [cf.
(15)]. Due to the possibility of backward jumps,
@(t) decays more rapidly for small times than the
corresponding mean-field expression g„r (f).
This faster decay has to be compensated at larger
time. We have checked numerically that the so-
journ probability +(t) resulting from our forms
for I', (f) is properly normalized.

It would be convenient if one could represent the
waiting-time distributions, e.g. , g,(t), as a sum
of two (or a few) Poisson processes. We found it
impossible to approximate the g, (t) in such a
simple way and, at the same time, to fulfill the
requirements pointed out at the beginning of the
section. A representation of the g, (t) in terms of

a sum of two Poisson processes would correspond
to simplifying assumptions on the time dependence
of the different correlated jump processes which
are not in accordance with the actual behavior.

IV. CORRELATED-JUMP MODEL

A. Introduction

It will be shown in this section how the self-
correlation function of diffusing tagged particles
can be derived from the waiting-time distribu-
tions which have been determined in the last sec-
tion. We will introduce a model which incorpo-
rates the correlations which have been studied.
By specifying the sites where a tracer particle
will jump to, relative to the previous jump, the
tracer has a memory where it came from, i.e. ,
to one step before. The corresponding model
is a special class of models with correlated jumps,
namely, a model where a correlation between the
actual and the preceding jump is taken into ac-
count.

Models with correlations between consecutive
jumps have been investigated in the form of "back-
ward-jump models" with constant jump rates for
forward and backward jumps by Haus and Kehr, "
and for a special choice of waiting-time distri-
butions by Landman and Shlesinger. ' P one-
dimensional model with general waiting-time
distributions has been studied by Zwerger and
Kehr. ' The general approach consists of setting
up recursion relations for appropriate generating
functions. For simple examples of the general
procedure the reader is referred to the papers
mentioned above.
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B. Derivation of the self-correlation function

The basic quantity of the correlated-jump model
is the probaility distribution Q„(1,1„t). It is de-
fined as the probability density that the tracer
atom performs its nth jump at time I;, jumps to
site 1 and comes from site 1, . The initial condi-
tion will be specified below. This probability
density obeys the recursion relation

()„(),)„))=Q I dt'Q„, (l„l,', ))
(Yl&

&& y&, -, -„)(t-t'), no2. (23)

1,' are nearest-neighbor sites of 1,. The case
n=1 will be treated separately. The waiting-
time distribution depends on the relative orienta-
tion of 1, ll, and. 1,'. For example, one ter'm on
the rhs is that where 1,'= 1: the particle comes
from 1 in the (n —1)th step and the nth jump is a
backward jump, hence g~(t —t') must be used in
this term.

The following procedures and simplifications
will be performed on Eq. (23).

(i) Laplace tranformation:

f (s)= f eexp( s))g)) . -
0

(ii) Fourier transformation with respect to
the first lattice index:

Q (k, 1,„t) = Q exp(- ik ~ R I) Q„(1,1), t) .

(iii) introduction of a relative notation, e.g. ,
Q (1,1 „t)depends on 1 and &I,= 1 —1, only.
There are 12 different 41, in the fcc lattice,
&1~ = (a/2, a/2, 0) will be denoted by xy, and so on.

(iv) Summation of the recursion relation (23).
The summary probability density is introduced,

Q(l, nl„t) = Q Q„(1,&l„t) .
n= 1

When the recursion relation is summed over n,
the initial condition has to be added. The tracer
atom is assumed to be at 1=0 at I; = 0, and jumps
with probability I/z = 1/12 to a neighboring site,
The waiting-time distribution h(t) for the first
jump is given by (cf. Refs. 29 and 30)

dt' ) t'+t

Hence

df dI; 1Pt t'+f
0 0 =1

(24)

where

= ~ f,; (k) a(s), (25)

f~f (k) =exp(ik~ bl, ).
1

The matrix M(&l „&1,') contains the different
waiting-time distributions, and is given expli-
citly in Table II.

Equation (25) can be solved with respect to
Q(k, &1» s) either by numerical means or direct-
ly. This is most easily done for special sym-
metric directions of k, for example in [100]direc-
tion, k = (k, 0, 0). Because of the symmetry

a(t) . -.if 1 is nearest neighbor to 1 =0
Q, (l, nl„ t) =

0 otherwise.

Performing the procedures described above one
obtains a system of 12 linear equations,

Q(k ) &I » s) f» (k) g—M (&I» 41,') Q(k, 41,', s)
~7

1

TABLE II. Matrix of waiting-time distributions used in Eq. (25). Only the indices of the P's
are given.

Xg -Xg -X-g X-g gZ -gZ -g-Z g-Z ZX -ZX -Z-X Z-X

(4) (2)
(2) (4)
b (2)

(2) b

(3) (3)
(1) (1)
{1) (1)
(3) (3)
(3) (1)
(3) (1)
(1) (3)
(1) (3)

b

(2)
(4)
(2)
(1)
(3)
(3)
(1)
(1)
(1)
(3)
(3)

(2)
b

(2)
(4)
(1)
(3)
(3)
(1)
(3)
(3)
(1)
(1)

(3) (1)
(3) (1)
(1) (3)
(1) (3)
(4) (2)
(2) (4)

(2)
(2)
(3) (3)
(1) (1)
(1) (1)
(3) (3)

(1)
(1)
(3}
(3)
b

(2)
(4)
(2)
(1)
(3)
(3)
(1)

(3) (3)
(3) (1)
(1) (1)
(1) (3)
(2) (3)

(3)
(2) (1)
(4) (1)
(1) (4)
(3) (2)
(3}
(1) (2)

(3)
(1)
(1)
(3)
(1)
(1)
(3)
(3)
(2)
(4)
(2)
b

(1)
(3)
(3)
(1)
(1)
(1)
(3)
(3)
b

(2)
(4)
(2)

(1)
(3)
(3)
(1)
(3)
(3)
(1}
(1)
(2}

(2)
(4)
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Q(k; &I, = xy, x-y, xz, x-z; s)

= X(P, s),
'+

Q(k; &I, = —xy, —x- y, —xz, —x-z; s)
=2"(k, s),

Q(k, 41, = yz, —yz, y-z, —y-z; s)

= B(k, s)(real) .

One is interested in the summary probability

(25)

density Q(1, t) where all possibilities of the pre-
vious jump are added:

Q(1, t) = Q(1, &I„t) .

In [100]direction

Q(k, s) = 4A(k, s) + 424* (k, s) + 4B (k, s) . (27)

One finds

A. +A+= cos —+f s 2 {y) s 2 {2& s +2 {3& s {y) s bs +1 (23)

B =B+B + (+o(s)cos —2cos ——22(s)),
Aa ka.

12D 2 2

where

B(2,s)= ((+C(s)cos
2

)I((-2i)t„(s)—i)„,(s) —i), (s)I
Aa'|

cos —+Os 1 —2 {2) s {4)s — bs
2 " [2(t)(i)(s) +2(j)& &(s) +2 (t)( ) (s) + (j ))(s) + &I )(s)]+3[(j)(i)(s) +(j)(3)(s)]']

(29)

(30)

P(k, s) =Q(k, s)4 (s)+ (32)

This expression completes the derivation of the
self-correlation function.

C. Tracer diffusion coefficient

The diffusion coefficient of tagged particles of
the lattice gas is derived by calculating the mean-
square displacement from the self -correlation func-
tion, i.e. , by evaluating Eq. (6) . It is most conven-
ient to employ the explicit form for P(k, s) in [100]
direction; one can also start from Eq. (25). One
has in the Laplace domain

and

5( )= (j,(s)+2/„, (. ) -2)t„,(s) —(j„,(s) . (31)

A similar solution can be derived for the [111]di-
rection. In [110]direction already five independent
quantities appear and asystem of five equations has
to be solved. In this case we found it more con-
venient to solve (25) numerically.

Finally Q(k, s) has to be related to the self-cor-
relation function. Q(1, t') is the probability den-
sity that site l is occupied by the tagged atom at
time t' after an arbitrary number of steps. The
self-correlation function P(1, t) follows from
Q(l, t') by requiring that no further jump occurs
between t' and t and by adding the possibility that
the tagged atom has made no jump at all until
time t. In Fourier-Laplace domain

a' 1 —5(s)(B')(s)=
2 B 1+5( )

(33)

where 5(s) has been defined in Eqs. (31). With
s= i(2), Eq. (33) represents a frequency-dependent
mean-square displacement. A generalized fre-
quency-dependent diffusion coefficient is obtained
by multiplication with —e /6; the static diffusion
coefficient follows by letting + —0. We find

1-5(O)
1+5(O) ' (34)

where DP is given by Eq. (7). The result (34)
corresponds to the usual expression for the cor-
relation factor for tracer diffusion,

1+(cose)
1 —(cos&) ' (35)

where (cose) is the average of the angle between
two consecutive jumps. In fact the approximation
used in deriving (35) is identical to our approxi-
mation, i.e., a memory between two steps of a
tagged particle has been taken into account. 5(s),
Eq. (31), is a weighted sum of the individual
waiting-time distributions, with weights given by
the product of the number of jumps of a given
type and the cosine of the angle between the con-
secutive jumps of the particle, hence in our
model (cos8)= -6(0). In summary, a generaliza-
tion of the usual result has been achieved; i.e.,
it has been shown how the correlation factor is
expressed by the waiting-time distribution of the
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correlated jump process. In addition, the form-
ulation is valid for arbitrary concentration and
also gives the frequency-dependent diffusion co-
efficient.

V. RESULTS FOR THE TRACER DIFFUSION
COEFFICIENT AND THE INCOHERENT
DYNAMICAL SCATTERING FUNCTION

A. Tracer diffusion coefficient

In this section direct calculations of the tracer
diffusion coefficient are compared with results
obtained from the model of correlated jumps and
with other predictions. " The mean-square dis-
placement of the individual particles of the lattice
gas has been calculated directly as explained in
Sec. II B. The resulting diffusion coefficient has
been divided by the mean-field result and the
correlation factor displayed in Fig. 7 for various
concentrations. Murch" has given similar num-
erical results for f(c) on the fcc lattice, with sur-
prisingly small scatter of the data points. The
tracer diffusion coefficient has also been deter-
mined by applying Eq. (34). It is necessary to
know the waiting-time distributions at s =0 or the
zero moments in the time domain, since g, (s =0)
= J,"dt g, (t). The integration has been done num-
erically on the computed waiting-time distribu-
tions and also on the waiting-time distributions
which result from the expressions for the jump
rates 1;(f) given in Eqs. (18)-(22). The resulting
P, (s =0) will be called "numerical" and "analyti-
cal," respectively; they agree within 1-2%. The
correlation factor resulting from both evaluations

is also shown in Fig. 7. First one sees a very
good agreement of the correlation factor result-
ing from the numerical t/t, (0) with the directly
determined correlation factor. Hence the model
of correlations between consecutive jumps seems
to be a very good approximation in three dimen-
sions and the fcc lattice studied. Second, one sees
a good agreement of f resulting from the analyti-
cal t/I, (0) with the directly determined f. However,
there is a tendency for larger values of f, es-
pecially at c = 0.988. This fact is due to the
simplifying assumptions in the representation of
the jump rates by Eqs. (18)-(22), especially to
the assumption 1'&»(f) = I'&»(f) = I'«, (f). One should
note that this representation includes additional
assumptions in comparison to the model of corre-
lated jumps alone. In Fig. 7 also, the result of
Sankey and Fedders" is included. It represents a
good overall fit, although it lies somewhat below
the numerical results between c = 0.7 and c = 0.9.
Also, Kitahara and Nakazato" have obtained
similar results for the fcc lattice. The results
for the diffusion coefficient show a smooth cross-
over, as a function of concentration, between the
regime where diffusion is carried by many vacan-
cies (c small and intermediate) and the regime
where tracer diffusion is carried by few vacancies
(c- 1).

B. Incoherent dynamical scattering function

In principle the incoherent dynamical scattering
function is known once the self-correlation func-
tion P(1, f) is given. They are related by

S„.(k, ~) =—He[5(k, s =i~)]. (38)

O
O
O

V

1.0

C0
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Concentration
0.8 1.0

FIG. 7. Correlation factor as a function of concentra-
tion, obtained from the numerical simulation (points)
and from the correlated-jump model, where numerically
(crosses) and analytically determined (open triangles)
waiting-time distributions have been used (the triangle
at c = 0.182 coincides with the corresponding cross).
The dashed line corresponds to the mean-field theory,
the full line to the theory of Sankey and Fedders (Ref.
17). The limiting value (Ref. 6) for c—1 is indicated

by a bar.

In practice, the Fourier-Laplace transforms of
the waiting-time distributions (,(f) are needed
when (38) is evaluated, e.g., using the explicit
form of P(k, s) given by Eqs. (2"/)-(32). The
numerical waiting-time distributions t/i, (f) can be
Fourier transformed directly by numerical
methods. However, one would like to use the
forms for t/, (t) given in Sec. IIID. Here the prac-
tical problem appears of Fourier-transforming
expressions such as exp[-exp(-Xt)]. Since the de-
tailed procedures for the various waiting-time
distributions are very tedious, only the principle
of our approach will be indicated here. The double
exponential functions are expanded,

exp[-exp(-Xt)] =Q —,exp(-nXf),1

p Pl t

and the terms of the series are Fourier trans-
formed. The parameter & is of such a nature that
the resulting series converges rapidly. Also it is
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no problem to sufficiently take many terms of the
series into account to achieve a prescribed pre-
cision, for example, usually n =4 terms have
been used. After the g;(i&a) have been determined,
S„,(k, &u) has been derived from Eqs. (27)-(32) for
the [100] direction, or from Eq. (25) for general
directions. All results will be compared with the
mean-field result Eq. (8).

The results for S„,(k, &u) of the model of corre-
lated jumps are given. in Fig. 8 for c =0.988 and
two values of k in [100] direction. For small k and
in the frequency range shown, the result can be
represented as a diffusion-broadened Lorentzian
with width D,k', where D, = f (c)Dtmr, as expected.
Also for large f, e.g., f at the zone boundary and
in the frequency range shown, the result is in
good approximation given by a single Lorentzian
with width f,«(k, c)A(k). In Fig. 9 the quotient of
the scattering function of the model to a single
Lorentzian of width f„P is shown; there is only
a small deviation from unity below + = 0.1. Simi-
lar results are found for other concentrations and
other directions: The scattering function is al-
ways well represented, for smaller , by a single
Lorentzian of width f,«(k, c)A(k). In Fig. 10,
f„,(k, c) has been plotted for three concentrations.
For c = 0.498 practically no k dependence is ob-
served; for c = 0.777 and for c =0.988 a small
dependence on k is found. [Owing to the use of the
analytical g, (0) in the determination of the effec-
tive correlation factor, f,«(k, c = 0.988) approaches
a somewhat too-large value for k-0; cf. the cor-

responding triangle for this concentration in
Fig. 7.]

A qualitative behavior of S,„,(k, ~) similar to
our results has been found by Ross and Wilson. "
It is also instructive to compare the results with
the "encounter model"" where a small concentra-
tion c„«1, c„=1-cof vacancies is assumed.
Then a separation can be made into the encounter
of one vacancy with a tracer atom, resulting in a
net effective transition of the tracer atom, and
into the time span between different encounters.
In the encounter model the scattering function is
purely Lorentzian and its width is derived from
net effective transition probabilities. " We have
included in Fig. 10f„,(k) resulting from the en-
counter model. A similar, but more pronounced
dependence on k than in our results is seen.

The qualitative description given above applies
to frequencies of the order of 12(1-c)I'. When
+ is of the order of .12Z', the effects of the in-
creased backward jumps should become visible.
In fact, it is found that the scattering function ob-
tained from our model approaches the mean-field
scattering function, when + becomes larger than
12I'. This is shown in Fig. 9 for one concentra-
tion and k at the zone boundary; the quotient
S„,/S~~ approaches unity. If the scattering func-
tion could be represented by a single Lorentzian
of width f,«(k, c) in the whole frequency region,
the quotient would approach f,«. It can be shown
generally that in our model S,.„(k,v) approaches
the mean-field behavior for»&12I',

400
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FIG. 8. Incoherent dynamical scattering function for two different values of k in [100]direction, as a function of
frequency, for c=0.988. Full line: result of correlated-jump model, dashed line: mean-field result. Note the differ-
ent scales in part (a) and (b) of this figure. The lattice constant has been chosen a=2. The frequency is given in units
of 121".
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favorable lattice for these effects since its cor-
relation factor is close to unity due to the large
number of nearest neighbors.

—1.0 VI. CONCLUSION

ModelfMean Field

05 ' ''"'"I ' ''"'"I ' ''"'"I I I I I I i i

10 10 10 1 10
Frequency

FIG. 9. Quotients of the scattering function of the
correlated-jump model to a single Lorentzian fitted
near ~ = 0 (full line) and to the mean-field result (dashed
line). The quotients are shown as a function of +, for
fixed k in [100]direction at the zone boundary, and for
c=0.988. The frequency is given in units of 12&.

S„,(k, &u) (38)
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FIG. 10. Effective correlation factor f«&(k, c) for
three different concentrations (full line) and for the en-
counter model (dashed line) as a function of k. The
lattice constant has been chosen a = 2.

This formula can be shown by taking the limit
s- ~ of Eq. (25) and observing that

t/r, (s) = I',/s, 4'(s) = 1/s,
and

h(s) —1/fs . (39)

Equation (38) expresses the fact that the high fre-
quency or average short-time behavior is deter-
mined by the average jump rate of a particle.
While the encounter model' does not give the cor-
rect high-frequency behavior, the model of Ref.
17 is in accordance with Eq. (38). Since the
changeover from a Lorentzian with reduced width
f&(k) to a Lorentzian with width &(k) occurs
at frequencies where the scattering function is
already small, it is doubtful whether this effect
can be seen by neutron scattering. It should be
noted, however, that the fcc lattice is the least

In this article the self-diffusion in concentrated
lattice gases has been studied where double oc-
cupancy of sites is forbidden but no other interac-
tions are taken into account. The dynamical pro-
cess of the diffusion of tagged particles has been
analyzed in detail. The new feature of our ap-
proach is the description of the time dependence
of the self-diffusion process by appropriate wait-
ing-time distributions. The main new results of
our work are the following:

(1) Waiting-time distributions for two consecu-
tive jumps of a tagged particle, where different
orientations of the two jumps have been distin-
guished, have been obtained numerically for a
variety of concentrations.

(2) The time dependencies of the basic physical
processes which determine the waiting-time dis-
tributions have been accounted for. Especially
the strong time dependence of the backward jump
probability of a tagged particle has been quantita-
tively explained by the filling of the vacancy which
is present after the initial jump.

(3) It has been shown that a correlated-jump
model with general waiting-time distributions is
applicable to describe the self-diffusion in concen-
trated lattice gases. By comparison with the
numerical results it is seen that the model of
correlated jumps provides a very satisfactory
description of the self-diffusion in the three-di-
mensional fcc lattice. Moreover, the time-depen-
dent self-correlation function and thus the inco-
herent scattering function have been given in
terms of this model.

While results (1) and (2) of the first part of this
article are rather independent of model assump-
tions, result (3) refers to a specific model of
correlations over two consecutive jumps of a
tagged particle. This model represents a gen-
eralization of the usual static treatment of self-
diffusion (Ref. 6) to frequency dependence and to
arbitrary concentration of the lattice gas.

The present investigations have been restricted
to the fcc lattice. We believe that analogous re-
sults can be established for all other three-di-
mensional lattices. Less trivial is the inclusion
of interaction between the particles, where also the
the collective diffusion becomes nontrivial. Also
in this case we expect a generalization of the pre-
sent approach to be possible. Another extension
with nontrivial aspects is the case of differing
jump rates of the tagged particle and the particles
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of the lattice gas, or more generally, the exten-
sion to a lattice gas with three constituents A. , B,
V, where &, B denote two species of particles and
V the vacancies. These more complicated cases
will form the subject of separate studies.

The limitations of the present approach appear
in low-dimensional systems. A model with cor-
relations between two or a finite number of con-
secutive jumps completely fails for self-diffusion
in one dimension. Bichardse' has studied numeri-
cally the self-diffusion in a linear chain and ob-
served a t' ' behavior of the mean-square dis-
placement of tagged parti. cles. We have confirmed
his result. " It is known that a model with correla-
tions over a finite number of steps always leads
to a mean-square displacement ~t. This result
can be inferred from the attempts of describing
the end-to-end distance of polymer chains in ideal
solvents by analogous models, where the corres-
ponding result has been found. " In one dimen-
sion the correlations imposed on a given particle
by the presence of the neighboring particles are
so persistent that they cannot be approximated by
correlations over a finite number of steps. How-
ever, our results show that for three-dimensional
systems a model with correlations over just two
consecutive jumps is quite satisfactory.

APPENDIX: CORRELATION FUNCTION
FOR PRESENCE OF VACANCY

In the Appelldlx tile col'I'elatloll fllllctloll p«(t)
is calculated which is defined as the probability of
finding a vacancy at a given site at time t when
there was one at this site at t =0. It obeys the
equation

d, p„(t)=-,—p„(t)+—, p„(t).

p„(t)= 1-p„(t) is the probability of finding a par-
ticle at time t at the site considered. Th'e solu-
tion of (Al) is

p«(t) = ' + ' exp ——+—tTQ Tg

fQ+ f/ TQ+ Tg TQ Tj

The mean time v', of the occupation of the site by
a particle is identic'al to the mean residence time
t given in Eg. (13),

r, =-t=[s(l-c)i j-'.

The mean time of the presence of a vacancy at
the site v'Q is given by

v, = (sci') '.
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This follows from the requirement that the mean
occupation is c =r, /(r, +r,) Henc. e p«(t) is given
by

p„(t) = (1 —c)+ c exp(-zl't) .
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