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Band-structure-dependent transport and impact ionization in GaAs
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We have performed a Monte Carlo simulation of high-field transport in GaAs including a

realistic band structure to study the band-structure dependence of electron transport and impact

ionization. The band structure has been calculated using the empirical pseudopotential method.
Unlike previous theories of impact ionization, our method is capable of calculating various

parameters, such, as mean free path, from first principles. The calculated electron mean free

path, drift velocity, and impact ionization rate are in reasonable agreement with the experimen-
tal data in spite of several simplifications of the model, Within statistical uncertainty we do not
observe any orientation dependence of the ionization rate in contradiction to the interpretation

of recently reported experimental results. We also find that the contribution of ballistic elec-

trons to impact ionization is negligibly small. Based on the results of the calculation, a general

discussion of impact ionization is given.

I. INTRODUCTION

A large number of semiconductor devices operate
on the basis of highly energetic (hot) electrons. Im-
pact ionization is an essential mechanism in the
operation of photodetectors' and impact-avalanche
transit-time (IMPATT) diodes. ~ At present, howev-

er, the understanding of this effect is limited to a
number of theories3 8 which contain several adju-
stable parameters ~hose physical significance is not
well understood. The most widely used theory of im-

pact ionization has been given by Baraff. ' The
adjustable parameters of his theory are the threshold
energy for ionization, the optical-phonon energy, the
ionization mean free path, and the mean free path
for optical-phonon scattering. Although some at-
tempts have previously been made to determine
these parameters theoretically, ' a "complete"
theory of impact ionization, which is capable of calcu-
lating these quantities (and therefore the ionization
rate) from first principles, has not been developed.
The main reason is that any theory applicable at ex-
tremely high electric fields (causing ionization) must
abandon the effective-mass approximation or simple
extensions using the k p method, and instead in-

clude a realistic band structure. The surprising suc-
cess of Baraff's theory in explaining the electric field
dependence of the ionization rate is due to the adju-
stable parameters, which can "absorb" the band-
structure effects. The inclusion of the band structure
in solutions of the Boltzmann equation, however, is
impractical. It is also difficult to include realistic
scattering mechanisms. For example, the inclusion
of both small angle scattering and randomizing
scattering mechanisms in the same analytical frame-

work is difficult. As a consequence all the previous
theories are only applicable to specific materials. For
instance, Dumke's theory' is only applicable to InSb
or InAs, whereas Baraff's' or the Chwang et al. '
treatment is only valid for nonpolar materials, such
as Si or Ge.

The Monte Carlo method provides an alternative to
the solution of the Boltzmann equation. "" The
method can take into account a large variety of
scattering mechanisms, and therefore, is applicable to
both polar and nonpolar semiconductors. It can cal-
culate the quantities of interest such as drift velocity,
mean free path, and average electron energy without
any a priori assumption on the form of the distribu-
tion function. Some attempts have previously been
made to calculate the impact ionization rate by the
Monte Carlo method, ' '~ but without including a
realistic band structure. In this paper we describe a
Monte Carlo method that includes a realistic band
structure as calculated by the empirical pseudopoten-
tial method. " This method should provide a tool for
understanding electronic transport in very high fields.
Of course, we do not yet have all the necessary infor-
mation to perform a rigorous calculation at such high
fields. . For example, not much is known about the
selection rules for scattering at points of low sym-
metry, the changes of the ionization matrix, and the
scattering rate at high energies. Because of this lack
of information, we must still use a simpler model
than the method would allow for. These simplifica-
tions should not be considered as restrictions of the
method itself. As more information becomes avail-
able in the future, the method can be improved with

ease to accommodate new information. In spite of
the simplifications, the results we obtain provide in-
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sight into how the various parameters in previous
theories are connected and into how the band struc-
ture influences the impact ionization rate. In particu-
lar, the method is applied to study the electron-
initiated ionization in GaAs. The results also give us
information about the accuracy of the pseudopoten-
tial band structure at high energies.

105

0)
U

CL

O= 10~
U
N

0

I h

Pearsall et al. (1978)

Ch 0+hO
h
0

II. SUMMARY OF EXPERIMENTAL RESULTS

Before we discuss the theory of impact ionization,
it is instructive to summarize the available experi-
mental data. Various experimental techniques to
measure the ionization rate are described in detail in
the revie~ paper by Stillman and %olfe. ' Their arti-
cle also contains some of the experimental data on
the electron-initiated ionization rate in GaAs. Figure
I summarizes more recent data. ' ' The experimen-
tal results usually show a 1/F2 dependence of the
ionization rate (F is the electric field). As can be
seen from the figure, the data of different workers
scatter almost by an order of magnitude.

Of special interest are the results of Pearsall
et al. , ' who measured the electron ionization rate
with the electric field applied in three different crys-
tallographic directions. Their data are replotted. in

Fig. 2. They have measured the highest ionization
rate in the (110) direction and the lowest in the
(111)direction. They have attributed this difference
to ballistic electrons and electron trunneling to the
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next higher conduction band. '9 0 Although these
data raise an interesting question as to how the band
structure actually influences the ionization rate, their
notion of ballistic electrons seems to be incorrect, as
is shown in this work. More systematic and reliable
data are necessary to make a comparison with the
theory.

III. PREVIOUS THEORIES OF IMPACT IONIZATION

FIG. 2: Experimental electron ionization rates by Pearsall
et al. (Ref. 19) as a function of reciprocal electric field for
three orientations of electric field.
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%olff3 was the first to calculate the ionization rate
in semiconductors. He applied the gas discharge
theory to solve the Boltzmann equation taking into
account the effect of electron-phonon and pair-
producing collisions on the distribution function.
The velocity distribution function was approximated
as

n (w, e) = no(w) + n, (u) case,

where v is the electron velocity, and 8 is the angle
between the velocity and the electric field. This is an
energy diffusion theory, in which the electrons un-
dergo many collisions when moving to higher ener-
gies. The Boltzmann equation was then solved to
calculate the ionization rate with the result

a( F) —exp( —A /F2)
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FIG. 1. Experimental ionization rates of electrons for
GaAs at room temperature (Refs. 16—19).

where F is the electric field.
Shockley, 4 on the other hand, argued that ioniza-

tion is mainly due to "lucky" electrons which com-
pletely escape phonon scatterings and reach the
threshold energy. In this streaming approximation
the distribution is a spike in the direction of the elec-
tric field. He considered the relative probability of
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V. BALLISTIC ELECTRON TRANSPORT
AND PHQNON SCATTERING

The term "ballistic electrons" has recently been
used to denote those electrons which do not suffer
phonon scattering. 20" This is equivalent to the
"lucky" electron notion in Shockley's theory. Since
the possible contribution of ballistic electrons to im-

pact ionization has been suggested, ' the behavior of
ballistic electrons has been examined using the pseu-
dopotential band structure. The study has been per-
formed by solving the equations of motion

in the (111} direction (-0.8 x 10' cm/sec).
In a nonideal crystal, however, ballistic transport

must compete with scattering processes. It will be
shown by the Monte Carlo simulation that on the
average an electron can travel ballistically for only
-3 x 10 '4 sec before it suffers a phonon scattering.
In the (111}direction, the electron can never gain
sufficient energy ballistically for impact ionization. '9

In the (100}direction, the impact ionization thresh-
old can be reached only if electrons tunnel in k space
to the next higher band -0.2 eV above the principal
conduction band. " Therefore scattering events be-

and

where F is the applied electric field, k is the electron
vrave vector, E is the electron energy, and v is the
group velocity of the electron. Equations (7) and (8)
are solved simultaneously with the initial condition
k =0 at t =0, to express v and E as a function of
time t. The field is assumed to be constant. Results
of the calculations are shown in Fig. 5 for the three
major crystallographic directions. The electric field
has been chosen to be 500 kV/cm, a typical field for
impact ionization. Figure 5 shows the electron velo-

city, 0, as a function of time. The orientation depen-
dence of the ballistic behavior is obvious from this

figure. .The highest peak velocity is reached in the
(100}direction (-1.1 x 10' cm/sec) and the lowest
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FIG. 5. Variation of ballistic electron velocity with time in
three crystallographic directions of GaAs.
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FIG, 6. (a) Example of wave-vector trajectory of electron
in I A'L plane under the influence of electric field in the
(Ill }direction. Electron is scattered from A to 8. Energy
change in the scattering process has been neglected. (b)
Variation with time of electron energy for the process shown
in (a).
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come crucial for the occurrence of impact ionization
in these directions.

Electrons can be scattered to other regions of the
Brillouin zone with a single scattering event being
sufficient to permit the electrons to reach threshold
energy. This mechanism is illustrated in Fig. 6 for an
electric field applied in the (ill) direction. An elec-
tron starts at the I' point and moves along the (111)
direction. At point A [k = (w/a)(0. 3, 0.3, 0.3)), the
energy is at the maximum for this direction, but it is
still much less than the threshold energy. Subse-
quently, the electron can be scattered (by a phonon
or impurity) to some other point in the Brillouin
zone, point 8, for example. Following this scattering
event, the (111)component of the electron wave
vector continues to increase. However, the wave
vector points in a direction different from the (111)
so that the electron can now reach a higher energy.
As shown in Fig. 6, the electron can actually exceed
the threshold energy for impact ionization (-2.0 eV).

This is, of course, only one example of an electron
trajectory to show the importance of scattering pro-
cesses to impact ionization. The actual calculation of
the impact ionization rate must involve averaging of
all the possible electron trajectories until the electron
reaches the threshold energy. 'This is achieved by the
Monte Carlo method which is described in the next
section.

VI. SIMULATION METHOD

The Monte Carlo simulation keeps track of an elec-
tron k vector in the Brillouin zone until it reaches the
threshold energy for impact ionization. This is done
with a knowledge of scattering mechanisms, scatter-
ing rates, and band structure in the whole Brillouin
zone. The E(k) relation for an arbitrary k point can
be calculated in the following way. First, the k point
is mapped into the sampling region by using the
point-group symmetry. The energy is then calculated
by quadratic interpolation utilizing the energies and
the gradients of the surrounding eight mesh points.
The gradient is interpolated only linearly. Applying
the inverse operations on the calculated energy and
gradient gives the E(k) relation and the gradient at
the original k point.

Next we need to know the phonon scattering rate.
Ideally the scattering rate shouM be calculated at each
k point in order to take into account the overlap in-
tegral. ~4 Also, when the initial or final electron state
is not on the symmetry points, the selection rules~~

become less restrictive and this may give rise to addi-
tional scattering. Moreover, even near the bottom of
the valleys, it is known that the scattering rates are
different in the I', L, and X valleys. %e have as-
sumed the scattering rate to be isotropic (only energy
dependent) for simplicity and because of. lack of addi-
tional information. %e have taken the scattering rate

as given for the central valley. This overestimates
the scattering rate when the electron is in the satellite
valleys. The simplification is partly justified by the
fact that the scattering rates of different valleys ap-
proach each other at higher energies. Furthermore,
since scattering to upper bands is possible in reality
(which increases the scattering rate in the satellite
valleys), the overestimation is at least partly compen-
sated.

The values of the parameters for the calculation of
the scattering rate are the same as the ones used in
the simulation of the Gunn effect. ' -They are known
to give a good fit to the experimental data at low
fields. Below 0.33 eV only polar optical scattering oc-
curs in the central valley. Above 0.33 eV polar opti-
cal scattering occurs only when an electron is in the
central valley arbitrarily defined as

—0.3«k„,k„,k, «0.3
where the components are in units of 2rr/a Other-.
wise intervalley scattering occurs. It is not appropri-
ate to simply extend the scattering rate to higher en-
ergies because of the complicated band structure. Be-
cause the intervalley scattering rate is proportional to
the density of final states, and the density of states in
the conduction band decreases nearly quadratically
above 1.5 eV, ' we have assumed a quadratically de-
.creasing scattering rate above 1.5 eV. The resultant
total scattering rate as a function of electron energy is
shown in Fig. 7 (solid line). The maximum scatter-
ing rate is 4.5 x 10' sec ' at 1.5 eV.

In the (100) direction the threshold state for
electron-initiated ionization lies in the second con-
duction band. ' An electron can tunnel through the
"pseudogap'" (—0.2 eV) between the lowest and the
second conduction band to reach threshold. No at-
tempt has been made to simulate this tunneling
mechanism. Since the tunneling time is estimated to
be of the order of 1 x 10 ' sec, ' and the intervalley
scattering time for an electron energy of 2.0 eV is
much shorter ((I x 10 '4 sec) than this tunneling
time, electrons are more likely to be scattered before
they can tunnel to the upper band. Therefore, the
contribution of these tunneling electrons to impact
ionization is expected to be small.

The final state of the scattering process is deter-
mined in the following way. Since polar optical
scattering is dominant only at low energies in the
central valley, the usual formula with effective mass
and nonparabolicity terms is used to choose a candi-
date for the final k point. The energy at this k point
is then recalculated using the exact band structure to
check if it is within an allowed range (typically 30
meV) around the final energy (for example, E+hcoo
in the case of phonon absorption). If it is outside
this range, a different final state is chosen and the
process is repeated until a proper state within the
correct energy range is found. Intervalley scattering
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procedure is almost impossible to perform in three-
dimensional momentum space. A more systematic
approach may be possible. ' If the threshold energy
is calculated for each k point, it can be easily included
in this simulation procedure. The impact ionization
probability can be calculated from the matrix element
for the screened Coulomb interaction. ' ' Howev-

er, here we use a simpler model demonstrated by

Keldysh ' and used by others. According to Kel-
dysh the probability of impact ionization can be
represented as

1PH t
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FIG. 7. Phonon scattering rate and the impact ionization

probability in GaAs as a function of electron energy. The
parameters are due to Littlejohn et al. (solid line) (Ref. 26)
and Vinson et al. {broken line) {Ref.33).

is known to be completely randomizing. For this

mechanism, once the final energy is calculated, those
mesh points whose energies are within the allowed

range are tabulated. One of them is then randomly

selected as the final state. The correct overall energy
loss is checked and ensured in our procedure.

Our treatment of phonon scattering processes
represents a compromise between accuracy and nu-

merical tractability. For a finite number of mesh

points, the energy separation between any two k

points is finite. For example, for our 156 mesh
points this energy separation can be as large as 60
meV. The allowed energy range during the scattering
must be large enough to bridge this gap in order to
assure the continuity of the energy band. In the limit

of infinitely fine mesh points, the allowed range for
final energy can be infinitely small. The number of k

points in this energy range for a given final energy is

proportional to the density of states at each region of
k space with this final energy. Therefore, in the limit

of infinitely fine mesh our procedure is correct, since
the scattering rate for deformation potential scattering
is proportional to the final density of states.

The impact ionizing collision is treated as an addi-

tional scattering mechanism. We assume an isotropic
threshold energy of 2.0 eV. Anderson and Crowell9

have sho~n that the threshold energy actually
depends on the k vector. However, their graphical

where E is the electron energy, E; is the threshold
energy, 1/r(E, ) is the scattering rate at E = E„and P
is a dimensionless constant which is usually much
larger than unity. This formula is valid for semicon-
ductors with large dielectric constants. We take P as
a parameter. P =-50—~has been used by Chwang
et a/. As shown by Baraff, ' and then by Chwang
the impact ionization rate does not strongly depend
on this-parameter as 1ong as P is large compared to
unity. The energy dependence of the impact ioniza-
tion probability for P =400 is illustrated in Fig. 7.

Once the scattering rate and the ionization proba-
bility are determined, the rest of the simulation pro-
cedure is similar to the conventional Monte Carlo
method. " The scattering probability [Lit/r(E) ] is
calculated at each time interval, ht, and compared
with a random number. This is necessary because of
the complicated E(k) relation. ht is taken to be ap-

proximate)y, o th the average drift time. The simula-

tion starts by releasing an electron with zero energy
at the bottom of the central valley. The energy and
the k vector of the e'lectron are traced. When impact
ionization occurs, the energy is reinitialized to zero to
start a new history. This is justified by the fact that
the resultant electron after ionization lies very close
to the bottom of the central valley. 9 The impact ioni-
zation rate can be obtained by averaging each dis-

tance that an electron travels until impact ionization
occurs over a sufficient number of ionizations. The
distance, Ax, traveled during each drift is calculated
either by accumulating a differential distance, vent, or
by utilizing the relation

EF. = eFAx

where EE is the energy gained during the drift. The
velocity u is ca)culated from the gradient of the E(k)
relation.

VII. RESULTS

A. Contribution of ballistic electrons

By terminating the simulation after the first scatter-
ing the electron suffers, the behavior of ballistic elec-
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trons can be studied. Additionally, we can determine
the extent which these ballistic electrons contribute to
impact ionization. Since there is no electron-initiated
threshold state in the (100) or the (111) direction, "
we only consider the (110) direction. We have also
changed the threshold energy to 1.7 eV, which is the
correct threshold energy in this direction. 9 Typically
100000 trials have been done for each electric field.

The result of the calculation shows that an electron
travels on the average approximately 200 A, for an

average time of 3 x 10 ' sec before the first scatter-
ing event. These numbers differ slightly for different
orientations. By counting those electrons which

cause impact ionization instead of scattering, we can
estimate the contribution of ballistic electrons to the
impact ionization rate. If the same scattering rate is
used as shown in Fig. 7 (known to give a good fit to
the Gunn effect26), we find no electrons (less than

0.001%) causing impact ionization. There may be
some uncertainties in the scattering rate, particularly
in the values of the deformation potential constants.
To find the maximum possible contribution of ballis-

tic electrons to impact ionization, a smaller scattering
rate has been tried. We have used the values given

by Vinson et al. ': Er &=0.4, Er L =0.38 eV,
D& ~=1.1 X10, and D~ L=2.8 &10 eV/cm. This
gives the scattering rate sho~n by the broken line in

Fig. '7. This rate is approximately half of the previ-
ous value. Using this scattering rate in our calcula-
tion we obtain the results shown in Fig. 8. This fig-

1 P E EgH

ure shows the probability that an electron causes im-

pact ionization prior to its scattering by a phonon as a

function of electric field. As can be seen, even at the
maximum (500 kV/cm for P = ~), only 0.2% of the
electrons causing impact ionization are "ballistic. "
Therefore we conclude that the contribution of ballis-
tic electrons to impact ionization is negligibly small if
our present understanding of the scattering rate is
correct. This conclusion negates the considerations
by Capasso et at. ' who suggested that ballistic elec-
trons give a non-negligible contribution to the total
ionization rate,

These "ballistic" electrons were discussed by
Shockley who called them "lucky" electrons. 4 We
have shown that Shockley's theory gives ionization
rates that are too small ~ It is interesting to note,
however, that the two curves in Fig. 8 show the
correct 1/F dependence as in Shockley's theory in

spite of the much more complicated band structure
and scattering rate that we used,

B. Transport properties and ionization rate

In the calculation of the impact ionization rate a

typical simulation consists of approximately 200000
to 400000 scattering events. Depending on electric
field this would give 40—300 impact ionization
events. Figure 9 shows a typical trajectory of the k

vector in the Brillouin zone for an electric field of
500 kV/cm in the (100) direction. The solid lines
represent the drift of the electron, and the broken
lines represent the scatterings from one end to the
next. When the k comes to lie outside of the Bril-
louin zone, it is placed back inside the zone to the
equivalent point. This is done by adding the appropri-
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FIG. 8. Probability of ballistic electron causing impact
ionization as a function of a reciprocal electric field.

FIG. 9. Typical trajectory of the electron k vector in the
Brillouin zone for an electric field of 500 kV/cm. The solid
lines represent the drift and the broken lines represent the
scatterings from one point to the next.
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FIG. 12. Electron mean free path in GaAs as a function
of electric field calculated by the Monte Carlo simulation
(steady state).

1.0

~ 0.8

C:
uj 0.6
C0
ID 0.4

LLI

o Q2

0
I

I I I 1! I Ill I I I I I I I Ii I I I l IT7r

I .I I si l I i I l

5 10 50 100
Electric FieId (kV/cm)

FIG. 11. Average electron energy in GaAs as a function
of electron field calculated by the Monte Carlo simulation.

ate reciprocal-lattice vector to the original k vector.
As seen from the figure the drift time is very short
because of the high scattering rate at higher energies.
The electron is frequently scattered over practically
the entire Brillouin zone.

Figure 10 shows how the calculated ionization rate
converges as the number of ionizations is increased.
Because of the limited computer time it has not been
possible to take averages over more than 300 ioniza-
tions. However, the convergence is fairly good after
10 ionizations. From this figure the statistical fluc-
tuation is estimated to be approximately 20%. The
problem of statistical fluctuation can be overcome by
repeating the simulation only for the high-energy
tail. 34 This has not been attempted in this work.

Figure 11 shows the average electron energy as a
function of the electric field. The reason for the
steeper increase beyond 100 kV/cm is not under-

stood, but may be related to the band structure. Fig-
ure 12 shows the electron mean free path as a func-
tion of electric field. In the electric field range where
impact ionization occurs, the mean free gath between
phonon scattering ranges from 50 to 30 A. This is in
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FIG. 13. Calculated electron drift velocity in GaAs at
room temperature compared with the experimental data
(Refs. 36 and 37). The calculated values are from the slope
of the E(k) curve (5) or from Eq. (11) (o).

agreement with previous data and the convention-
al Monte Carlo calculation. ' The reason that our
calculation agrees in this respect with the convention-
al interpretation which does not include a realistic
band structure is that the mean free path is mainly
determined by the average electron energy, which is
still small enough (-0.8 eV) for effective mass and
nonparabolicity corrections to be sufficient (at least in
certain k directions).

The calculated electric field dependence of the elec-
tron drift velocity is shown in Fig. 13. The broken
curve represents the experimental data by Ruch and
Kino36 at low electric field ((14 kV/cm), and by
Houston and Evans3" at high field (-20—100
kV/cm). The agreement is good over the entire
range of electric fields experimentally investigated.
The result using Eq. (11) gives much better fit than
the result using the slopes of the E(k) relation. It is
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FIG; 14. Calculated impact ionization rate of an electron
in GaAs with an electric field in three crystallographic direc-
tions as a function of a reciprocal field. The shaded region
indicates the range of available experimental data (Fig. 1).
Within statistical uncertainty, we do not observe any orien-
tation dependence.

suspected that the accumulation of numerical errors
in the slope calculation is responsible for the
discrepancy. The slight deviations between theory
and experiment at higher fields are believed to be
mainly due to the pseudopotential band structure
which gives the satellite valley effective masses larger
than are usually assumed. From Fig. 13 it can also
be seen that the calculations describe quantitatively
the Gunn effect. This means that the method can
simulate polar optical scattering as well as intervalley
scattering, and that the transition from polar optical
scattering (low-energy region) to intervalley scatter-
ing (high-energy region) is accomplished smoothly.

Figure 14 shows the calculated electric field depen-
dence of the impact ionization rate in GaAs for three
different crystal orientations. %'e have assumed
P =400. The shaded region indicates the range
covered by the experimental data (Sec. II). The
agreement is fair, considering the uncertainty in the
scattering rate at higher energies. The inclusion of
upper bands is expected to increase the calculated
ionization rate slightly, and therefore to improve the
fit to the experimental data. Note, ho~ever, that the
calculation shows within statistical uncertainty
(-20%) no orientation dependence for the ionization
rate. This contradicts previous interpretations of the
experimental data by Pearsall er al. ts (Fig. 2).
Another way to calculate the orientation dependence
is rotating the electric field direction from one axis to
another. The result is shown in Fig. 15 for an elec-
tric field of 400 kV/cm when the field is rotated from
the (110) to (111)direction. Again we do not see
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FIG. IS. Calculated impact ionization rate of an electron
with an electric field of 400 kV/cm in several directions
between the (110) and (111) directions.

any orientation dependence within the statistical un-
certainty. A solution including this rotation of the
electric field can be obtained only by the Monte Carlo
method. The effect of changing the value of P has
also been examined. Varying P from 50 to 400 we
have obtained practically the same impact ionization
rate. This confirms the result by Baraff' and
Chwang that the ionization rate is insensitive to the
ionization probability as long as it is much larger than
the probability of phonon scattering.

For a better understanding of how the electrons ac-
quire the high energies, and how impact ionization is

actually accomplished, we show in Figs. 16 and 17
the variation of electron energy after each scattering
event for electric fields of 500 and 100 kV/cm,
respectively. In the case of 500 kV/cm, the electron
energy stays around -0.7—1.2 eV most of the time,
but the electron occasionally escapes phonon scatter-
ing and moves up to higher energi'es. In Fig. 16 we
can see -4—5 spikes which reach to -1.8 eV. %hen
an electron reaches 2.0 eV, it causes impact ioniza-
tion. %e can think of these electrons as the "lucky
electrons" in Shockley's theory, and those electrons
around the average energy as the diffusing (in ener-
gy) electrons in Wolff's theory However, a.s seen in

the figure this classification is not very distinct. Even
those electrons in the spikes suffer several scatterings
before they reach the peak energies. Our results,
therefore, contain Shockley's and Wolff's notions of
ionizing electrons as does Baraff's theory (but we
have much more general conditions). Using Baraff's
word, ' the notion of ballistic electrons by Shockley and
diffusing electrons by %olff are "complementary" in
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FIG. 16. Variation of electron energy after each scattering
event for an electric field of 500 kV/cm obtained with a
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FIG. 17. Variation of electron energy after each scattering

event for an electric field of 100 kV/cm.

determining the impact ionization rate. This is due
to the fact that the height of spikes (in Fig. 16)
depends on the average energy of electrons. It is also
important to note the difference between our ionizing
electrons and Shockley's "lucky" electrons. Shock-
ley's "lucky" electrons start from zero energy, escape
the phonon scattering completely, and impact ionize.
The ionizing electrons of our result start at the aver-

age energy and reach ionization threshold after a few

scattering events. This explains why Shockley's
theory badly underestimates the ionization rate, since
he neglected electrons which are scattered at inter-
mediate energy.

A Monte Carlo simulation of high-field transport in

GaAs employing a realistic band structure has been
described. The method has been used to study the
impact ionization mechanism in GaAs. The band
structure of GaAs has been calculated using the em-
pirical pseudopotential method. Partly due to lack of
information and partly for simplicity, we have used
simplifying assumptions for the phonon scattering
rates, the ionization threshold energy, and the ioniza-
tion probability. This, however, is not an inherent
limitation of the method. Unlike previous theories of
impact ionization, the method requires, in principle,
no adjustable parameters as long as the band struc-
ture and the scattering mechanism are known. The
method has provided new results and increased the
.understanding of high-field transport and impact ioni-
zation in GaAs. The calculated drift velocity, the
mean free path, and the impact ionization rate are in
fair agreement with some of the published experi-
mental data. The inclusion of the higher conduction
bands is expected to further improve the fit. We do
not expect, however, to obtain the anisotropy meas-
ured by Pearsall et al. ' In our opinion this anisotro-

py is not a consequence of the band structure, but is
rather caused by crystal defects or other effects not
yet understood. It is found that the contribution of
ballistic electrons to the impact ionization rate is

negligibly small. Shockley's theory, therefore, badly
underestimates the ionization rate. We have con-
firmed that the impact ionization rate is rather insen-
sitive to the ionization probability above the thresh-
old energy as long as the probability is much larger
than the phonon scattering rate.

Based on the results of the simulation, a general
discussion of impact ionization has been given. We
find that typically electrons stay around an average
energy and experience a large number of phonon
scatterings. Occasionally electrons escape phonon
scattering and move up to higher energy. Some
reach ionization threshold after a few scattering
events. This feature is seen in Fig. 16. It can be
considered as a combination of Wolff's and Shock-
ley's notion of ionizing electrons, but the distinction
is rather vague. The reason for the success of
Baraff's t'heory is that his theory also contains this
feature. However, because of his formulation using
distribution functions, the physical picture is not as
clear as in our result (Fig. 16). Moreover, our
method includes realistic scattering mechanisms and
band structure.

Unlike previous theories of impact ionization, the
present method can in principle be applied to any
semiconductor. The method can be used for both
polar and nonpolar materials. This is obvious from
the-successful simulation of the Gunn effect, which
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contains the transition from polar optical scattering to
intervalley scattering. The calculation of hole-
initiated ionization rates should also be possible,
although presently our understanding of hole tran-

sport is not as deep as electron transport. This is im-

portant for the understanding of the operation of
photodetectors, since their performance depends on
the ratio of electron- and hole-initiated ionization
rates. It should be understood that the method is

quite versatile in its application. A transient Monte
Carlo method including the band structure may be
used to investigate the orientation dependence of the
avalanche response time. 38 Finally the inclusion of

the position dependence should enable us to study
the effect of the "dark space. ""
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