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Macroscopic theory of pulsed-laser annealing. I.Thermal transport and melting
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Pulses of radiation from ruby and Nd: YAG Q-switched lasers have been used recently to anneal the lattice damage
caused by ion implantation of semiconductors. Other similar applications include the laser-induced diffusion of thin

dopant films deposited on the surface of samples, recrystallization of doped amorphous films deposited on single-

crystal substrates, and the removal of precipitates present after conventional high-temperature dopant diffusion. All
of these processes can be understood in terms of models and calculations based on macroscopic diffusion equations
for heat and mass transport, cast in a finite-difference form to allow for the temperature and spatial dependences of
the thermal conductivity, absorption coefficient, reflectivity, and other quantities. Results of calculations on silicon
with the models show that the near-surface region of a sample can melt and stay molten for times of the order of 100
nsec during which dopant diffusion in the liquid state and nonequilibrium segregation during ultrarapid
recrystallization are sufficient to explain the major features of the experimental results. In this paper, a description
of the model used in our heat-transport calculations is given. Results of the modeling are illustrated by a variety of
calculations which should be of particular interest to experimentalists working with pulsed-laser annealing. These
results include, e.g., the effects of pulse duration, shape, and energy density, the effects of assumptions made about
the latent heat of amorphous silicon, the effects of substrate heating, the role played by the absorption coefficient in

determining melt-front penetration, and the duration of surface melting.

I. INTRODUCTION

This is the first in a series of papers on the
macroscopic theory of laser annealing by pulsed
lasers. In these papers, we discuss the physical
and mathematical models we have used during the
past 2-3 years for calculations of heat transport
and dopant diffusion. during pulsed-laser annealing
of ion-implanted silicon 6 and give selected re-
sults of the calculations. The same models have
also been applied to laser-induced diffusion of
surface-deposited dopants7 and to recrystalliza-
tion of doped amorphous silicon deposited on sili-
con substrates. a These three techniques for the
laser-assisted doping of the near-surface regions
of semiconductors have many features in common
and for simplicity we will frequently use the term
"laser annealing" to refer to them collectively.
Most of the calculations of heat and mass trans-
port are based on conventional macroscopic diffu-
sion equations cast in a finite-difference formula-
tion so that the space, time, and temperature de-
pendence of various physical parameters such as
the thermal diffusivity, specific heat, absorption
coefficient of the laser radiation, etc. , can be in-
cluded in the models. A number of mechanisms
for the interaction of the laser radiation with the
sample will be listed but no attempt will be made
here to assess the relative contributions of these
mechanisms to the absorption coefficient. Also,
the transfer of energy from the electronic system
to the lattice will not be discussed except for

some fairly general observations. For these and
other reasons we will refer to the development
given in these papers as the macroscopic theory
of pulsed-laser annealing, thus explicitly recog-
nizing that extensive development of the micro-
scopic theory is still required.

Our discussion will be restricted entirely to the
melting model because the experimental evidence
that melting occurs is very strong and because of
the remarkable agreement between experiment
and theory which is obtained with this model. The
ref lectivity change exhibited by semiconductors
during intense laser irradiation has been studied
since about 1964. In some of the earlier papers,
this ref lectivity change was attributed to the high
density of photogenerated carriers, i.e. , to an
electron-hole plasma. However, Blinov et al. s

concluded already in 1967 that this explanation did
not fit their data on the absorption of long-wave-
length radiation during irradiation of Si and GaAs
with a high-power Q-switched ruby laser. They
argued instead that the ref lectivity change was
due to the melting of a thin surface layer. A
crucial question for the applicability of the melting
model, at least in the form used here, concerns
the lifetime of electron-hole pairs during intense
laser irradiation and the transfer of energy from
the electronic system to the lattice. There is a
fairly substantial body of literature on this topic
and virtually all of the experimental data indi-
cate that the electron-hole recombination time is
between 10 "and 10 ' see. In fact, Svantesson
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et al. ' found that in silicon the pulse width and
shape of the recombination radiation in the region
around 1.1 eV (indirect band gap of silicon)
tracked the 30-nsec excitation pulse almost
identically except for a very-low- intensity
(«1% of primary) component which lasted for
times of the order of a few microseconds. From
the decay characteristics of the radiation, the
authors concluded that the fast component of the
recombination was due to Auger processes. In

the earliest Soviet literature" on laser annealing
it was recognized that melting of the near-surface
region might explain a number of the experimental
results on dopant profile spreading. However, the
early results were not always consistent with one
another and this led some Soviet investigators" to
speculate that thermal models alone could not ex-
plain their results. These early experiments were
carried out under conditions which were not ideal
and the dopant profiling was done almost ex-
clusively by the technique of anodic oxidation and

stripping rather than by the more precise methods
of Rutherford backscattering and SIMS (secondary
ion mass spectroscopy). Furthermore, no de-
tailed numerical calculations of temperature pro-
files, motion of the liquid-solid interface, and
dopant redistribution were made. In fact, the
calculations of Ref. 1 to interpret experimental
data obtained at Oak Ridge National Laboratory
(ORNL) and similar calculations by Baeri et al. '3

were the first to show convincingly that the near-
surface region could melt and that dopant diffusion
in the liquid state could explain the pronounced
profile spreading which is observed after pulsed-
laser annealing. At approximately the same time,
experiments by Auston et al. '4 on the ref lectivity
change during laser annealing of Si and QaAs gave
rather convincing evidence that surface melting
did occur; other experiments subsequently rein-
forced this conclusion. ' It is possible, in spite of
the evidence to the contrary, to maintain that
melting does not occur, that the ref lectivity
change is due to the very high density of laser-
excited free carriers, '8 and that some form of
"radiation- enhanced" diffusion is responsible for
the long-range diffusion of dopants. A theory,
which has yet to be constructed, along such lines
would have in the end to give almost identical re-
sults to the theory discussed here and in the
other papers of this series.

In this first paper, we concentrate on descrip-
tions of the basic models for the heat-transport
calculations, the computer program which has
been used to implement the models, and some of
the results of the calculations. The paper is
organized into five sections. In the next section,
the physical and mathematical models used in the

calculations are presented. In Sec. III, the com-
puter code HEATING5" and its adaptation to laser
annealing calculations are discussed. In Sec. IV,
selected results of the calculations are given and
these results and some of their implications are
discussed in Sec. V. The last section contains
some brief concluding remarks.

in which P(x, t) is the heat-generation function. D
is the thermal diffusion coefficient which involves
the thermal conductivity K, the specific heat c,
and the density d of the sample material. The
calculations wil1. show that during pulsed-laser
annealing, -- the temperature of the sample may be
raised in a few nanoseconds from ambient to the
melting point and even through the vaporization
point, if the laser pulse is sufficiently energetic.
Over these temperature ranges the thermal con-
ductivity and specific heat are far from constant,
as can be seen in Fig. 1. The thermal conductivity
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FEG. 1. Temperature dependence of the thermal con-
ductivity and specific heat of silicon. The modification
of E for the amorphous material is an estimate based
on the behavior of glassy materials.

II. PULSED-LASER ANNEALING

A. Heat-diffusion equations

In the experimental situations assumed in this
paper, the geometry of the sample and of the an-
nealing configuration is such that ideally the heat-
conduction problem is well represented by the
one-dimensional diffusion equation. ' The heat-
generation function is determined by the interac-
tion of the laser radiation with the sample and
the subsequent transfer of the energy to the lat-
tice. For a sample in which the materials pa-
rameters are dependent only on x, the differential
eIluation for the temperature T(x, t) is

BT(x, f) 8 ~ BT(x, t)
at Bx Bx
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B. Boundary conditions

In the few calculations carried out with Eq. (1),
we assumed the boundary conditions

8T(x, t) =0 and T(x, t) ~„„=const.
BX & p

(3)

The first equation implies that no heat is lost from
the front surface while the second reflects the
fact that the sample is thick enough to act as a
good heat sink. More complex boundary condi-
tions were used in the finite-difference formula-
tion. Both radiative and convective heat transfer
from the front surface were allowed although the
calculations almost invariably showed them to be
negligible. For practical reasons, the finite-dif-
ference approach requires the sample to have a
finite thickness and after some experimentation
this thickness was chosen to be 10 p, m. The tem-
perature of the back surface was assumed to be
held at 20 C except when otherwise noted.

C. Heatgeneration function, reflectivity
and absorption coefficient

In laser annealing, the ref lectivity, effective
absorption coefficient of the material, and energy-
transfer rate to the lattice and the energy density
and pulse duration time of the laser pulse largely

and specific heat data shown in Fig. 1 are from
the compilation of Goldsmith et al. '9 More recent
measurements give somewhat different values
which, however, have only small effects on a
typical ca,lculation. The value of K in molten sili-
con was found by relating the thermal to the elec-
trical conductivity via the Wiedermann- Franz
law. 2' Equation (1) cannot be used when D is
strongly temperature dependent and phase changes
occur, and a more complex formulation of the
problem based on finite differences is required.

In finite difference form, Eq. (1) is replaced by
a system of equations derived from a heat-balance
condition at each of a set of points along the x
axis. For the ith point not at a front or back sur-
face this condition is expressed by

C T~+ f' —T~ 4 +1
' '=PP+ g;K;, (T;", —T;"). (2)

f5=

T,", is the temperature at time t„of the i+ m

point immediately adjacent to the ith point, ;K;,
is the thermal conductance between points i and
i+m, C,. is the heat capacitance of the material
associated with point i, and P,"- is the heat-genera-
tion rate in the latter material at time t„. We
have used a general-purpose heat-conduction com-
puter program described in the next section to
solve the system of equations.

determine the heat-generation rate at each point
in the sample. The function P,"in .Eq. (2) can be
written as

P,"= (1 —R",)E("

in which R"; is the ref lectivity and E,." the absorp-
tion function for the ith layer at time I;„. Both R";

and F;" can be complicated functions of those ma-
terial and physical parameters describing the ith
layer at time t„. A number of these parameters
show large changes when the material undergoes
a change of phase. Thus R"; and E," can change
continuously with time and distance as the melt
front advances into the sample during the laser
pulse. Although our computer program can handle
such complexities, their inclusions would take
large amounts of computer time and are difficult
to justify at this stage in the development of laser
annealing. The approximations we have made for
treating the variations of R"; and F," are discussed
in the following paragraphs.

In all of our calculations thus far, we have as-
sumed that reflection of the laser energy occurs
entirely at the surface. Reflection of energy due
to changing density, doping levels, lattice damage,
etc. , in layers beneath the surface layer are ig-
nored except insofar as they contribute to an ef-
fective reflection coefficient at the surface. The
ref lectivity of silicon increases by about a factor
of 2 when the material melts. This is the most
important ref lectivity effect in laser annealing and
it is modeled in the calculations by providing a
ref lectivity switch which is activated when the
material melts. Since reflection of light is not
entirely a surface effect the question arises as to
when the switch should be activated. After some
experimentation we decided to let this occur when
the melt front penetrated to a depth of 50 A. Be-
cause of other uncertainties in laser annealing
experiments and calculations this choice is not
very crucial.

The ref lectivity of amorphous silicon in the
wavelength range of interest here is somewhat
greater than that of perfect crystal silicon (-0.40
compared to -0.32) and high doping levels, lattice
damage, surface roughness, thin films deposited
on the surface, etc. , may also alter the reflec-
tivity. Because it would be virtually impossible
to include all of these effects, we have generally
allowed for only two different ref lectivities which
we denote by R, and R, where c and m stand for
crystalline (or solid) and molten, respectively.
Only one measurement of the optical properties
of molten silicon is reported in the literature be-
fore the laser annealing experiments of Ref. 14.
From the data of Shvarev et al. , R =0.70 at A,

=0.693 LILm and normal incidence can be ex-
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tracted; results in Ref. 14, however, suggest a
somewhat smaller value. In virtually all of the
calculations described in Refs. 3—8, a value of
R =0.60 was used with satisfactory results. It is
likely that uncertainties in the other input data are
more than enough to compensate for small varia-
tions in the choice of R . Therefore for all of the
calculations in this paper, with the exception of
those leading to Fig. 2, we have taken R, =0.35
and R =0.60.

There are many discussions in the literature of
the absorption mechanisms of intense laser radia-
tion in solids. For our purposes the paper by
Qrinberg et al. on the absorption of laser radia-
tion and the creation of damage by that absorption
gives a succinct summary. Those authors identify
four absorption mechanisms likely to be important
in semiconductors, i.e.,

(1) Direct excitation of lattice vibrations by
absorption of light with photon energy (kv) well
below the band-gap energy (E~);

(2) Excitation of free or nearly free carriers
by absorption of light with hv &E~; such carriers
will always be present as a result of finite temper-
atures and/or doping;

(3) An induced metallic mechanism due to free
carriers generated by the laser light itself;

(4) Electron-hole excitation by light with
hv&g~.

In addition to these effects, which occur even
in perfect crystals, the ion-implantation process
itself alters the nature of the absorption in semi-
conductors. In undoped single-crystal Si, the ab-
sorption coefficient k at a wavelength of X=0.694
p, m (ruby laser) and at low light intensities is ap-
proximately 3 x.103 cm '. 4 Under the same condi-
tions in amorphous Si, k increases to a value of
—5 x 10 cm . In ion- implanted semiconductors,
the lattice damage created by implantation depends
on the dopant, the implantation energy, and the
dose. In many cases, such as 100-keV implanta-
tion of As in Si, the near-surface region is driven
almost completely amorphous. We may expect
that for most implantation conditions and wave-
lengths of laser radiation the energy will be ab-
sorbed in both the damaged and the undamaged
regions of the sample. From these considerations,
it can be seen that the absorption may vary strong-
ly and in a complex manner with the distance from
the front surface of the sample. Experimental data
for the dependence of the absorption coefficient on
position in the sample and on light intensity in cir-
cumstances approximating those encountered in
laser annealing are still sparse. Thus, although
the computer program we use can treat spatial-
and intensity-dependent absorption, its full flexi-
bility has not been used.
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of temperature-dependent thermal conductivity and
specific heat and of melting.
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When k is independent of x0 this reduces to the
usual simple exponential form. The form of I(x)
which we have used most often in determining the
F;" of Eq. (4) is obtained by assigning a constant
value to k for those layers in. the implanted,
damaged, or noncrystalline region and another
constant value for the layers in the crystalline or
undamaged region. The sum of the F;" over the
space and time intervals is, of course, normal-
ized to give the total absorbed energy density.
Calculations with more general assumptions about
the spatial dependence of k have also been made
on occasions but these calculations will not be
discussed in this paper.

The absorption coefficient in silicon, like the
ref lectivity, is strongly dependent on the melting
of the near-surface layer. In fact, molten silicon
is metallic and thus k may increase from -104
cm to —106 cm when the near- surface region
of the sample melts. In spite of this large change,
the effects on the temperature calculations are
not nearly as large as those produced by the
change in ref lectivity on melting. The reason
for this will be discussed in Sec. V.

In this paper, we will consider that we have

The following approach has been used in the cal-
culations. At low light levels, the change in light
intensity dI due to absorption in a differential ele-
ment of the sample is

dI=- k(x)Idx,

which integrates to
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three absorption coefficients to deal with, namely,
k, (crystalline region), k~ (doped or damaged re-
gion), and k (molten or metallic state).

D. Carrier diffusion

Recently, Yoffa'~ has carried out calculations
which seem to imply that the diffusion of the hot,
dense gas of electrons and holes generated during
laser annealing plays a very important, if not
dominant, role in determining the temperature
rise of the lattice. The idea is that at the high ex-
citation rates used in pulsed-laser annealing, the
laser energy is given to the lattice within a char-
acteristic depth determined primarily by carrier
diffusion rather than by the absorption coefficient
of the sample. The importance of carrier diffu-
sion under conditions closely approximating those
of laser annealing has been discussed previously
by Blinov et al. 9 who found the effect important in
GaAs but not in Si. For reasons which we will
discuss in Sec. V, we believe that our cal.culations
show that carrier diffusion is a rather minor ef-
fect in most of the experiments we are attempting
to model.

E. Latent heat of fusion

The latent heat of fusion is less for amorphous
silicon than for single- crystal silicon and pre-
sumably the melting points differ also. Reliable
information about these quantities in ion- implanted
materials is not available. There are some in-
dications that the latent heat of amorphous silicon
may be roughly sixty percent of the single-crystal
value and this has led to speculation that this
would be an important effect in laser annealing.
Our models have provisions for this difference in

latent heat and we frequently make use of it. How-

ever, for reasons which we shall discuss later,
the differences in latent heat are not likely to be
of major importance in determining the melt-front
position.

III. DESCRIPTION OF THE COMPUTER
PROGRAM HEATING5

A. Finite difference equation

The computer program HEATING5, is a general-
purpose heat-conduction code previously developed
at ORNL. It solves steady-state and transient
heat conduction problems in one, two, and three
dimensions for Cartesian, cylindrical, or spheri-
cal coordinates. The physical problem is approxi-
mated by a lattice of nodes, each associated with
a small volume. Intersections of orthogonal planes
define the nodal system. The planes may be un-

equally spaced, but of course they must extend

to the outer boundaries of the material system
under consideration. Heat may flow between ad-
jacent nodes along paths parallel to each coordi-
nate axis. Thus, for a three-dimensional problem,
flow occurs between an internal node and its six
neighboring nodes. The system of equations de-
scribing the temperature distribution is derived
from a heat-balance condition at each node. For
example, the finite-difference, heat-balance equa-
tion for node i lying in the bulk of the sample is
generalized from Eq. (2) to

C ~T". 't —TT~ —Tg, ~"+;K" T" —T" 7
ra= 1

Here, T" is the temperature of node m adjacent
to node i at time t„, ;K is the conductance be-
tween nodes i .and m, C; is the heat capacitance
of the material in the small volume around node
i, and I'"; is the heat-generation rate in this vol-
ume at,time t„. For a three-dimensional prob-
lem, one C, one P, and six K's may be associated
with each internal node at a particular time, I;„.
By choosing the increments between nodal lattice
points and time steps small enough, the solution
to the system of equations yields an accurate ap-
proximation to the appropriate differential equa-
tion. Suitable space and time increments can be
determined for each application by successive
reduction in the increments until there i,s an ac-
ceptably small change in the solution. Space-
and time-dependent heat generation and tempera-
ture-dependent thermal properties are relatively
easy to incorporate into calculations with
HEATQ465. The time- and temperature-dependent
properties can be given as tables and the program
will interpolate to obtain the values required at
any step.

B. Phase change

HEATING5 monitors the temperature at each node
and therefore is able to recognize whether or not
the material of a node is ready to undergo a phase
change. If it is, the node's temperature is main-
tained at the transition temperature until the net
heat content exceeds the node's latent heat of phase
change. After the phase change, the node's tera-
perature is again determined by the conductive
heat-transfer equation. The ratio of the node's
heat energy above that required to just reach the
transition temperature to the latent heat required
for phase change is called the transition ratio.
The transition ratio can be interpreted either as
a measure of the fraction of the node's material
that has completed the phase change or as the ex-
tent to which all of the node's material has com-
pleted the phase change. In the former case, the
node's volume is comprised of regions of solid
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and liquid material separated by the phase inter-
face. In the latter case, the node's volume con-
tains material in a two-phase mixture sometimes
referred to as "slush. ". In a heat-transfer prob-
lem dominated by conduction from a small region
in which heat is generated, the former case will
exist and the transition ratio can be used as an
interpolating function to determine the location of
the phase interface within the node's volume.
This interpolating technique is easily applied to
one-dimensional problems since the transition
ratio is just equal to a fraction of the node's
length. Its application to two- or three-dimen-
sional problems is obviously not as straightfor-
ward,

When heat is generated nearly uniformly through-
out extended regions of a sample (as with laser
radiation of low absorption coefficients) it is pos-
sible for the material in those regions to undergo
melting at approximately the same rate. A definite
phase interface may be difficult to locate in such
cases and the entire region can be a slush or
transition zone. Transition zones have been ob-
served in many of our calculations but with the
conditions we emphasize here they disappear very
quickly after the laser pulse has terminated.

C. Numerical methods (Ref. 27)

The point successive over- relaxation iterative
method and a modification of the

'
Aitken 62 ex-

trapolation process are used in HEATING5 to
solve the finite difference equations which approxi-
mate the partial differential equations for a
steady- state problem. The transient problem may
be solved using any one of several finite-difference
schemes. These include. an implicit technique
which can range from Crank-Nicolson to the classi-
cal implicit procedure, an explicit method which
is stable for a time step of any size, and the
classical explicit procedure which involves the
first forward time difference. The solution of the
system of equations arising from the implicit
technique is accomplished by point successive
over- relaxation iteration, and includes procedures
to estimate the optimum acceleration parameter.
The time-step size for implicit transient calcula-
tions may be varied as a function of the maximum
temperature change at a node. Transient problems
involving materials with change-of-phase capabili-
ties cannot be solved using the implicit technique
with the present version of HEATING5. Therefore,
the numerical method utilized in the heat-transfer
analyses was the modified explicit technique or
Levy method. 5'" This technique allows stable
calculations with time steps much larger than the
node's stability criterion for the classical explicit
method by utilizing a three-time-step explicit

scheme. (The stability criterion is the maximum
allowable time step for a stable calculation with
the classical explicit technique. ) The Levy method
enables a large reduction in computing cost for a
transient analysis, with minimal loss of accuracy.

D. Space and time increments

Increments on the space and time grids ean be
chosen to give satisfactory results for a variety
of closely related problems. Major extensions of
a model to radically different conditions may re-
quire a redetermination of the space and time
increments. These choices almost always involve
a compromise between accuracy and computer
time. In most of our calculations, we have used
a minimum grid increment at the surface of 1
x10 8 cm. This increment can be increased sig-
nificantly in those regions of the crystal where
the temperature is slowly varying. The time in-
crement was allowed to vary with the laser power
and/or pulse duration and ranged between 2 x 10 '3

and 10 "sec.

IV. CALCULATIONS AND RESULTS

A. Definition of two models and discussion
of input data

Two basic models have been used in most of the
calculations to be described below. In one model,
the absorption coefficient is assumed to have some
average, constant value throughout the sample; this
is usually indicated on the figures by putting k,
=k~. Such a model is suggested by (a) ion im-
plantation of light ions such as boron in silicon
where the implanted region is not made completely
amorphous and the nature and extent of the damage
is not very well defined, (b) multipulse annealing
where it is known that after the first laser pulse
the damage in the implanted layer may be com-
pletely removed, and (c) laser-induced melting of
undoped, crystalline samples. Because of the
absence of a well defined damaged region in these
eases, we refer to this as the crystalline or c
model. In the second model, a reasonably well
defined amorphous region is assumed to be pres-
ent. This model is expected to apply to the im-
plantation of heavy ions into silicon in certain
energy ranges and to samples on which an amor-
phous layer has been deposited by sputtering, e-
beam deposition, etc. In the calculations, the ab-
sorption coefficient has one value (k~) in the
damaged region and some other value (k,) in the
undamaged, crystalline region. We will refer to
this model as the amorphous or a model.

The input data for the calculations consists of
the thermal conductivity K, specific heat c, density
d, ref lectivity R, absorption coefficient k', latent
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heats of fusion (crystalline L, and amorphous L,)
and vaporization L„, the corresponding tempera-
tures T„T„and T„at which the phase changes
occur, the starting temperature of the sample T„
the laser-pulse shape, duration 7„energy density
E„and the parameters in the expressions for the
radiative and convective heat transfer from the
front surface. Most of these data are summarized
in Table I and discussed below.

The density of silicon is only weakly temperature
dependent in the solid but it increases by approxi-
mately 10% on normal melting of bulk samples.
There is some indication that the lattice changes
which occur during laser annealing of doped sili-
con are one-dimensional effects. This may imply
that similar one-dimensional effects occur during
the ultrarapid melting and resolidification charac-
teristic of laser annealing and that the density
change in the thin surface layer is significantly
smaller than in bulk samples subjected to equilib-
rium melting. Because of uncertainties involved
in other quantities we have kept the density fixed
at d =2.3 g/cm3. The specific-heat data given in

Fig. 1 has been used in all of our calculations to
date.

Limited calculations to test the sensitivity of
the results to assumptions about K, R, L„and
T, have been carried out. Unless stated other-
wise the data for K given by the solid squares in
Fig. 1 has been used in the calculations. As al-

ready mentioned, in virtually all of the calcula-
tions discussed in this paper, the ref lectivity of
the solid material was taken to be 0.35 and that of
the liquid 0.60. Later we may wish to distinguish
more carefully between the ref lectivity of the
amorphous and crystalline material and also vary
R, the ref lectivity of the molten material. En

those models where an amorphous layer is as-
sumed to be present, we will generally t'ake L,
=0.6L, and T, = T,. Further details of our
choices of values for K, R, L„and T, are given
below. Extensive variations of the laser pulse
parameters and of values of the absorption co-
efficient have been made and these will be dis-
cussed as we proceed.

B. Melting of near-surface region

Examples of the most important results of the
temperature calculations are given in Figs. 2-5.
Figure 2 shows calculated temperature profiles
at the termination of a 1.5 Jjcm2 (E, =E on this
figure), 60-nsec laser pulse. These results are
from our earliest calculations with the c model
in which the ref lectivity was not allowed to change
on melting; they are used here only for illustra-
tive purposes. The top curve is a typical tempera-
ture distribution obtained from Eq. (1) when
melting is not allowed and the thermal conductivity
and specific heat are assumed to be constant with
temperature. Comparison of the top and middle

TABLE I. Input data and symbols for the calculations.

Quantity Symbol Value and comments

thermal conductivity
specific heat
density

reflectivity
solid

liquid

absorption coefficient
latent heats

crystal
amorphous
vaporization

phase-change temperatures
crystal
amorphous
vaporization

substrate temperature
amorphous layer thickness

laser pulse
duration
energy density

K
C

d

Rs

Lc

Lv

Tc

Ts
X

see text and Fig. 1
Fig. 1
2.3 (-10/f) change on melting

ignored)

0.35 small differences between
R for crystalline and
amorphous Si ignored

0.6 (see text)
see text

430 cal/g
0.06Lc(crude estimate)
2535 cal/g

1410 'C
1410 and 1000 'C (see text)
2315 'C
20 C for most calculations
0.15 p,m for most calculations

with the a model

varied
varied
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curves shows the importance of the temperature
dependence of K and c. The lowest curve was ob-
tained from a calculation which allowed for a phase
change (melting) as well as for temperature-de-
pendent thermal conductivity and specific heat.
This curve, indicates that the crystal melted to a
maximum depth of almost 0.85 p, m at the termina-
tion of the laser pulse. However, because of the
neglect of the ref lectivity change on melting the

melt-front penetration is somewhat greater than it
would be in a real sample.

Figures 3(a) and 3(b) show a series of tempera-
ture profiles at various times up to 200 nsec after
25-nsec pulses (FWHM) of E, =1.75 J/cm~ and
1.25 J/cm, respectively. The crystalline model
with k, = k~ = 3 x 104 cm ' and with a ref lectivity
increase from 0.35 to 0.60 on melting was used for
these calculations. From data such as those
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FIG. 3. (a) Temperature as a function of distance from the front surface of the sample at several different times
during and after a 25-nsec, 1.75-J/cm~ pulse. These results are for the c model in which the absorption coefficients
kz and k in the damaged and crystalline regions, respectively, have the same value. (b) The same as (a) but for a
25-nsec, 1.25-J/cm~ pulse.
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plotted on this figure and other data on the phase
interface (Sec. IIIB), the position of the melt
front as a function of time can be obtained, Il-
lustrative results are shown in Fig. 4. In the
calculation for a 1.5-J/cm2 pulse, the melt front
very rapidly penetrated to a depth of about 0.6 p, m
in the solid, before receding back to the surface
with the remarkably high velocity of -4 m/sec.
While this occurred, a region about 0.3 p, m thick
remained in the molten state for almost 100 nsec.

Figures 3 and 4 provide the key to understanding
the physical basis of pulsed-laser annealing.
Much of our work has been directed toward ob-
taining melt-front histories such as those con-
tained in Fig. 4 for a variety of assumptions about
the thermal conductivity, absorption coefficient,
ref lectivity, pulse duration time, etc. We turn
now to examples of some of these calculations and
to a number of questions of practical concern to
experimentalists.

0.8
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FIG. 4. Melt-front position as a function of time for
the model used to obtain Fig. 3,

C. Effects of various assumptions about the
thermal conductivity

The data for K (crystal) in Fig. 1 were used in
virtually all of our calculations. There are many
sets of thermal-conductivity data for Si in the
literature and the discrepancies between the
various sets are not always small. To test the
sensitivity of our results to uncertainties in the
values of K, we first carried out a calculation in

which K was arbitrarily decreased by 50% through-
out the entire temperature range. In all other re-
spects, the calculation was identical to that in Fig.
4 for the 1.25- J/cm' laser pulse. The results with
and without the reduction are shown by curves
marked with + and a, respectively, on Fig. 5.
The difference between the maximum melt-front
penetrations for the two curves is not great but
the differences between the melt-front velocities
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FIG. 5. Melt-front position as a function of time for calculations designed to test the effects of changing the thermal
conductivity and melting temperature. On this figure, the subscript am stands for "amorphous"; E& is the total
energy absorbed (Jjcm ) during the laser pulse.
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and the duration of surface melting are significant.
As already discussed in IIC above, the ion-

implantation process may make the implanted re-
gion almost totally amorphous. We do not know

of any data in the literature on the thermal con-
ductivity of amorphous silicon and its temperature
dependence. However, from data on other amor-
phous and glassy materials, we might expect
K(T) to be modified in the low-temperature re-
gion to a form somewhat like that given by the
open triangles on Fig. 1. With these modified
data, denoted by K, we repeated the basic cal-
culation of Sec. II C-with the melting point held at
1410 C and obtained the results shown by the
dashed curve on Fig. 5. For the purposes of this
test, K,m was assumed to hold for just the damaged

region, which in 100-keV As-implanted silicon is
only about 1500 A thick; in the rest of the sample
K(crystal) was used. Of course, in the calcula-
tions of this section the thermal conductivity after
melting and during resolidification was again as-
sumed to have the crystalline values given by the
solid squares in Fig. 1. It can be argued that the
melting point of the amorphous material should
also be made lower than that of the crystalline ma-
terial. The curve marked with ~ on Fig. 5 gives
the results when. the basic calculation is repeated
with K, and with the melting temperature lowered
to 1000'C. Again, the effects are not great. The
reasons for this lack of sensitivity to the thermal
properties of the amorphous region will be dis-
cussed in the next section.

D. Latent heat in the amorphous layer

E. Effects of pulse shape, duration, and energy density

During the operation of a Q-switched laser for
laser annealing the energy density may be varied
over wide ranges deliberately to control the depth
of melting. However, there will also be fluctua-
tions from pulse to pulse in the energy density,
the pulse duration time, and the pulse shape, and
the experimentalist needs to know how critical
these fluctuations are to the annealing process.
We consider these questions next.

Pul se shaPe. Figure 7 shows melt-front histories
for a number of different pulses of radically dif-
ferent shape for which the total energy incident on
the sample is the same. The symbols for pulse
shapes on the figure should be self-explanatory,
with the possible exception of the dashed curve
which is for a Gaussian. It is clear from these
results that large variations in the pulse shape
can alter the melt-front penetration. However,
pulse shapes which are reasonably close to Gaus-
sian will give quite similar melt-front histories.
In fact, we used an isosceles triangle for the
pulse shape in the rest of the calculations de-
scribed in this paper because it is somewhat
easier to handle numerically and gives essentially
the same results as a Gaussian.

Pulse duration. The results of calculations to
test the sensitivity of melt-front penetration to
the pulse-duration time (full width at half maxi-
mum) are given in Fig. 8. The figure shows that
the melt-front history is fairly sensitive to varia-
tions in the pulse duration. Nonetheless, it would
seem that pulses of a well tuned laser can be con-
trolled to the degree that is needed in most laser

In this subsection, we consider the effects of re-
ducing the latent heat of fusion in the amorphous

layer, i.e., of taking L, &L,. The results of these
calculations are shown in Fig. 6. In the calcula-
tions, we assumed X,=0.15 p, m, k~=5&10 cm ',
k, =ex10 cm ', R, =0.35, and R =0.60, Curve
a gives the melt-front history for a laser pulse
of E, =1.4 J/cm2, r, =15 nsec, and with L, =L,
and curve b is for the same laser conditions but

with L, =0.6L„ in both cases the melting tempera-
ture of the amorphous and crystalline regions
was 1410.C. Curves c and d are for the same se-
quence of calculations but with E, = 1.5 J/cm2 and

7g =60 nsec. Clearly, a substantial reduction in

the latent heat does not cause large changes in the
melt-front histories for the sample and laser an-
nealing conditions used here. For samples with

thicker amorphous layers, the melt-front penetra-
tion may be somewhat more strongly affected by
the latent heat difference. This will be discussed
further in Sec. V.

0.4
0 MODEL

Eg(J/cm ) tg(nsec) Lo/Lc
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O
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FIG. 6. Effects on the melt-front profile of a 40(kk re-
duction in the latent heat of phase change. The a model
with an amorphous layer 0.15 pm thick was used for
these calculations; R~=0.35, R~=0.60, k„=5X10 cm
and k,= 3 & 103 cm '.
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FIG. 7. Effects of pulse shape on melt-front profiles. The dashed curve is for a Gaussian pulse shape. All pulses
contained exactly the same energy.

annealing experiments without too much difficulty.
For example, the differences between melt-front
histories for a 15-nsec and a 20-nsec pulse are
not likely to be important when the other experi-
mental uncertainties are considered. However,
these calculations show that laser pulses of the
same energy density but widely different duration
will produce quite different melt-front profiles.

The dashed line on the 200-nsec curve shows the
slush or transition zone discussed in Sec. H. All
of the curves on the figure have slush zones as-
sociated with them but, to avoid confusion, they
have not been shown. For short pulses they do
not penetrate deeper than the fully melted zone
and they exist for only very brief periods. The
hook on the short-time edge of each cmve is both
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FIG. 8. Effects of pulse duration (FWHM) on melt-front profiles for a 1.25-J/cm pulse. The c model (k~=kz) was
used for these calculations. The "slush zone" is explained in the text.
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a manifestation of the slush zone and an approxi-
mate indication of how long it lasts. By increasing
the pulse duration beyond 200 nsec the duration of
the slush zone can be increased for this 1.25-Jj
cm pulse, but eventually of course a duration will
be reached for which the melting temperature is
never attained.

We have carried out several calculations for
ultrashort pulses using the a model with X,=0.15
p, m, k~ = 5 x 104 cm ', and k, =3 x 10 cm '.
These calculations show that the trends in Fig. 8
continue as the pulse duration time decreases.
They will be discussed in more detail in Sec. V in
connection with the control of melt-front velocity.

Pulse energy density. By plotting data such as
those contained in Fig. 4 in a different way, the
variation of the maximum melt-front penetration
with either the incident or absorbed energies can
be displayed. Figure 9 shows how the melt-front
penetration varies with absorbed energy for both
the amorphous and the crystalline models. The
calculations using the a model were carried out
for three different values of the absorption coeffi-
cient in the damaged region, i.e., k~= 5, 6, and
8 x 10 cm '; outside of the damaged region, we
took k, =3 x 10' cm ' as in the other calculations.
The amorphous layer was 0.15 pm thick. For the
c model, k~=k, =3x 10 cm as in Fig. 4. The

data in the figure legend give the incident energy
for each of the points indicated. By comparing the
incident energy to the absorbed energy one can see
that the latter is generally speaking roughly half
of the former for both models. This is primarily
a ref lectivity effect and shows, not unexpectedly,
that techniques for reducing ref lectivity losses
could result in a substantial reduction of the en-
ergy density needed for laser annealing. The
figure also shows that the melt-front penetration
is fairly strongly dependent on the value assumed
for k~ in the a model. The primary reason for
this effect is simply that as k~ is increased the
percentage of the laser energy absorbed in the
amorphous layer increases rapidly and the heat
is used more effectively for melting the near-sur-
face region. Obviously, the thickness of the
amorphous layer also plays an important role in

determining the melt-front penetration as we
shall see next. It should be noted from Fig. 9 that
the material at the surface vaporizes at increasing-
ly lower energies as k~ is increased.

F. Thickness of the amorphous layer

Although an amorphous layer thickness X, of
0.15 pm has been assumed in most of our calcula-
tions with the a model, the effects of varying X,
have also been tested. Some of the results are
shown in Table II for both L, =0.6L, and L, =L,.
It can be seen from this table that the differences
in penetration depth between the two cases in-
creases somewhat as X, increases. This occurs
because the percentage of the pulse energy which
is required to supply the latent heat of melting of
the amorphous layer increases with X, faster for
L, = L, than it does for L, =0.6L,.

G. Effects of varying the absorption coefficient

For reasons briefly discussed in Sec. IIC, the
absorption of radiant energy by a semiconductor
and its deposition in the lattice is a complex phe-

TABLE II. Maximum penetration of the melt front for
various thicknesses of the amorphous layer and for two
different assumptions about the latent heat of the amor-
phous layer. Values of the main parameters for the cal-
culation were E, =1.5 J/cm, 7; =15 nsec, k„=5 x 10
cm, k, =3 x 103 cm, R, =0.35, and R =0.60.

I I I I I I I

0.2 0.5 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Ea ~ ABSORBED ENERGY ( J/cm )

X (pm)

Melt-front penetration
L~ /L~ =06 a/ c 1y0

FIG. 9. Maximum melt-front penetration as a function
of absorbed energy for the a and c models. In the a
model, the amorphous or damaged layer was 0.15 pm
thick. The asterisk indicates the onset of vaporization
at the surface.
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nomenon. Describing this process by one (c
model) or two (a model) simple exponential forms
as we have done in our calculations are approxi-
mations which will need further study as the
macroscopic theory of laser annealing is de-
veloped. Here we show the effects of varying the
absorption coefficient in the c and a models.

Three curves of melt-front penetration as a
function of k, in the c model are given in Fig. 10.
Two features of these curves are of particular
interest. First, we note that the penetration
depths appear to rapidly approach limiting values
as k, is increased. If vaporization did not occur
(it does not for the data we show), the asymptotic
limit would presumably be reached as k, —~,
i.e., when all the energy is deposited in a very
thin surface layer. The fact that the curves for
the c model have this behavior has a practical
consequence. When the near-surface region of
the sample melts, not only does the ref lectivity
increase by nearly a factor of 2, the absorption
coefficient should increase to metallic values
(-106 cm '). The HEATINGs program, and pre-
sumably most finite-difference calculations, re-
quires long running times to obtain accurate solu-
tions to problems in which the absorption coeffi-
cient is as high as 10 cm '. Figure 10 shows that
with the c model when k, » -2 x 10 cm ', results
which are accurate enough for most purposes can
be obtained without switching k, to a high value
when the surface melts. We have carried out cal-
culations with k, switched to 10 cm ' on melting
which confirm this. The second feature of the c-
model results which interests us is the behavior
of the curves at low values of k,. As k, is de-
creased, the laser energy is deposited more uni-
formly throughout the sample and eventually, for
a given E, and 7-„a value of k, is reached for
which enough heat to cause melting cannot be

H. Substrate heating

As the next example of the temperature calcula-
tions, we show in. Figs. 11 and 12 results for a
series of cases in which the sample was either
cooled or heated while the laser annealing was
carried out. Substrate heating is of interest for
several reasons. If, for example, an available
laser cannot supply the energy required to melt
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supplied to any volume element of the sample. It
is in the calculations with small values of k, and/
or long pulse times, that the transition or slush
zones discussed in Sec. IIB become most notice-
able. The slight decrease in the penetration with
increasing absorption coefficient is due to the
ref lectivity change at melting. Calculations with
a constant ref lectivity have constant penetrations
as k, increases.

The situation is more complex for the a model,
as can be seen from the dashed curve on Fig. 10.
For a given thickness of the amorphous layer and
with the laser-pulse parameters fixed, increasing
the value of the absorption coefficient will cause
more and more of the laser energy to be deposited
in the amorphous layer and thus the melt-front
penetration will increase more rapidly than it does
in the c model. When the absorption coefficient k~

is great enough that essentially all of the energy is
absorbed in the damaged layer, further increases
in k~ should produce the asymptotic behavior char-
acteristic of the c model.

The reader should recognize that temperature
effects, free carrier absorption by carriers ex-
cited by the light itself, and possibly other effects
will be particularly important when the absorption
coefficient due to direct excitation of electron-hole
pairs is low. For these and other reasons, e.g. ,
carrier diffusion, the distinction between the
crystalline and amorphous models is not as clear
cut in reality as we have made it in our calcula-
tions.
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FIG. 10. Data on the maximum melt-front penetration
as a function of absorption coefficient.

FIG. 11. Effects of substrate heating on melt-front
profiles for a 15-nsec, 0.82-J/cm2 pulse.
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the near-surface region to a particular depth,
sample heating may extend the melting range to
that depth. The calculations of Fig. 11 were car-
ried out for samples irradiated with single pulses
of 0.82 J/cm2 and 15-nsec duration. The results
show that the melt-front penetration depth can be
extended by almost a factor of 2 by increasing the
sample temperature from 20 C to about 500 C.
Even if a laser has sufficient power it may still
be advantageous to use substrate heating so that
the lowest possible energy density for annealing
can be used. In this way, the magnitude of the
spatial inhomogeneities in the laser energy can
be reduced. Probably the most interesting use of
substrate heating and cooling at this time would be
to control the melt-front velocity during resolidifi-
cation of the melted near-surface region. Control
of the melt-front velocity will be discussed in the
next section.

I. Duration of surface melting

Thus far we have not discussed the agreement
between our calculated results and the available
experimental data. Such a discussion will rely
primarily on comparisons between calculated and
experimental dopant profiles and we will not con-
sider these until the next paper in this series.
However, results reported by Auston and co-
workers' ' on the duration of surface melting as
a function of laser-pulse energy density do not in-
volve dopant diffusion and can be considered here.

In their first paper on the subject, Auston et al. '4

studied surface melting of As-implanted Si during
laser annealing with a Nd: YAG laser operating in
the fundamental (X=1.06 gm). In more recent
papers, » the melting of both pure and implanted
Si and GaAs samples irradiated with the funda-
mental and frequency-doubled radiation of a
Nd: YAG laser was studied. Experimental data
for 30-keV As-implanted Si are shown by the
solid circles on Fig. 13. The points designated
as 'c model" (~ ) were obtained from early cal-
culations in which y, =50 nsec, k, =k~=3x 10,
R,=0.35, and 8 =0.60. %'e subsequently carried
out calculations with a set of parameters (TI =33
nsec, k~=k, =10~ cm ', R, =0.35, R =0.60) used
by the Bell Laboratories authors (Ref. 29) in their
calculations on undoped silicon; the results are
shown by the a points on Fig. 13. Within the
limits set by experimental error and uncertainties
in the input data for the calculations, the results
of the experiments and the two sets of calculations
are indistinguishable except, perhaps, at very low
incident energies where there appears to be an
inflection in the experimental data not given by
the calculations. We cannot say if this is a real
effect at this time.

The open circles and squares are calculated
data obtained from the a model with an amorphous
layer X,=0.15 pm thick and an absorption coeffi-
cient in this region of k~=k, =8x 10 cm and
5&& 10~ cm ', as indicated on the figure; for the
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region deeper than X, we again took k, =3 x 10
cm '. The diff erences between the surface- melt
duration times for a given incident energy cal-
culated with the a and e models are large. We
carried out a series of calculations to establish
the principal source of these differences. These
calculations were based on the recognition that
our choice of k, =3 & 103 cm ' in the undamaged
region in the a model is somewhat arbitrary and
probably unrealistic. This choice would be ap-
propriate to the absorption of 0.693- p, m radiation
by undoped single-crystal silicon at room tempera-
ture and low-light intensity, but it is unlikely that
it applies under the conditions of laser annealing.
Figure 10 shows that this value of k, used in the
c model does not produce any melting of the
sample even for E, =1.35 J/cm2. The experiments
in Ref. 29 show that the surface-melt duration at a
given incident energy density for undamaged and
undoped Si and for the 30-keV As-implanted sam-
ples (see Fig. 13) differ very little. In order to
fit these data we assumed a value of k, = 3 x 104
cm ' in our c-model calculations and the BeB
group assumed k, =105 cm ' in similar calcula-
tions. From this it seems quite evident that tem-
perature effects and induced free carrier absorp-
tion [mechanisms (2) and (3) of Sec. II Cj are
playing an important role in determining k, . In
the & model, the importance o1 the value chosen
for k, will depend on the value of k~ used in the
amorphous layer and on X„ the thickness of the
layer. When the laser radiation is entirely ab-
sorbed in X„ the value of k, is irrelevant. A
series of transient ref lectivity experiments on
samples with a range of values of X, would be
very useful as an aid in the calibration" of the
calculations.

V. DISCUSSION

In this section, the results in the preceding sec-
tion and other results of the computer calculations
will be used as a basis for discussion of several
features of pulsed-laser annealing that are of cur-
rent interest.

that the liquid-solid interface is always at the
melting temperature [indicated by T„on Fig. 3(a)];
in fact, this is one of the boundary conditions of
the problem. Another boundary condition is the
equation (recall that d is the density)

Lvd=K G; —K,G„.. (8)

For simplicity of notation, the temperature gra-
dients at the interface in the liquid and solid are
written as G; and G„, respectively; K and K,
are the corresponding thermal conductivities, and
v is the melt-front velocity. The latent heat L
during recrystallization is L, of Table I. Table
III shows these gradients for the curves on Figs.
3(a) and 3(b); the gradients are very large and ex-
plain the high melt-front velocities observed in
laser annealing.

It should be noted from Fig. 3(a) that for a 1.75-
J/cm' pulse, the surface reaches 2220 'C which is
only 100 'C lower than the vaporization tempera-
ture. In such cases, large temperature gradients
may exist in the liquid for extended periods of
time and this could influence the diffusion of
dopants in the liquid. The maximum temperature
for the 1.25- J/cm2 pulse is 1703 'C which is only
300 'C above the melting point of silicon. Most
laser annealing of silicon for device applications
is likely to be done at 1.1-1.4 J/cm2 and the
temperature of the molten zon. e is not expected
to rise much above T„for any appreciable time.
Thus, we would expect dopant diffusion in the li-
quid to be characteristic of diffusion near the
melting point.

In these calculations, which do not include the
effects of dopants on the thermal properties, such
as the melting point of the material, consideration
of constitutional supercooling is automatically ex-
cluded and ordinary supercooling apparently does
not occur. Thus, in Pigs. 3(a) and 3(b) the tem-
perature of the liquid never falls below T„for
silicon. Cellular structure in the distribution of
some dopants in Si after l.aser melting has been
observed ~' and this is a clear indication that
significant constitutional super cooling does occur
under some conditions. It would be difficult to

A. Thermal gradients at the liquid-solid interface

Most theories of crystal growth relate the
crystallization rate to the temperature of the
liquid-solid interface. In practice, this tempera-
ture is not well defined and virtually impossible to
measure at the melt-front velocities involved in
laser annealing. Moreover, in terms of the
macroscopic diffusion equations used here, it is
the temperature gradients at the melt front which
are important in determining the melt-front
velocity. From Figs. 3(a) and 3(b) it can be seen

t (nsec)
Er =1.75 J/cm
~m~ Gs&

E& =1.25 J/cm2
&m~ &si

25
37.5
50.0
75.0

100.0
200.0

1.79 x 10
2.04 x 10'
9.63 x 106

7.33 x10
&10'

1.01 x 10
0.95 x 10
1.25 x 107

0.57 x 1p6

0.37 x1Q

0.96 x10 1.33 x1p'

5.17 x1p
1.33 xlp

(1.3 x 104

9.0 x10'
6.57 x 108
5.5 x 108

TABLE III. Temperature gradients in units of 'C/cm
at the melt front for the curves in Figs. 3(a) and 3(b).
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take the effects of the dopants on the thermal
properties of silicon into account directly in the
temperature calculations but it may be possible to
add them later in a perturbation approach. "

B. Control of melt-front velocity

Values of the equilibrium interface segregation
coefficient ko for B, P, and As in Si (Ref. 34) are
0.80, 0.35, and 0.3, respectively. Standard
theories of crystallization under equilibrium con-
ditions, applied to the laser-annealing process,
show that in As- and P-implanted Si these values
of k, should produce concentration spikes at the
surface; these surface spikes are not observed
and satisfactory fits to the dopant profiles in these
cases can only be obtained with values of k; nearly
equal. to unity. ' Recently White et al. ' used
Rutherford backscattering (RBS) techniques to
measure the profiles of As, Sb, Qa, In, and Bi in

ion-implanted, laser-annealed Si. From fits of
the measured profiles, values of k; were ex-
tracted. The results in Refs. 1, 8, 36, and 37 pro-
vide data on the segregation behavior of B, P, As,
Sb, Ga, In, and Bi in Si during laser annealing.
The most striking feature of these results is the
very large differences between k; and k;, par-
ticularly when k', is small. The increase of k;
over k'; is almost certainly a nonequilibrium effect
due to the large recrystallization velocities en-
countered in laser annealing. s Hence, control of
the melt-front velocity v becomes particularly
important in the testing of various models of non-
equilibrium segregation during ultrarapid re-
crystallization.

The results of the calculations of the preceding
section, suggest several methods for controlling
v. These include substrate heating, alteration of
the thermal conductivity of the base region, and
variation of the pulse duration time. Substrate
heating is undoubtedly the most easily accessible
experimental technique for control of the melt
front and we will discuss it first.

Values of v can be found from any of the curves
of melt- front position as a function of time by
taking the derivative with respect to time. The
recrystallization velocity is clearly not constant,
but an average velocity is sufficient at the present
stage of the development of laser annealing.
Estimates of v from Fig. 11 show that variations
of factors of 2-3 in the average values during re-
crystallization can be produced by substrate
heating in easily accessible temperature ranges.
Variations of this magnitude should be sufficient
to allow limited studies of the effects of v on
dopant segregation during laser annealing.

The curves on Fig. 5 suggest that an effective

method for controlling the melt. -front velocity
would be to modify the thermal conductivity of the
substrate region. This could be done by depositing
thin (&1 gm) films of silicon on substrates with
very low thermal conductivity. Melt-front cal-
culations on a sample consisting of 0.5 p, m film
of Si on an Si02 substrate showed that the melt-
front velocity could be reduced to 1.5 m/sec. A

possible difficulty with this method is that the Si
film will not normally be expected to recrystallize
as single-crystal Si and this could alter the segre-
gation effects somewhat.

A third method for controlling v is suggested by
the data on Fig. 8 which indicate that there is at
least a weak dependence of the melt-front velocity
on pulse duration time. We carried out calcula-
tions with the amorphous model (X,=0.15 p, m, k,
= 5x 104 cm ', k, =3 x 10~ cm ') for pulses of E,
and r, combinations of (0.85 J/cm2, 16 nsec),
(0.82 J/cm', 1.6 nsec), (0.41 J/cm', 1.6 nsec),
and (0.41 J/cm', 0.16 nsec). The results showed
that v increased by about a factor of 2 in going
from the 16-nsec to the 1.6-nsec pulse. The 0.16-
nsec pulse resulted in a slight further increase in
the velocity but at these short pulses, vap»iza-
tion of the surface becomes an important factor.
The results of these calculations were consistent
with the data of Fig. 8 insofar as the maximum
melt-front penetration is concerned. For exam-
ple, the penetration for the 1.6-nsec pulse was
almost twice as great as that for the 16-nsec
pulse, which is roughly comparable to the percen-
tage increases in going from a 100- to a 15-nsec
pulse. Also, the 0.41-J/cm', 0.16-nsec pulse
achieved almost the same penetration as the 0.82-
J/cm2, 1.6-nsec pulse even though vaporization
limited the penetration achieved with the former
pulse.

It should be noted that attempts to modify the
melt-front velocity will also produce variations in
the melt-front penetration and this in turn will ef-
fect the dopant redistribution. Because of this, it
appears that meaningful results of experiments
designed to test the effects of melt-front velocity
on the segregation of dopants during laser an-
nealing can only be obtained after fairly extensive
calculations and theoretical fits to the experimen-
tal data.

C. Effects of thermal properties of the amorphous region

Figures 5 and 6 are concerned with the influence
of the thermal properties of the amorphous ma-
terial on the melt-front profiles. We have seen
that these effects are relatively small in the range
of annealing conditions used here and we now ex-
plore the reasons for this somewhat surprising
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result. Table IV gives some data pertinent to this
question provided by the computer calculations.
In this table, t

&
is the time after the initiation of

the laser pulse at which the average temperature
of a surface layer 50 A thick reaches melting
temperature and t 2 is the time at which the sur-
face cell absorbs enough latent heat to complete
the phase transition; E

&
and E 2 are the corre-

sponding absorbed energies, @at ls the total ener-
gy absorbed by the sample throughout the laser
pulse, d,„ is the maximum penetration of the
melt front, and 7 is the maximum temperature
the surface reached. The first two lines of the
table show that a 50/0 reduction in the thermal
conductivity results in a very small decrease in
&,t. However, because of the reduced thermal
conductivity, the energy is more effective in

raising the temperature of the surface and in
melting the near-surface region. Comparison of
lines 1 and 3 of Table IV show that the assumed
modification of K for amorphous silicon shown in

Fig. 1 has very little effect on the melt-front be-
havior. Apparently, this is because the modifica-
tion of K is only in the low-temperature regime
through which the temperature of the sample
passes very quickly. Comparison of line 4 with
lines 1-3 of Table IV shows that the lower-
melting temperature (1000 'C) of line 4 results in
the sample melting sooner and with less absorbed
energy (E„2) than is the case with the 1410' C
melting temperature (lines 1-3). However, be-
cause the ref lectivity switch cuts in sooner for
the lower-melting-temperature material, the
total absorbed energy is actually less than for
the other cases.

The effects of a reduction in the latent heat by
409', as given in rows 5-8 of Table IV, are also
not large for an amorphous layer 0.15 p, m thick.
There is some evidence from our calculations that
the melt-front penetration for a sample with an
amorphous layer 0.3 p, m thick is somewhat greater

than can be accounted for solely by the increased
absorption in the thicker layer. We suspect that
this is a latent heat effect. There may be com-
binations of circumstances in which latent heat
effects in an amorphous region are quite impor-
tant, but we have not encountered such combina-
tions in the annealing conditions we have assumed
in our calculations.

D. Importance of carrier diffusion

As already mentioned, the calculations of Yoffa 6

seem to imply that the diffusion of the hot, dense
gas of electrons and holes generated during laser
annealing plays a dominant role in determining the
temperature rise of the lattice. The following ex-
pression for the electron density in the near-sur-
face region of a laser-irradiated sample is de-
rived in Ref. 26,

I re / [8-x/a (6/&)&-x/6 ]k&o 1 —(6/n)'

In this expression, g is the carrier generation
rate, 6 is the absorption length (=1/k) for laser
radiation of frequency co„v, is the phonon-emis-
siontime due to collisions of the photoexcited elec-
trons with the lattice, and S(d is the energy of the
emitted phonons. The parameter n, the charac-
teristic diffusion length of the carriers, is dis-
cussed at length by Yoffa,

Equation (9) has a form analogous to

I(x) =(1-R)I,ke '",
which can be obtained from Eq. (6) when k is con-
stant and the ref lectivity factor 1-8 is included.
In Eq. (9), gkh&, is the rate at which the incident
radiation is absorbed in the sample by electronic
excitations, and is therefore equivalent to
(1-R)I,k in Eq. (10). The quantity N, „(x)(haul~, )
from Eq. (9) can be interpreted as the rate at

TABLE IV. Subsidiary computer data from the calculations designed to show the effects of
the thermal properties of an amorphous region. The symbols are explained in the text.

Curve La/Lc
&mi

(nsec) (J/cm )
~m2

(nsec)
E

(J/cm2) (J/cm2)
max

(Vm)
max

('C)

(Fig. 5)

(Fig. 6)
a
b

1.0
1.0
1.0
1.0

0.6
1.0
0.6
1.0

18.0
16.4
17.9
14.6

10.1
10.1
49.9
49.9

0.210
0.176
0.209
0.139

0.182
0.182
0.383
0.333

28.2
22.0
21.2
17.1

11.4
12.2
53.5
55.7

0.850
0.316
0.292
0.191

0.232
0.265
0.383
0.416

0.635
0.622
0.613
0.574

0.646
0.658
0.739
0.752

0.453 1723
0.510 2049
0.463 1718
0.411 1660

0.333 1871
0.310 1809
0.205 1489
0.175 1468



2940 R. F. WOOD AND G. E. GILES

which the absorbed energy is given up to the
lattice through electron-lattice interactions and
is equivalent to I(x) in Eq. (10). Equation (9) can
thus be rewritten as

I(x)=(1 —R)I (e —5) '(n+5) '(oe "I —5e "I').
(]1)

If carrier diffusion is negligible, n =0, and Eq.
(11) reduces to Eq. (10) as it should.

In an illustrative calculation, Yoffa chose Nm,

=2.3 eV, 6=10 cm, R =0.5, and a typical an-
nealing pulse of 108 W/cm2. This choice corre-
sponds approximately to a 1.5- J/cm2, 15-nsec
square pulse of a frequency-doubled Nd: YAG laser
and leads to an estimate for ~ of 2.5 x 10 cm.
Figure 14 shows the ratio E,b, =I(x)l[(1 -R)I,] as a
function of x for four different sets of values for
u and 5. The very high value of k = 1/5 =10'
cm ' assumed by Yoffa does indeed make the ef-
fects of carrier diffusion aPPear to be significant
(compare ~ with &). However, from the figure it
is seen that the A curve is approximated very well
by the 0 curve, which is obtained by using an ef-
fective absorption coefficient of k = (1.0+ 2.5)
x 10~ cm '= 2.86 x 104 cm ' in the simple exponen-
tial form of Eq. (10) or 5=3.5x 10 ~ cm, u =0 in
Eq. (11).

From results of calculations of melt-front pene-
tration as a function of absorption coefficient on
Fig. 10, it can be seen that the maximum penetra-
tion depth of the melt front in the c model is es-
sentially constant for wide ranges of the effective
absorption coefficient. In fact, the four curves on

Fig. 14 give very similar melt-front behavior.
Hence, within certain limits, it does not really
matter with this model whether or not carrier
diffusion of the magnitude estimated by Yoffa is
present. The results for the a model are more

sensitive to values of k„ for an obvious reason.
With an amorphous layer only 0.15 p. m thick,
much of the absorption of the laser radiation may
occur in the crystalline region where k is assumed
to be only 3 x 103 cm ' (a value which is almost
certainly too low, see Sec. IVI). As k~ increases,
the percentage of the radiation absorbed in the
0.15-p, m layer increases rapidly also, leading to
the dashed curve on Fig. 10. Nevertheless, even
for this model much larger values of & than those
estimated by Yoffa would be required to reduce
the effective absorption coefficient to the extent
that the essential predictions of the melting model
of pulsed-laser annealing would be made invalid.

On the other hand, there are certainly circum-
stances in which carrier diffusion should be im-
portant. These are most likely to occur in silicon
for very short, intense pulses of high-frequency
radiation. In such cases, carrier diffusion may
have the beneficial effect of delaying the onset of
surface vaporization. We suspect that carrier
diffusion will be much more important in direct
band-gap semiconductors such as GaAs than it is
in Si. Earlier work of Blinov et al. (Ref 9) se. ems
to bear this out.

VI. CONCLUSIONS

Calculations of the type presented in this paper
evidently provide a great deal of information
about the pulsed-laser annealing process. How-
ever, it is primarily after this information is
used in calculations of dopant diffusion that ex-
tensive comparisons between experiment and
theory can be made. Such comparisons wi11 be
made in the next paper of this, series and it will
be seen that excellent agreement between experi-
mental and calculated dopant profiles is obtained
for a variety of experiments. Also, as we have

$Q ~

0.8

l

0.6

O
O.4 spO

U

0.2—

I I I I I I I

~ 8 =10 cm;a=0
& 8 = 0;a = 25x10 5cm
& 8 = 30 Scrn; a = 2.5x IQ Scm
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FIG. 14. The ratio E'~ =—[I(x)/(1-p)IO) of Eq. (11) as a function of distance from the front surface of the sample.
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seen from Fig. j.3, the agreement between mea-
sured and calculated duration of surface melting
ls quite satisfactory, Vk' conclude therefore
that at this time there is no compelling reason to
quest, ion the basic validity of the melting model of
pulsed-laser annealing, although plasma effects
may indeed play a minor role. The development
of new experimental techniques and improvements

in existing ones should lead to further refinement
of the model and of calculations based on it.
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