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We compute the superconducting density of states N, (co) for a magnetically ordered super-

conductor. In principle, N, (co) contains valuable information about the magnetic correlations.

To illustrate how to extract this information; we numerically solve the full (Eliashberg-like) in-

tegral equation for N, (co). This depends on the magnetic structure factor S(q, co). Our results

are compared with tunneling measurements on a (proximity-effect-) induced superconducting

spin-glass. In general, we find good agreement with experiment for the temperature depen-

dence of the zero-bias conductance for two different models of S(q, ~) in a spin-glass. These

models, which are constrained to satisfy sum rules, are compared with direct neutron mea-

surements. A calculation of the gap (5)-dependent spin-exchange lifetime I/T = 6 ) I

—[N, {0)/%{0)l [ '~ is found to yield significantly better agreement with experiment than the

usual golden rule calculation (which includes inelastic processes). For the spin-glasses our

theory predicts a temperature-dependent peak in dN, (~)/dec at 0) —T,~, where T,.~ is the transi-

tion temperature. To observe this feature and others, we urge that further measurements of
the tunneling characteristics of intrinsic magnetic superconductors be performed.

I. INTRODUCTION

Recent observations of magnetic and superconduct-
ing order in the ternary rare-earth borides and chev-
rel compounds' and induced spin-glass superconduc-
tivity' have reopened interest in the problem of coex-
istent order. . In those materials and in alloys contain-
ing magnetic impurities the Cooper paired electrons
are strongly affected by the presence of magnetic or-
dering of the localized spins. Two distinct kinds of
depairing effects can occur: (i) The magnetic com-
ponent may introduce macroscopic internal magnetic
fields which inhibit superconductivity. (ii) The su-
perconducting electrons are "spin-flip" scattered as a
result of their exchange interactions with the local-
ized spins. In dilute alloys this effect can be
parametrized by the spin-flip lifetime 7,. For the
nondilute case it is not generally possible to charac-
terize simply these scattering effects. Rather, they
must be included dynamically [through the magnetic
structure factor S(q, ta) ] in the solution of the self-
consistent Eliashberg equations for. the transition
temperature and superconducting density of states.

A measurement of the latter affords a convenient
opportunity to study pair breaking due to scattering
from localized spins. Furthermore, it gives an indica-
tion of whether coexistent order does, in fact, exist.

In principle, it also yields information about the mag-

netic structure factor S(q, ra): tunneling measure-
ments can be exploited (in much the same way as
done by McMillan and Rowell~ for the phonon case)
to learn about the details of the spin-spin correlations
in magnetic superconductors.

It is the purpose of the present paper to compute
the superconducting density of states for a (nondi-
lute) magnetic superconductor. We thus derive a

dynamical generalization of the spin-flip scattering
time. Our aims are the following:

(i) To show how to incorporate spin-flip scattering
into the superconducting gap equations when the
magnetic ions interact strongly with each other. We
thus generalize and numerically solve the equivalent
of the Abrikosov-Gor'kov equations' in the nondi-
lute limit.

(ii) To predict features in the superconducting den-
sity of states (as measured in tunneling experiments).

(iii) To interpret recent tunneling experiments' in

induced-spin-glass superconductors and from these to
gain information about S (q, ra) in these materials.

While we will not discuss details of the phase di-

agram for magnetic and superconducting order, our
results bear directly on this problem. In the interest-
ing case, when superconducting and magnetic order
coexist, it is clear that the "bare" transition tempera-
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tures must be comparable in magnitude. In this limit
the dynamics of the magnetic spin-superconducting
electron interaction must be fully included, as we do
here.

Theoretical studies of the effects of magnetic in-

teractions on superconducting order are
numerous. ' '" Our work may be compared to that of
Keller and Benda. ' These authors considered dynam-
ical effects in their general expressions for the self-
energies, but did not include them in solving these
equations. Similarly, Maekawa and Tachiki' includ-
ed inelastic processes in their formalism, but used a
weak-coupling approximation to solve for the transi-
tion temperature T, . Their work is similar in spirit to
that of Berk and Schrieffer" who studied the effect
of paramagnons on T, . By contrast in our numerical
work we use the full S(q, ro). Furthermore we focus
on the superconducting density of states rather than
the magnetic-superconducting phase diagram and we,
unlike many others, include the possibility of mag-
netic order (of a general nature) in our formal equa-
tions as well as in their specific numerical solution.

The effects of spatial (rather than dynamical)
correlations on the spin-flip scattering time have been
dealt with exhaustively. ' Those calculations are gen-
erally appropriate to the case in which there is no
magnetic order in the superconducting phase.

Because we are concerned with tunneling experi-
ments on induced superconductors, our work may be

compared with that of Kaiser and Zukerman. "
These authors considered the case of noninteracting
magnetic impurities. However, they solved for the
(proximity-effect-) induced superconducting density
of states self-consistently, following McMillan. ' To
generalize their work to the case of interacting spins
is difficult, since it involves the solution of two cou-
pled integral equations, corresponding to the normal
(N) and superconducting (S) pieces of the sandwich.
Therefore, in our discussion of proximity-effect-
induced superconductivity, we will treat the tunnel
junction only approximately. The S piece is included
only insofar as it gives rise to a gap function 6 in the
induced superconductor (N piece).

The remainder of the paper is divided into three
sections. In Sec. II we present a calculation of the
general expression for the superconducting density of
states N, (co) for the case of a superconductor con-
taining interacting magnetic spins (which may or may
not be ordered). The actual computation of N, (co)
involves the solution of an Eliashberg-like integral
equation which is a function of the magnetic struc-
ture factor S(q, co). We solve this equation numeri-
cally in Sec. III. Using two different models for
S (q, co) we consider the specific case of a supercon-
ducting spin-glass. For this case, our results can be
directly compared with experiment. In Sec. III A we
discuss these two models in some detail. In Sec. III 8
we present numerical results which are compared

with experiment for the temperature dependence of
N, (0) and the co and T dependence of N, (cu). We
plot and discuss the effective spin-flip, or spin-
exchange scattering time and present theoretical pre-
dictions for the behavior of dN, /dr» vs cu in super-
conducting spin-glasses. Finally in Sec. IV, we briefly
summarize our conclusions.

II. GENERAL EXPRESSION FOR SUPERCONDUCTING
DENSITY OF STATES

In this section we review a calculation of the super-
conducting density of states N, (cu) for a supercon-
ductor containing localized spins. The spins are as-
sumed to be sufficiently concentrated so that inter-
spin interactions are non-negligible; these give rise
indirectly to inelastic conduction-electron scattering
processes.

The Hamiltonian for a system of electrons interact-
ing with localized spins is given by

~0 +~sd (2.1)

3C"=—,J" X exp[i(k —k ) R, ]
I Iikk, oa

&(S; Ck" o C, ) . (2.3)

Here o is the vector Pauli matrix and J" [which is

assumed independent of (k —k'), for simplicity] is
the exchange interaction between the conduction
electrons and localized spins. The electron phonon
interaction, which is treated using the BCS (weak-
coupling) model, gives rise to an effective electron-
electron interaction V„„,, and e(k) is the electron
kinetic energy.

It is convenient to rewrite 3.'by adding and sub-
tracting the mean-field term associated with long-
range unidirectional magnetic order

XJf (G) (CK+GlCkl Ck+GlCkl)
k

where 0 (G) =M(G) J' is the molecular field
deriving from the magnetic order parameter M(G)
and G is the magnetic lattice vector. This term when
combined with the kinetic energy in Eq. (2.1) leads
to a quasiparticle energy E (k), which will be dis-
cussed in detail in a future work. ' The Hamiltonian
3CO+X™thus has associated with it a "bare" matrix
Green's function

Gp ' (k, i &o„)=ice„—g~p3 —i)p, o, , (2.5)

where

X = Xa(k)Ck~Ck~+ X V iCktC /gtC kltCkl (2.2)
k kk
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G '(k, tt»„) =t'dd„—4~p3 —Ap2sr2 . (2.6)

The two depairing effects of the localized spins,
which were listed in Sec. I, enter into this description

in distinct ways. The macroscopic magnetic fields

enter through the quasiparticle energies E (k),
whereas the spin-flip scattering gives rise to the
difference between G(kit», „) and G»(k, i tu„). Much

where g = E—(k) —p, and co„represents the Matsu-
bara frequency. The matrices a; and p; are the ordi-
nary 2 x 2 (spinor) Pauli matrices acting in the spin
and particle-hole space, respectively, of the electronic
states. The Green's function of 3C= (3C +3C ")
+ (3C'd —3C ") will be obtained using the self-
consistent Hartree-Fock approximation. It is as-
sumed to have the form

of the emphasis in the present paper is on the case of
spin-glass superconductors for which molecular field

effects can be ignored. This also pertains to the case
of magnetic superconductors above the magnetic or-

dering temperatures. Additionally, to a reasonable

approximation molecular field H~ effects may be ig-

nored in antiferromagnetic superconductors since

generally only a small fraction of the Fermi surface is

affected by HG. The interaction of the superconduct-

ing electrons with the spin fluctuations leads to a

self-energy

X(k,it»„) —= Gii
' (k, it»„ ) —G '(k, it»„), (2.7)

which derives from the scattering term (3C'd —3C'"t).
An expression for X(k, t») can be obtained to order
(Jsd)2

(Jsd) z d'k
X(k,itu„) =— X„nG(k,it» ) nD(k —k', i(t»„—t» ))

P " 2rr ' (2.8)

moo 20
D(q;itu„) = dO8(q, D)—

Il 40 I t»s 0
where the spectral weight function 8 (q, 0) is the Fourier transform of the commutator iO(t) ([S;(t),S&(0)])
and i and j are site indices. Equating matrix elements, Eq. (2.8) can be rewritten

(2.9)

where a= —,(1+p3) a+ —,(1 —p3) o.2a o, Here D is the time-ordered propagator for the localized spin. This has

a spectral representation

~n —n =
t

(J")' X~(0),
'"

q dq
'" ddd'

I
Ot(t»'+t8) (

.
( ))

p „o 2k'' "- (it»„—t» ) [5 ((o'+t'5) —tu (tu'+ig)]'
(2.10a)

s

( ) XW(0)
F qdq

' dtu', I
~ t» + 8), D(q' ( ))

P "d 2k'' -"(itu„r»')—
, [Ei (t»'+ig) tu (t»'+ig—)]' '

(2.10b)

In the above equations (tu'+ i5) is an argument of the functions 5 and t», and we have used the spectral

representation

(2.11)G (. )
ImG (tu'+ t 8) d

Cd —I QJ„

Equations (2.10) have essentially been derived previously by Keller and Bends. ' They can be readily combined

into one equation for

u (tu) —= tu(tu)/b, (tu) (2.12)

which quantity is directly relevant for computing the density of states. Following Ref. 20 we may perform the

summation over co to obtain

u( )
t» + N(0) (Jsd)2 q dq

4o 2k' "o
s

s

x dtu' Im, +u(cu) Imu (tu'+ ib) 1

[1—u' (t»'+ ig) ]'i' [1— (uc' »i'+) ]' '

f (—tu') + n ( Q ) + f (»t) + n ( 0 )
r I

oJ —cd + 0 QJ —QJ —0 (2.13)

where f and n are the usual Fermi and Bose occupation factors. Equation (2.13) is expressed as an integral over

positive frequencies ~' by imposing the appropriate symmetry

u (—t») = —u" (s»)
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This yields

r

N(0) d 2
I'"F qdq '" u(r» —fI)+u(o)) u(r»+0)+u(r»)

[1 —u'(r» —0)]' ' [1—u'(au+ 0)]' '

[I —~'(~') ]'" [I —~'(M') ]"'

f (~') f (~')
I + I

oJ —cio —0 QP + 0J —0 (2.14)

where the upper and lower signs correspond to the
first and second term in the preceding large
parentheses. Here we have separated the Bose- and
Fermi-like contributions for convenience. The sign
conventions in Eq. (2.14) are such that
Imu (r»+i 5) )0 for aH ~.

The density of states N, (m) is related to u (r») by

(2.IS)

N, (r» ) = N (0 ) g
' Im u (c»), (2.16)

where ( ' = r, b, and 1/r, is given by the golden
rule approximation for elastic scattering processes

I/r,"= n rr N (0)S (S + 1)(P') ' (2.17)

and n is the concentration of impurities. Equation
(2;14) makes it evident that structure in the spectral
weight function 8 (q, 0) is directly reflected in that
of the superconducting density of states N, (co). This
is similar to the case of strong-coupling-superconduc-
tivity, in which case 8 (q, 0) is the appropriate pho-

non spectral weight function.
%hile it may be generally difficult to separate the

phonon- and spin-fluctuation induced structure in the
tunneling characteristics, it seems possible, at least in

principle, to achieve such a separation by looking at
temperature-dependent effects or structure at 1ow fre-
quencies. Magnetic excitations (which, when coex-
istent order occurs, have low characteristic tempera-
tures -10 K) should lead to stronger temperature
dependences in N, (ru) than do the phonons. Furth-

It should be noted that Eqs. (2.14) and (2.15) thus
constitute a generalization of the Abrikosov-Gorkov'
(AG) equations for the case of interacting spins. In
the noninteracting limit

8(q, 0) = ,
' nS(S—+1)(1—e ~n)8(Q)

We obtain the AG result directly from Eqs. (2.14)
and (2.15)

where
moo

S (q, ro) —= dt [ (%(q, t) S (—q, 0) )

(2.18)

—(S(q)) (S(—q)) ]~'"' . (2.19)

It should be noted that in our definition of 8 (q, co)
we have kept track explicitly of the "elastic" term
proportional to r»8(r») since it leads to a finite (elas-
tic) contribution to u (rs) in the integral equation. So
far our results have been general and apply to all

types of magnetic order: unidirectional ferro- and an-
tiferromagnets as well as spin-glasses. For the first
case, the magnetic sublattice vector G = 0 whereas
for the latter G A 0. For the spin-glass case we can
ignore the addition and subtraction of 3C ' which was
described above. This follows because there is no
long-range or periodic order. For a random system
the structure factor in Eq. (2.18) becomes

S(q, co) = ~ dt {[(S(q,t) S(—q, 0)) ],
—[(S(q))],[(S(—q)) ],]e'"'(2 20)

where [ ], denotes a configuration average. It should
be noted that a consequence of this definition is that
in a spin-glass 5 (q, r») contains a term proportional
t'o 8(co). The subtracted term in Eq. (2.20) is chosen
so that 3C'd —3'. ' describe scattering relative to the
periodic background potential. ' In the spin-glass case
this background is zero.

So far we have not discussed the quantity A. For
intrinsic magnetic superconductors this has to be
determined self-consistently by solving Eq. (2.14) to-

ermore, the low frequency structure of the magnetic
excitations often does not overlap that of the phonon
frequencies.

The quantity 8 (q, r») can be readily related to the
static structure factor

8 (q, o) ) = —,
' (1 —e ~")

x [S(q, u&)+m (S(q)) (S(—q))8(co)]
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gether with the equation
r

6 = VN (0) d co' Im 2, ,&,
tanh —Pau'

&0 I —
M Cd

I

(2.21)

Here V„„=VH((a(k) —p, ~

—~.)o(la(k') —p, l
—~,)

and ~, is the BCS cutoff frequency of the phonons.
For proximity-effect-induced magnetic superconduc-
tors we will treat 5 as a phenomenological parameter
whose, magnitude is given by experiment. For the
cases of specific interest it may be assumed that 5 is
temperature independent.

III. APPLICATION TO TUNNELING EXPERIMENTS
IN SPIN-GLASSES

There are, at present, apparently no tunneling mea-
surements on intrinsic magnetic superconductors in
the coexistent state. Such experiments appear to be
feasible. In principle, they would yield interesting in-
formation about the interplay of magnetic and super-
conducting order. Ho~ever, there do exist measure-
ments of tunneling characteristics in (induced) super-
conducting spin-glasses. ' Therefore, for the
remainder of this paper we shall focus on these ma-
terials.

In order to apply Eq. (2.14) one has to choose a
model for the spectral weight function 8 (q, co), or
equivalently S(q, co). This is discussed in Sec. III A.

A. Models for S(q, co) in spin-glasses

In the Edwards-Anderson (EA) model" the spec-
tral weight function 8 (q, ro) (which is q independent)
may be readily evaluated. ' This quantity is related
to the magnetic structure factor as
8(q, au) = —(I —e a")S(q, ao). We have

and Q = [ (S ) ], is the EA order parameter and J is
the width of the Gaussian distribution of exchange
interactions. Below the spin-glass transition tempera-

—40ture T„, 8(q, cu) has a Gaussian width e "~ where
X ~ 1/Q. Above T„B(q,co) is proportional to 5(co).
These results may be readily generalized to include
cluster spins, '2 in which limit 8(q. co) is no longer q
independent. A plot of S(q, au) for spin —, derived

from B(q, co) [see Eq. (2.18)l is shown in Fig. 1 for
several values of temperature T labeled a—d. For the
EA model, Eq. (2.19), includes an elastic [~ 5(cv)]
contribution to S(q, cu), as noted above. The only
free parameter in the EA model is J, which we exam-
ined for the values —~ J/6 ~ 2. Here 6 is the su-1

)2

perconducting gap parameter. It may be seen that
S (q, r») vanishes at o& =0 [except for the 5(cu) term].
This derives from the factor d'r in the integrand in

Eq. (3.1). Thus the distribution of molecular fields
(P(H) d'H, where H =J(—,Q )' 'r, has no contribut-

ing weight at the origin H = r =0. While this is
clearly inconsistent with experiment (see Fig. 2), it
should be noted that in all relevant scattering
processes there is an inelastic contribution as well as
an elastic one [proportional to 5(ru) ]. Since the
separation between true elastic and quasielastic
processes is difficult to achieve experimentally, this
division is somewhat arbitrary. Thus it is probably-
not particularly significant that the EA model tends
to make this separation differently than does experi-
ment. We expect that all calculations based on this
dynamical model which depend on frequency in-
tegrals of S (q, cu) are therefore not unreasonable.

The overall width of S (q; ao) is of the order of
k&T„at low T and decreases to zero at and above
T,~. This critical narrowing will not occur when spin
clusters are included. Furthermore it is not observed
experimentally" as may be seen from the neutron
data which is reproduced in Fig. 2.

18(q, u)) = drre '~Z '(r)
42~ 4o

3.0

x Xe "(1—e a")S„.S „ 2.0—

where

E„=S„*„J( —,
'

Q ) '~'r

x 5(co E+E„)—(3.1) 1;gS(q, (u)

and

Z(r) —= Xexp'[ —PS„*„J(—,
' Q)' ']

0 I

- I.5 -I.O -0.5 0 0.5 I.O 1.5 2.0

X(r) =J(—,'Q)''r S; (3.2)

Here the energies E„and state
~
n ) correspond to the

eigenvalues and eigenfunctions of the mean-field
Hamiltonian

4U/ T

FIG. 1. Magnetic structure factor for the Edwards-
5

Anderson (EA) mean-field model with S = —at tempera-
2

tures ~ T/T, ,g=0.2; b T/Tgg=0. 4; c T/T, I=0.7; and d

T/T, .
g
= 0.9.
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«02$
l20K &0.4~

O0.6 A

5K —l5.0

I0.0

keep track of the elastic term (1 —e s")5(«t) which
does not affect 8 (q, co) but will enter in the equa-
tions for u («t). There is some controversy about the
coefficient of this term. It is natural to associate it
with the EA order parameter since the first term in
Eq. (3.3) represents the Fourier transform of

X= [(S, (t) ~ St(0)) ],—lim [(S;(t) St(0)) ],

O.I— 5.0

0.2 —
25K l5K

—t0.0

—?.5

O. l— = —5.0

b
hh

« « -I.O 0 I.O

(t) (mev)

FIG. 2. Experimentally measured S(q, co) for CuMn al-
loys as a function of frequency co for several q. After Ref.
23.

It should be noted that we have assumed that
8 (q, «t) is essentially unaffected by the supercon-
ducting electrons except through the unknown
parameter J. The indirect Rudderman-Kittel-
Kasuya- Yosida (RKKY) interaction between localized
(impurity) spins is expected to be altered due to the
pairing of the conduction electrons which mediate it.
However, Gor'kov and Rusinov have shown that
this effect is not as dramatic as might have been ex-
pected because the presence of the localized spins
leads to gaplessness which prevents the spin suscepti-
bility in the superconducting state from vanishing. In
the present work J is generally taken to be a free
parameter so that these effects may be viewed as im-
plicitly included.

An alternative model for the spectral weight func-
tion in spin-glasses is the "hydrodynamical" model
introduced by Dzyaloshinskii and Volovik'~

«tB(q, «t) = * q',~" des ps
m

'
2]c

(3.4)

where K is the thermal conductivity and p, the stiff-
ness constant. Applying this to Eq. (3.3), we obtain

and the second that of lim, [ ( S;(t), S
&
(0)) ],

which is just the EA order parameter when ergodicity
is assumed. Here [ ], is a configuration average.
However, it has been pointed out that when the or-
der parameter Q (T) is allowed to have the presum-
ably appropriate~5 low-temperature value [of
$(S + I) ] this leads to inconsistencies in the
behavior of transport properties. As in Ref. 26 we
will assume that Q (T) approaches S' as T 0, so
that the elastic scattering is artificially depressed at
low T. This low-temperature limit for the strength of
the elastic term is the same as found in the EA
model in which model these problems do not arise,
and transport properties, etc. , are well behaved. ' In
the EA case the S~ term derives from the elastic or zz
correlation function (where z is the direction along
the local molecular field). Some insight into the
differences of the two models may be gained by not-
ing that in the mean-field EA model discussed above
the usual ergodicity statement

lim [(S;(t) S;(0))],= [(S;) (%;)],
does not hold. This may be easily seen above T„
where for the EA case the spins are entirely free, so
that the left-hand side of this equation is nonzero
(while the right-hand side vanishes).

We have found that for arbitrary choices of the
parameters D, X, and 7 in Eq. (3.3), unphysicai
results may emerge in the tunneling characteristics as
well as in transport properties. Therefore, it seems
essential to impose two sum rules which we now dis-
cuss.

The first of these is the standard f-sum rule's

Dx=rp, /2K (3.5)

B(q, «t) = s)Dq'x(q)
+m (I —e &")Q(T)8(«t)ru'+ (Dq' —ru'r )'

(3.3)

Here D is a spin-diffusion constant and X the static
susceptibility. We have included a cutoff parameter v

in order to be able to apply sum-rule constraints
which we discuss below. (In principle, this model is
only valid for small «t.) As before, we will explicitly

where we have taken X(q) = X independent of q for
simplicity.

The second sum-rule constraint on Eq. (3.3) is
derived from the definition of S(q, «t)

goo
d3q

l 8(q, ru) dco=2mS($+ I) „d3q
4 BZ & -oo 1 —e P ~sz

(3.6)
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80—
B. Numerical results and comparison

with experiment

60—

3
CF

~ 4o-

20—

0

u(ao) =—+«) I u (cu)

r,"5 [1—u'(co) ]'~' (3.7)

The solution to Eq. (2.14) is found numerically us-

ing an iterative procedure. The starting values of
u (ru) are taken to be solutions of the AG equation

0
-1.0 -0.5

Sg.
0.5 1.0

For definiteness, we took a spherical Brillouin zone
(BZ) of radius 2k'.

With X taken to be q independent, we may carry
out the q integration analytically. The co integration,
on the other hand, is calculated numerically. [We
note in passing that the EA model automatically sa-
tisfies Eq. (3.6).] In obtaining models for 8 (q, a&)

based on Eq. (3.3) and the sum rules we assumed the
following:

(i) A small, temperature-independent value for
the cutoff parameter r —0.1/DkF'.

(ii) That p, and x were constant in temperature
(below T,~), for simplicity. Thus D X = const.

(iii) That below T„, X decrease~ ntonotonically
with decreasing T in accord with the experimental
measurements of the static susceptibility. In order
for (iii) and the sum rule [Eq. (3.6)] to be satisfied,
we found that a reasonable form for Q is

Q =S'[1—(T/T„)']. A further consequence of the
sum rule and (iii) is that D X falls in a narrow range
for each choice of r For r =. 0.05/Dkq we find
Dg —2kF 2.

A plot of S (q, cu) at q/2k&=0. 5, r =0.05/Dkg, and
D (T,~) =0.25T„/kq is shown in Fig. 3, for a series
of temperatures (labeled a—d) below T„The.
behavior of D (T) and X(T) is shown in the inset.
For this choice of parameters T„X(T„)= 7.57. Note
that above 7'„, for X of the form X =S (S + 1)/
(7' —8), this implies a negative 0 corresponding to
antiferromagnetic short-range order. These results
may be compared with data by Murani on Cu Mn al-

loys (see Fig. 2). Although the model yields very
narrow widths for S(q, ru) as q 0, in the intermedi-
ate range of q values the characteristic widths are
comparable to experiment. Because of the factor q dq
in Eq. (2.14), the small q terms are not particularly
important in the superconducting density of states.

FIG. 3. Magnetic structure factor for the "hydrodynami-
cal" model at the same set of temperatures (a—d) as in Fig. l.
Plotted in the inset are the static susceptibility and, diffusion
constants.

which equation is satisfied as T ~ by the solution
of Eq. (2.14). In solving Eq. (2.14), we thus iterate.
down from high temperatures. Typically our program
required only two or three iterations for convergences
(to within 2%).

We will compare our theoretical results with tun-

neling data' on a superconducting spin-glass, dilute

AgMn. The superconductivity is induced via the
proximity effect by sandwiching Ag Mn with thick
(30004) Pb layers. Typical AgMn thicknesses were
200 to 800 A so. that the effective LL of the junction,
for very dilute alloys, ranged from about 60% to 20%
that of pure Pb. For definiteness our results are
compared with those plotted in Fig. 3 of Ref. 3 for an

alloy of 0.1 at. % Mn ( T„-I K), with film thickness
of 800 A.

It is difficult to extract N, (co) from the measured
conductance a (r«) at finite T. The authors of Ref. 3

suggested an approximate scheme for estimating the
temperature dependence of N, (0). We have checked
their scheme by using our calculated values of a (m)
to obtain N, (0) within their approximate technique
and compared these to the actual values. We find

the temperature variation of N, (0) given by the ap-

proach of Ref. 3 to be somewhat smaller than that
obtained directly. However we will use the "thermal
smearing" approach of Ref. 3 here to compare with

our theoretical results for N, (0) because it is not un-

reasonable as a first approximation.
The alternative approach of directly comparing the

computed and measured values of a (co) as a func-

tion of temperature is not feasible. This is because
our calculation does not take into account the details
of the proximity effect which introduce additional
("high-") frequency variations in N, (&o). These ef-

fects, which are amplified in the conductance at all

frequencies at higher T, make it difficult to compare
our theory directly with the conductance data.

In general, we have found that we cannot simul-

taneously fit the zero-temperature value of N, (0)
and its quantitative T dependence by varying the one
free parameter in our theory g. We believe this is

because the analysis of the data, discussed above, un-

derestimates the thermal suppression factor
[N, (0) ~ r r —N, (0) ~ r «. A detailed study suggests

S|[,

that a better "unsmearing" analysis of the data
would yield simultaneously agreement with both the
calculated zero-temperature value of N, (0) and its 7'
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dependence for a single value of g. Because the main
focus of the present work is to study the T depen-
dence of N, (0) we have chosen ( to fit the thermal
suppression factor. Therefore in plotting Ref. 3 we
shifted the origin so as to yield agreement with the
AG "high-temperature" limits for this value of g.

To make contact with previous calculations of the
tunneling characteristics, it is useful to define an ef-
fective spin-flip or spin-exchange scattering time

N, (o).;«a N(o)
(3.S)

This form is chosen so that I/r, 'rr yields the golden
rule result I/r, which comes out naturally in the
limit of noninteracting spins. ' In Fig. 4 we have plot-
ted this quantity for the EA model as a function of
T/T„(where T,a is the spin-glass transition tempera-
ture). Our results are normalized to the "high-
temperature" value v, , which is computed using the
Abrikosov-Gor'kov theory. Also shown is a calcula-
tion of I/r, obtained by us previously. " Using a gol-
den rule calculation which includes inelastic scattering
processes we found

I = N(0) (J ) 'qdq
Ts h "o 2kF

S

S

I.OO
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0.45
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x n (pp)B(q, tp)
& —oo 1 —e &"

(3.9)

where n (tp) is the Bose distribution function. A fair-

ly typical experimental result of Schuller et al. , is
plotted in Fig. 4 (dashed curve).

The curves labeled (a) —(d) correspond to different
values for the parameters J/5 and g [see Eqs. (3.2)
and (2.16)]. Using the value of LL corresponding to
an 800-A AgMn film with Mn concentration of 0.1

at. % (about 20% that of pure Pb) and the 5/J which
gives the experimentally measured spin-glass transi-
tion temperature T,a in the EA model, we find (for
S = —,) that rL/J =12. Since neither T,s nor 5 are

accurately known in these proximity-effect systems,
we have calculated our results for a range of values
of 5/J. We illustrate the two extreme values con-
sidered, which presumably sandwich the exact one.
In curve (a) we plot the results for d, /J = 12 and
(=4. Curve (b), for which 5/J =0.5 and (=4, is in
better agreement with the experimental value
(dashed line). This suggests that the actual width (in
tp) of S(q, tp) is broader than that obtained using the
EA model. In general we find that the curvature in
I/r, 'rr at low T reflects the general shape of S (q, tp)
vs tp. the narrower the width (in tp) the faster the
curve rises toward the high-T result. Curves (c) and
(d) correspond to S =-. These are included for il-

lustrative purposes only, since they yield poor agree-

FIG. 4, Effective spin-exchange scattering time as a func-
tion of temperature in the EA theory. Curves (a) and (b)
are for S =

2
and )=4 with 5/J =12 and 6/J =0.5, respec-

tively. Curves (c) and (d) are for S =
2

and 5/J = 1, with

g = 2 and 3,respectively. The dashed curve is the experi-
mental result of Ref. 3 and the golden rule calculation
results are also presented.

ment with experiment. Curve (c) represents the case
J/5 = 1.0 and )= 2 and curve (d) is for the case
J/5 = 1.0 and f = 3. We note that the effects of vary-
ing g, with all other parameters including temperature
fixed, are similar to those in the case of noninteract-
ing spins. The lower $, the smaller is N, (0). How-
ever the thermal suppression factor (N, (0) ~r r

Sg—N, (0) ~r p], and hence the shape of the N, (0) vs
T curves, is strongly affected by ]. A plot of r, /r, '"",

however, does not show a strong g dependence. This
quantity depends almost entirely on the value of the
spin S. The two values of S yield rather different
results. This is because the ratio of the elastic contri-
bution (which dominates at T = 0) and the high-
temperature result go as S'/S (S + 1). The suppres-
sion at low temperatures thus decreases as S in-
creases.

As we noted in a previous paper, ' an obvious
failure of the golden rule approximation is that it
yields a sharp rise in I/r, with increasing T, whereas
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the experimental results suggest that I/r, is nearly
constant at low T. It may be seen from Fig. 4 that
the more exact approach of the present work yields
essentially the correct shape of 1/r,'"r, unlike the gol-
den rule approximation. To understand the differ-
ences we note that in the latter approach the frequen-
cy integral is weighted by a factor Pro/(1 —e ~"),
which does not appear in the self-energy calculation.

- This factor derives from the electron occupation fac-
tors and is characteristic of any transport-theory cal-
culation. 9 It gives rise to a relatively sharp T depen-
dence at low temperatures. Note also that the T =0
intercept in r, /r,""differs in the two calculations.
This follows because in the present approach there is
a small contribution to the scattering from inelastic
terms, which enter through the Fermi factors in Eq.
(2.14). When these terms are neglected, the T =0
intercepts of r, /r, 'rr are identical in the two different
approaches. While this effect is not particularly signi-
ficant for the case of a highly disordered system, it
will probably be important for ordered magnetic ma-
terials.

The values of N, (0)/N (0) vs T for the two S = —,

cases (a) and (b) of Fig. 4, are plotted in Fig. 5 along
. with the experimental result. The general features of

the experimental results are all reproduced by the
theory. We note that both the "kink" [in curve (a) j
in N, (0) at T,s and the fact that it is temperature in-

dependent above T„are artifacts of the single-spin
EA model used here, in which there is no short-
range order for T & T„. We have generalized these
results to include clusters of spins, in which case we
find that the kink disappears and N, (0) is (slightly) T
dependent above T„, For completeness, in the inset

of the figure is shown the frequency dependence of
N, (cu) at several temperatures and with 5/J=0. 5

which corresponds to curve (b). Also shown is the
AG (high-T) limit. In general these cu-dependent

results are not in good agreement with experiment.
We find that the peak height in N, (co) is considerably
less than that observed experimentally,

' while the
peak position is at higher frequencies. Since the
present approach does not include any characteristics
of the junction (it is more appropriate to an intrinsic
magnetic superconductor), it is not surprising that
the frequency dependence of N, (ru) is in disagree-
ment with experiment. However, it should also be
noted that this general disagreement is a consequence
of most theories of tunneling characteristics even in

nonmagnetic superconductors when the "link"
between the N and S pieces is not sufficiently weak. '

In Fig. 6 are plotted the theoretical results for
N, (0)/N (0) vs T for T ~ T„using the hydrodynam-
ical model discussed above. The experimental curve
is indicated by the dashed line. For this model, we
found that a value of ) = 1.8 fit the thermal suppres-
sion factor [N, (0) I r r —N, (0) I r ol. This corre-

Sg

sponds to curve (b) in the figure. To illustrate the
effects of varying varying ( we also plot (on a dif-
'ferent scale) the results for (= 2.0. It is clear that as

f increases the thermal suppression factor decreases
so that the curves become less temperature depen-
dent. Because of sum-rule constraints (discussed in
Sec. III A) we had very little freedom in choosing the
other parameters in the model. Therefore, there is

effectively only one fitting parameter (() in this
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FIG. 5. Zero-frequency density of states in the EA model
as a function of temperature. Curves (a) and (b) corre-
spond to the same parameters as their counterparts in Fig. 4.
The dashed curve represents the experimental result. In the
inset is the cv dependence of the density of states at several
temperatures. Also shown is the' Abrikosov-Gor'kov
(high-T) limit.
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FIG. 6. Zero-frequency density of states in the "hydro-
dynamical" model as a function of temperature for
b/T, g

= 3.0 and (a) (= 2 (right-hand scale) and (b) f = 1.8
(left-hand scale). The parameters in S(q, co) correspond to
those plotted in Fig. 3. The dashed curve is the experimen-
tal result of Ref. 3.



1120 M. J. NASS, K. LEVIN, AND G. S. GREST 23

0.025

0.020

3 0.015
D

0.005

0.0
.0.0 0.5 1.0 1.5

FIG. 7. dN/, dcu vs cu for (a) T/T, a=0.1, (b) T/T, a=0.5,
and (c) for the AG(T ~~) limit. These curves are com-
puted for the EA model with h/J =12 and ) =3.

theory. As dictated by experimental considerations
we chose /tc/T„= 3. However, our results in this
model are very insensitive to 5/T„. The values of
the parameters in S(q, cu) are chosen to correspond
to those shown in Fig. 3. For this case, we only con-
sidered temperatures lower than the transition tem-
perature. This was principally due to the fact that the
experimental curves are rather structureless and
uninteresting above T,~, so that it was not worthwhile
to compute an S(q, cu) in the hydrodynamical model
(which is consistent with the sum rules). It appears
from the data that N, (0)/N (0) rises slowly for
T ) T„ to the limit 1.0. Since our computed curve is
below this value for T & T,~ and since it must ap-
proach 1.0 as T ~, it follows that above as well as
below tht; transition temperature, the present theory
and experiment are in reasonably good agreement.

While not shown here, we found the general
features of N, (cu) vs cu are like those of the EA
model. It is important to note that when sum-rule
constraints were relaxed, we generally found non-
monotonic or unphysical behavior for N, (0) vs T.
This has also been observed in transport calculations
using this model. ' Thus we find the following corre-
lation: models for S(q, cu) which violate the sum
rules lead to unphysical results for N, (0) vs T. Simi-

larly, if a model satisfies the sum rules we find good
agreement between theory and experiment for N, (0),
as shown in Fig. 6.

We have noted above that the scale of temperature
variations in N, (0) can be used to learn about the
characteristic energies associated with the magnetic
correlations. We have also found that the derivative
quantity dN, (cu)/dcu as a function of frequency (at
low temperatures) contains similarly useful informa-
tipn, which it may be possible to exploit in future ex-
periments. In particular, we find structure in the
computed dN, (cu)/dcu near the frequency cu = T„.

This behavior, which is reminiscent of what is ob-
served in strong-coupling superconductors4 is illus-
trated in Fig. 7 for the EA model with the parameters
f =4 and LL/J = 12. Very similar results are obtained
for the hydrodynamical model. In both cases a peak
was obtained at a frequency co somewhat less than
T„; its behavior was rather insensitive to the choice
of all the parameters in the two models. The peak
height decreased and the frequency of the maximum
increased with increasing T. For comparison, predic-
tions of the AG theory (high T) are also plotted in
the figure. Note that the AG theory yields a feature-
less curve in this region of frequency.

This structure in dN, /dcu may have been seen in an
induced spin-glass superconductor. ' Ho~ever, quan-
titative comparison with the data is not possible since
the behavior of N, (cu) is strongly affected by the
proximity-effect sandwich. Future measurements on
intrinsic magnetic superconductors should be
analyzed in this manner. Since we have found that
these derivative analyses contain direct information
about the magnitude of the magnetic ordering tem-
perature, such measurements may prove a useful way
to determine whether coexistence has, in fact, oc-
curred.

IV. CONCLUSIONS

While there has been an extensive amount of
literature devoted to computing the phase diagram
for magnetic and superconducting order, considerably
less attention has been paid to the behavior of the
density of states N, (cu) in magnetic superconductors.
In principle, superconducting tunneling experiments
[which measure N, (cu) ] yield valuable information
about the interplay between magnetism and super-
conductivity. They can be exploited not only to ob-
tain a parameterization of the spin-flip lifetime v,
(which, in part, determines the phase diagram for
coexistence ), but more importantly to gain informa-
tion about the magnetic structure factor S(q, cu),
averaged over q.

In the present work we demonstrated how to inter-
pret the temperature-dependent behavior of the
zero-frequency tunneling state density in induced su-
perconducting spin-glasses. Presumably for intrinsic
magnetic superconductors an analysis of the finite
frequency behavior will also be informative. We
found that the scale of temperature variations in

N, (0) reflects the characteristic width (in cu space) of
the magnetic structure factor. While a golden rule
calculation is adequate for estimating the magnitude,
at all temperatures of

I/r, ' 6 —= [I —[N, (0)/N(0)]')

it reproduces the shape of this function of tempera-
ture rather poorly. Thus, from the point of view of
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learning in detail about S (q, &u) the full dynamical
Eliashberg-like equation for N, ( re) must be solved,
as was done here. %e view the success of the
present theory in explaining the tunneling data as a
confirmation of the correctness of the many-body
Eliashberg-like equation for the superconducting den-
sity of states.

Several other interesting observations should be
noted.

(i) Models for S(q, m) which violated sum rules
consistently yielded poor agreement between theory
and experiment, whereas those that satisfied them
led to good agreement.

(ii) There is always (even at T =0) a finite contri-
bution to the spin-exchange lifetime from inelastic
processes. This term, which does not appear in the
golden rule calculation, thus, makes coexistence of
magnetism and superconductivity less likely than
might be expected, based on a golden rule calculation
of I(.;".

(iii) It appears that tunneling measurements may
be useful in ascertaining whether magnetic order ex-
ists in a superconductor. This is useful, particularly
in superconducting spin-glasses when it may be diffi-
cult ' to prove coexistence.

(iv) Finally, we predict the existence of a peak in

dN, (dt's at co —T,s. This peak height decreases with

increasing temperature and is essentially zero at a
temperature T & T„.
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