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We employ the transfer-integrél technique to study the classical statistical mechanics of a two-
component field governed by the Montonen-Sarker-Trullinger-Bishop (MSTB) Hamiltonian.
The two-dimensional pseudo-Schrodinger equation approximation to the transfer-integral eigen-
value problem is separated into two one-dimensional Schrédinger equations by transforming to a
coordinate system in which the two-component kink trajectories are constant-coordinate lines.
This separation of variables allows us to obtain analytic expressions for the low-temperature free
energy and static correlation length and we identify contributions to these quantities from the
known topological kink excitations in the MSTB model. In addition, we find an unexpected ac-
tivated contribution to the free energy which we interpret as due to an unknown nontopological
kink excitation whose energy vanishes at the bifurcation point.

I. INTRODUCTION

The subject of statistical mechanics of quasi-one-
dimensional kink-bearing systems' has proved to be a
remarkably active area of condensed matter physics
in the last few years, beginning with the work of
Krumhansl and Schrieffer? (KS) and Aubry® on the
“¢-four’’ model. The ideal-kink-gas phenomenology
proposed by KS as a realistic and powerful framework
for statistical mechanics calculations at low tempera-
tures has subsequently been shown by Currie,
Krumbhansl, Bishop, and Trullinger* (CKBT) to be
exact (in the limit of low temperatures) if one proper-
ly takes into account the influence of kinks on the
phonon density of states.” CKBT demonstrated this
remarkable ‘‘asymptotic exactness’’ of the
phenomenology for kink-bearing, one-component
(scalar) fields of the nonlinear Klein-Gordon
variety"* (e.g., ¢-four, sine Gordon, etc.) by explicit-
ly comparing phenomenological results with those ob-
tainable using the exact (and independent) transfer-
operator method.*” An explicit comparison was pos-
sible because analytic forms of the lowest few
transfer-operator eigenvalues could be obtained via a
modified WKB method® for “‘tunnel-splitting’’? con-
tributions and analytic solutions for the kinks and
their associated phonons®™'? were available for the
particular systems considered [¢-four, sine-Gordon
(SG), and double-quadratic'>'? (DQ) local poten-
tials]. (We have shown'* very recently that the
asymptotic exactness of the low-temperature CKBT
phenomenology can be demonstrated quite generally
without explicit knowledge of the kink waveform or
its small oscillations.) Recent extensions of the
CKBT theory have been made to include systems
bearing more than one type of kink!® (e.g., double-
sine-Gordon) and also systems with a finite winding-
number density.'®

* charge-density-wave condensates,

All of the investigations cited above have dealt ex-
clusively with one-component (scalar) fields.
Although these model systems (such as sine-Gordon)
can be used to describe a wide variety of nonlinear
phenomena in condensed matter,'’ it is probably fair
to say that the majority of effort has been focused on
one-component fields at least in part because of the
relative ease with which necessary calculations can be
carried quite far analytically. However, one-
component-field models by no means span the entire
range of interesting phenomena. On the contrary, an
equally wide variety!” of nonlinear condensed-matter
systems require, by their very nature, a description
based on multicomponent fields. Perhaps the most
extreme example of current interest is superfluid
3He, which is in principle described'® by a tensor field
with 9 complex components or 18 real fields. (For-
tunately, only two or three independent combinations
of these fields are needed in practice.) Less formid-
able (but no less interesting) examples include
19-22 Ginzburg-
Landau theory for superconductors,??* Heisenberg
spin systems,?* and the XY model,?*?’ to mention a
few.

When compared to the CKBT theory* for one-
component-kink systems, the corresponding theory
for the general class of rwo-component (complex
scalar) kink-bearing nonlinear fields in one dimen-
sion is still in its infancy. There are two basic rea-
sons for its stunted growth: (i) the dearth of analytic
solitary-wave solutions to relevant coupled equations
of motion and (ii) the difficulty in developing a gen-
eral method for obtaining analytic expressions for the
lowest eigenvalue(s) of the appropriate transfer
operator which is sophisticated enough to isolate the
“tunneling” contribution>* that is expected to arise
from kink activation. Nevertheless, the success of
CKBT theory for one-component kinks gives cause to
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be optimistic in applying the lessons! learned in
developing that phenomenology to more complicated
and realistic situations. The primary lesson is that
kinks having a finite (nonzero) threshold creation en-
ergy will form a dilute gas at low temperatures and
that the gas can be regarded as ‘‘ideal’’ if the sharing
of degrees of freedom among kinks and phonons is
accounted for in the phenomenology.

We wish to emphasize, therefore, that we have no
a priori reason to doubt the validity of an ideal-gas

‘phenomenology for multicomponent kinks in one di-
mension. Nevertheless, it would be most comforting
if at least one nontrivial example of a multi-
component—kink-bearing system could be found for
which the statistical mechanics can be analytically in-
vestigated at low temperatures.

In this paper, we elaborate the discovery by one of
us?® that there is indeed such a very simple model,
far from trivial, which is susceptible to analytic pro-
gress. In this model, a dimensionless complex scalar
field

p(Ox,0) =yl explig(xn] ,

is governed by the Lagrangian density??~32

£ =5l =5 lu 2= vyl ¢) , a.1

where the subscripts x and ¢ denote derivatives with
respect to the dimensionless space (x) and time ()
coordinates, respectively, and V (|yl, ¢) is a dimen-
sionless ‘‘local potential’’ having the form

vl ¢) =5 =1yl +5klyl?sin’ . (1.2)

Here « is a dimensionless positive constant governing
the degree of ‘‘phase anisotropy’’ possessed by the
potential. The first term in Eq. (1.2) represents a
“rotated ¢-four” potential>~* having the shape of the
‘““bottom of a wine bottle.”” The second term breaks
the continuous rotational symmetry by .introducing
indentations in the wine-bottle potential so that two
degenerate minima are formed at y =+ 1. Plots of
this potential and its equipotential contours for
several values of k can be found in Ref. 31. In addi-
tion to providing perhaps the simplest two-
component generalization of the one-component
models considered by CKBT,* this model also has the
very attractive feature that the single-kink solitary
wave solutions to the coupled nonlinear equations of
motion [obtained from Eq. (1.1)] have been found
analytically by Sarker, Trullinger, and Bishop?® (STB)
(and independently by Montonen®®), and we shall
hereafter refer to this model as the MSTB model.
Interestingly, an additional ‘‘nontopological’’ kink
solution has recently been obtained by Rajaraman®?
(for the special case k = % ), about which we shall
comment in detail below in Sec. V.

The equations of motion following from Eq. (1.1)

take very simple forms in terms of the real (¢) and
imaginary () parts of the complex field y= £ +in:

frt"f)oc“‘f+f(§2+7lz)=0 ’ (1.3a)
M= — (1= ) +9(E+9) =0 . (1.3b)

The analytic single-kink solutions fall into two

_ classes.?? 3! The class-one solutions are purely real:

£E(s) =t tanh(s/V2) , (1.4a)
nt(s) =0, (1.4b)

where s =y (x —vt) is the “‘rest frame’’ variable
[y=(1—v?)""2], and + denotes a kink (+) or an-
tikink ( —). The class-two solutions have two homo-
topic varieties (labeled by 2 and 2*) and exist only
for k < 1:

&4 (s) = + tanh(V/2s) , (1.52)

7 (s) = (1-k)sech (Vi/2s) | (1.5b)
and

f;ﬁ(S)=ttanh(ms) , (1.6a)

n5(s) == (1—k)"sech(Vk/2s) , (1.6b)

where again the + signs denote kinks (+) and an-
tikinks (—). The trajectories (in the ¢ —n plane)
followed by these various kinks as they evolve the
field from one minimum in ¥ to another are shown
schematically in Fig. 1. The class-one solutions are
independent of k and are the only single-kink solu-
tions found for k = 1. The class-two solutions exist
only for k < 1 and degenerate to class-one solutions
at k =1. The energies of the traveling kink solutions

L _J

«=0.75
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FIG. 1. Topological kink trajectories in the MSTB model.
For k > 1, only the class-one kink (+4) and antikink (—)
exist while for. k <1, the class-one kinks become unstable
and are replaced by the class-two kinks which follow semiel-
liptical paths between the two potential minima (indicated by
crosses).
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are?

Ei(v)=yE(0) =32 , (1.7a)
and

Ey(v) =Epu(v) =vEy(0) =yVIk(1-5k) . (1.7b)

When k=1 the rest energies of the two classes of
kinks are equal and for k < 1, E;(0) < E,(0). This
suggests that a class-one kink is unstable to decay
into a class-two kink satisfying the same boundary
conditions when k < 1. Indeed, linear stability
analysis® *? shows that class-one kinks are stable for
all k against fluctuations in ¢ but are unstable to
growth in 7 for k < 1. The class-two kinks are stable
for k < 1 against fluctuations in both £ and . The
parameter point k =1 is thus regarded?® as a *‘bifur-
cation point’’ in the sense that as « is decreased past
unity, a second type of solution appears while the
first becomes unstable. STB? pointed out the fact
that the class-one kinks are just the familiar ¢-four
kinks while in the limit k — 0" the stable class-two
kinks approach those of the familiar sine-Gordon
theory (|| is nearly constant in this limit). Thus the
complex-scalar MSTB theory exhibits a very interest-
ing ‘‘crossover’’ behavior between the two well-
studied real scalar field theories.

The classical statistical mechanics of the MSTB
Hamiltonian [corresponding to Egs. (1.1) and (1.2)]
has been studied previously by Currie, Sarker,
Bishop, and Trullinger’! (CSBT) using a ‘‘brute-
force” numerical evaluation of the lowest few eigen-
solutions of the effective ‘‘Schrodinger equation ap-
proximation”’ to the transfer-integral equation!™* 63
in the continuum limit (kink width >> lattice con-
stant) (see Sec. II below). Using an ansatz for the
temperature dependence of the ‘‘tunneling’’ free en-
ergy,2 CSBT were led to conclude that the low-
temperature static correlation length for the field
grows exponentially with decreasing temperature, at a
rate determined by the activation energy for the soli-
tary wave (kink) appropriate to the k value of in-
terest. The activation energy was obtained by fitting
the assumed form to the actual numerical values of
the lowest eigenvalues, and was in agreement with
Eq. (1.7) for the kink rest energies. In particular, the
crossover behavior as k (denoted by 8D/A in Ref.
31) varies through the bifurcation point (k =1) was
dramatically demonstrated (Fig. 9 of Ref. 31). As we
shall see, however, the exponential form assumed for
the “‘tunnel splitting’’ (difference of the lowest two
eigenvalues) by CSBT was not quite correct’®; it had
the wrong power of temperature in the prefactor of
the exponential. In addition, by focusing on the
difference of the two lowest eigenvalues, CSBT did
not notice another exponential contribution to these
eigenvalues which cancels when the difference is tak-
en. However, the free energy, being the lowest

eigenvalue of the transfer operator, contains this ex-
tra contribution. This suggests the existence of
another type of excitation heretofore unknown and
not even suspected. Our analytic results therefore
demonstrate quite dramatically the danger of assum-
ing that the ideal-gas phenomenology can be trivially
carried over to two-component problems.

We begin our detailed discussion in Sec. II with a
brief exposition of the transfer-operator method as
applied to our two-component model Hamiltonian,
arriving at the effective Schrodinger equation approxi-
mation® to the transfer integral equation in the con-
tinuum limit. In this two-dimensional problem, the
fields ¢ and n play the role of ‘‘coordinates’’ and
thus the calculation of statistical mechanical quanti-
ties is reduced to the problem of solving for the ‘“‘en-
ergy eigenvalues’ and ‘‘eigenfunctions’’ for a pseu-
doquantum ‘‘particle’’ moving in the two-
dimensional potential V' (£, n). In Sec. III we
motivate our transformation from the ‘‘Cartesian’’
coordinates (£, n) to elliptic polar coordinates®
(u, v). The kink trajectories in Fig. 1 become
constant-coordinate lines in this new coordinate sys-
tem and we find that the two-dimensional
Schrodinger equation of Sec. II separates into two
one-dimensional equations which are solved analyti-
cally at low temperatures in Sec. IV to obtain the
lowest two eigenvalues, which in turn give the low-
temperature free energy and static correlation length
for the MSTB model. In addition to containing con-
tributions from the kinks described above, the free
energy also contains an unexpected contribution
which we attempt to interpret in Sec. V as due to an
additional type of elementary excitation. Although
the precise form of this predicted solution to Egs.
(1.3) is not yet known, we shall extract a great deal
of information about its qualitative nature from the
statistical mechanics results, together with simple ar-
guments involving the energetics of known solutions.
Finally, in Sec. VI we summarize our results and dis-
cuss their implications for other two-component
models and for the development of ideal-gas
phenomenologies.

II. TRANSFER-OPERATOR METHOD AND THE
“SCHRODINGER EQUATION"" APPROXIMATION

In this section we briefly review the transfer-
operator method as it applies to the calculation of the
classical canonical partition and static correlation
functions for our two-component problem. The sym-
metry properties of the transfer operator are dis-
cussed since they have direct bearing on the nature
of its eigenfunctions and will be used in the subse-
quent discussion. In the continuum limit the
transfer-integral equation is replaced by its
““Schrodinger-equation’” representation. The solution
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of this Schrodinger problem forms the basis for dis-
- 2
cussion in the following sections. H Iigl LE )+ 2,2 (¢41—- &)
In discretized form the Hamiltonian corresponding

. (1.1) is gi b
to Eq. (1.1) is given by +51[_2 (s —n) 2+ V(&L | . 22)
N . . . .
H=13 %hmz 2[2 —— i — |2 where the MSTB potential of interest is
- V(€ m)=+l— (@ 4n) P42 . 23)
The canonical partition function can be written in
+Vwl, tb;)] . Q.1 factored form as
Z2=2,2,Z¢, , 2.4)
where / is a dimensionless discretization length (e.g., where the kinetic contributions, Z; and Z,, are given
lattice constant), N is the number of ‘‘sites’’ along by
the “‘chain’’ of length L = NI/, a dot denotes a time oo 2l N2
derivative, and V (|y,|, ¢,) is the dimensionless, local Zg=Z,-,— dé, ~BIET [ ".2] 2.5
(on-site) potential whose form will be kept general i=1 h Bh
until we later specialize to the particular case of in- (B= (ks T)']
terest, namely Eq. (1.2). Thus, the discussion in this B= (ks :
section applies also to the case of the fourfold aniso- Here, Planck’s constant is understood to be ex-
tropic potential discussed recently by Subbaswamy pressed in the characteristic units of the system. The
and Trullinger,’® for example. In terms of the real configurational contribution to the partition function
and imaginary parts of ¢, we can write is given by
. J
+ oo
11T a6 77 dnexs| - pifhr e - 600+ =m0t v 2.6)
=]

As for the one-component problems considered by CKBT,* we impose periodic boundary conditions
[(&ns1, my+1) = (€1, m1) ] and introduce 8 functions to enforce these conditions: :

+ oo + oo + oo + oo
Zf.n=f_m _o dénvdnyg f_m _o d&dm3(Ey—£D)8 (N — M)

x expl = BIf (Enst, mnvasén, )1 X - - Xexpl = BIf (€2, mpérm)]
Q.n

where f (€41, mi+13€i, m;) is defined by We conveniently choose the functions {®, (£, 5)} to
be eigenfunctioqs of the two-dimensional transfer in-
tegral operator T, defined by

focg,a)=f [ aedn,

x expl = BIf (€141, miats €1 mi) ]

S misis€nmi)= 2[2 (m— &) +— 2,2 (g1 —m)?

+%[ V() +V(Eipnmia)] .

(2.8)
Note that we have taken advantage of the & functions x®(&,m:) (2.10)
to make f (&1, mi+15€:, i) symmetric under the in- 0
terchange (&, n;) — (41, Mi+1)- so that
We now expand the & function product P, (6, m) = e-ﬂ,tnd)" G o) 211

3(én+1 = £ (v —m) where e, is the eigenvalue associated with @, (&, 1).

in terms of a complete set of orthonormal functions With this choice, it is easy to see that Z , becomes
b ) . ~BLe
{@n (£, 1)} Zea=Se pLe, 2.12)
8(én+1—€)8(nne1—m1) n
= 3 03 (Exsi, v @n (1) (2.9) In the thermodynamic limit (L — o0), the free ener-
n » n B . .

gy density f=F/L =— (kgT/L) InZ is given simply
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by

f==(Bn" ln[%zi +e€ , (2.13)

where ¢ is the lowest eigenvalue of 7. The other
thermodynamic functions (internal energy, specific
heat, etc.) can be obtained using their standard rela-
tions to f.

The average of some function g (¢, ) is given by

+ oo + o0
wemy=J " ae [ aneemeten

(2.14)

where the probability distribution function ® (¢, n), is
the squared modulus gf the ‘‘ground state’’ eigen-
function ®y(&,m) of T:

®(&,m)=|dy(& 7). (2.15)

General expressions for equal time correlation
functions can be found straightforwardly

(g:1(¢, 7)1)82(51» 'nj))
=3 (0lg (&, m)|n) (nlgs(&,m)0)

xexpl —B(e,—e€)lli—jll , (2.16a)

and
(dg1 (&, "7:‘)582(51’ "U)>
= 3, (0lgi(&,m)In) (nlgx(& m)]0)

n#=0

xexpl —B(e, —e)li—jl1 , (2.16b)

where
dg(£,m)=g(&m)— (g(&m))

and we have used bra-ket notation to denote overlap
matrix elements

J

(mlg(&,)ln)

+ oo + oo
Ef_w déf_w dn @, (€ )g (£, m)P,(£7) .
.17

In order to determine which adjoint states (n| are
coupled to the ground state |0) by a function
g (&, 1), it is helpful to have ‘‘selection rules’’ at
hand. For the particular case of the MSTB potential
Eq. (2.3), V (&, m) has C,, point group symmetry®’ in
the ¢ and % variables. As a consequence it is notAdif-
ficult to show that the transfer integral operator 7T,
commutes with all operations in the point group C,,
ie.,

[7,Px1=0, (2.18)

where PR is the function operator representative of a
proper or improper two-dimensional rotation R in
C,,. Denoting the “‘coordinate’’ pair (£, 7) as a
two-dimensional vector T = §§ +m7, and by Ra2x2
orthogonal matrix representative of R, we have’’

Pre(F)=g(R7'T) . (2.19)

Setting T =T, in Eq. (2.19) and acting from the left
with T, we have

fﬁ.eg(?f)=ffdz?iexp[—ﬁlf(?,-ﬂ;?,-)l
xg(RT'T) . (2.20)

Since R is an orthogonal “‘rotation,” we can replace
T; everywhere in the integrand in Eq. (2.20) by R,
without affecting the value of the integral (since it
extends over the entire two space). Thus,

TﬁRg(?‘)=ffd2_r.‘e)(,p[_ﬂlf(?l-‘}-lsﬁ?,)]g(?,) .

(2.21)

Now, we again make use of the orthogonality of R (a
rotation leaves scalar products invariant) and the in-
variance of V(T) to write

S (FaiRE) = (Fiat =R - (Rt =RT) + 11V (RT) 4V (Ti)])

=—21/—2[ﬁ“(?,.+1—ri?,)1- [R™ (Fin —RFD 1+ LIV (F) + ¥ (F11p)]

=L@ -T) R —T) + 1V (7)) +V(RT'F0))

212
=f(R7'TT) .

Thus,

(2.22)

g (7)) = [ [ @@F expl= i (R7'707) 1g (7)) = Be [ [ 27, expl=Bir (7,017 1g (7)) = Pr T (7))

(2.23)
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and Eq. (2.18) is proved.

Since the transfer integral operator commutes with
the operation§ in the point group C,,, then the eigen-
functions of T must also serve as basis functions for
the irreducible representations of C,,. The standard
techniques of group theory’” may therefore be used
to ‘‘block diagonalize” T, or to obtain the “‘selection
rules’” mentioned above for matrix elements. Fur-
ther discussion of this latter topic will be postponed
until Sec. IV where we discuss correlation functions
at low temperatures. We shall, however, make use
of the basis function requirement in Sec. III in order
to determine the transformation properties of the
eigenfunctions in a different (and more convenient)
coordinate system.

The technique for converting the transfer integral
operator to a differential operator having Schrodinger
form in the continuum limit (/ —0) has been out-
lined previously by Scalapino, Sears, and Ferrell.®

Here we give a discussion, parallel to theirs, which
accounts for the completeness requirement on the
eigenfunctions {®, (£, n)}. The effects of lattice
discreteness (/ # 0) may then be taken into account’®
(or at least estimated) by retaining higher order
terms in . Although we shall not explicitly examine
discrete-lattice corrections in this paper, we feel it is
important to set the stage for such an investigation,
since in applications to physical systems we must con-
sider the importance of lattice discreteness.

In order to convert the two-dimensional Fredholm
integral equation represented by Egs. (2.10) and
(2.11) to a differential form in the limit / << 1, we
proceed as follows. First we define an auxiliary func-
tion,

W, (¢ n)=e BVEDQ (£,9) , (2.24)

so that Eq. (2.11) may be rewritten with the use of
Eq. (2.8) as

3
+ oo + oo 1 ) 1 )
f_“ d§; e dm; exp|— B/ '27(5141—&) +W(m+1—m) ‘I’n(fi,"l:‘)
=exp{—Blle,— V(& M) DY, (Eipr, miv) . (2.25)
—
In the limit / << 1, the integrations over &; and =, where V2= 9%/9&£2+ 8%/ 9.
are dominated by those values close to &4, and 7,41, Up to this point we have made no approximation
respectively. By expanding ¥, (¢;, n;) about and Eq. (2.29) is entirely equivalent to the transfer
¥, (&;41, mis1) in a double Taylor series, Eq. (2.25) integral Egs. (2.10) and (2.11). When / << 1, we
can be rewritten in differential form as (dropping the may make use of the identity
i + 1 subscript)
) a2 e e”e‘e3=explA +2B +—31'—[A +B,[4,Bl1+ - - ] ,
exp{/ (m*)' | — | + = ||1¥: (& m) :
2m* |38 9 ‘ (2.30)
=exp(—1(m*) e, — Vo— V(&) NV, (& m) which is valid through fourth order in 4 and B, to
rewrite Eq. (2.29) in the approximate form
(2.26)
vZ
where m* and V, are defined by Ty +V(&m)
m
m*=g8? Q.27
1| V2 2 4
. (m*)l/z +g/2‘—7—V(f,n),[v ,V(g,’n)] +0 (%)
Vo=1(m")V2N " in|~"—"—] . (2.28) _ Lm
2wl
X®, (¢ =(e,— Vo) ®,(£,m) . (2.31)
Using Eq. (2.24), we can rearrange Eq. (2.26) to n(&m) " o
yield an equation for the original eigenfunction To lowest order in /2, we are thus faced with a
@, (&, m): pseudo-Schrodinger equation,
-1 *)1/2 il 1 o2
expl—~1(m*)'2V (¢ n)exp|/ (m™) [Zm*v ]] [_~ 2’1"* V24 V(£ m) q’n(fﬂl)
x expl—+1(m*) 2V (£, 1) 10, (£,7) =(e, = Vo)®,(¢£7m) , (2.32)
for a single “‘particle’’ of ‘‘mass”> m* moving in the
=expl—I(m*)V2(e, — Vo) 1®,(£,m) two-dimensional, anisotropic potential ¥V (£, 7). We
(2.29) note that ¥, acts as a temperature-dependent ‘‘ener-

gy’’ minimum which is important for the free energy,
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entropy, etc., but not for the correlation lengths
which depend only on eigenvalue differences [see Eq.
(2.16)]. No real quantum mechanics is involved (%
is replaced® essentially by the temperature, i.e.,

m* ~ T72) but intuition and techniques from quan-
tum mechanics can be very helpful. For example,
the influence of the lattice-discreteness term ( ~ /?)
in Eq. (2.31) can be obtained via first-order perturba-
tion theory. The change induced in the eigenvalue ¢,
is thus found to be

Ae,=—1 f_+:d§ f:dn

x|d, (¢ 1)1?, (2.33)

2 2
14

on

14
8¢

where ®,(&, n) is a normalized solution of the un-
perturbed equation (2.32). The use of Eq. (2.33) al-
lows one to obtain’® discrete-lattice corrections to the
thermodynamic functions and correlation lengths.

III. TRANSFORMATION TO KINK-PATH COORDI-
NATES AND THE SEPARATION OF VARIABLES

In this section we begin our discussion of the ana-
lytic solution of the effective Schrodinger equation
(2.32) for the lowest eigenvalues relevant to the ther-
modynamic functions. We motivate and carry out a
transformation to a coordinate system in which the
two-dimensional Schrodinger equation can be reduced
to two one-dimensional Schrodinger equations via the
method of separation of variables. We also give a de-
tailed discussion of the symmetry properties of the
eigenfunctions in this new coordinate system, since
these properties prove to be very useful in carrying
out the solution of the separated equations at low
temperatures as described in Sec. IV.

We begin by rewriting Eq. (2.32) in a slightly
scaled form,

o e, &
9n?

27 | 9¢? +[1—(§2+n2)]2+xn2
m

X <I>,,(§, 77) = Enq)n(gv 7)) , (3.1)
where we have used Eq. (2.3) and the definitions

m=—-m* (3.2)

ENES

and
E,,E4(E,,— V()) . (33)

As noted in Sec. II, we are faced with the problem of
solving a pseudo-Schrodinger equation (3.1) for a
“‘particle’’ of ‘““‘mass’’ A1 moving in the anisotropic
two-dimensional potential ¥ (¢, mn):

Ve, n)=1-(+n) P +kn? . (3.4)

The motivation for making the coordinate transfor-
mation described below is based on the recognition
that the solution of Eq. (3.1) for the ground-state
eigenvalue (i.e., the configurational free energy den-
sity [see Eq. (2.13)] should contain a “‘tunneling”’
portion corresponding to the MSTB?* % kinks at low
temperatures (/i >> 1), in analogy with the corre-
sponding tunneling contribution from the scalar kinks
in the one-component problems discussed by CKBT.*
Whereas this tunneling portion can be calculated via
the WKB method® or its improved variants® *>-4! in
the case of the general class of one-component kink
systems,*” there appears to be no equally systematic
“‘two-dimensional’” WKB method which can be ap-
plied to anisotropic two-dimensional potentials such
as V(¢ n). However, we note that the kink trajecto-
ry followed in ¢ —n space (see Fig. 1) serves as a
very special path from one minimum of the anisotro-
pic potential to another degenerate minimum, and
that perhaps the 2D WKB problem reduces to an ef-
fective 1D WKB problem(s) by considering the ap-
propriate kink trajectory to be the ‘‘tunneling path.”
This very simple intuitive hunch has indeed proved
to be correct, and by transforming to a coordinate
system in which the kink trajectory is a constant-
coordinate line, we have managed to obtain analytic
solutions to Eq. (3.1) at low temperatures (Sec. IV).

From the work of MSTB,? 3% we know the analytic
form of the kink trajectories in £ — 7 space. As
shown schematically in Fig. 1, the kinks follow semi-
elliptical paths when k < 1 and a straight line path
between the two minima when « > 1. The elliptical
shape of the trajectory prompts us to transform from
the “‘Cartesian’ coordinates (£, n) to elliptical-polar
coordinates® u and v:

£=a coshu cosv , (3.5a)
m=a sinhu sinv , (3.5b)

where 0 <u < oo and —7 <v<7. Constant values
of u describe concentric ellipses while constant values
of v describe semihyperbolas normal to these ellipses.
These families of curves are shown in Fig. 2. By
choosing the constant a in ‘Egs. (3.5) to be

a=vJk , (3.6)

we find that the kink trajectories for both k < 1 and
x > 1 are described by constant values of v with v
varying between the limits given below:

k=1
u=u,=cosh™'(« 1), O0<|visnw (3.7a)
or ‘
k=1
u=u,=0 , cos (k) < |v| <7 —cos™! (k" 1?)
(3.7b)
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FIG. 2. Constant-coordinate lines in the elliptic-polar
coordinate system. Constant values of the elliptic radius ()
describe concentric ellipses with ¥ =0 being the degenerate
ellipse connecting the two foci (dots) at (£Vk,0). The
dashed semihyperbolas are lines of constant elliptic angle
(v) normal to the ellipses. For k < 1 (a), the foci lie inside
the potential minima, while for « > 1 (b), the foci lie out-
side the minima.

Examples of these trajectories in the elliptic coordi-
nate system are shown in Fig. 3.

In terms of the elliptic coordinates (u, v), Eq: (3.1)
becomes

H®,(u,v)=¢€,®,(u,v) , (3.8)
where

N 2 2

H=- 1 (sinh?u +sinv)~! B

2 Kk ou?  9v?
+(1—k)2—2k(1 - k) (sinh®z —sin’v)
+ k2(sinh*u —sinh?y sin?v +sin*v) . (3.9)

When we compare this form of the Hamiltonian to
that in Eq. (3.1), it may appear at first glance that we

=20
v=T
v=378 |/2 =578
v\ | | v=Th
\\ ‘l I , ! l/
1 = |
M e e S
T ' [ I
3’" I : | \
ve-ST4 g \ v=—"/a
v== "8 v=-37g
v=="2

FIG. 3. Topological kink trajectories in the elliptic coordi-
nate system. (a) The class-two kink (k < 1) follows a semi-
ellipse [u = u, =cosh™!(x~"/2)] with |v| varying between
zero and 7. (b) The class-one kink follows the u =0 line
between v=cos~!(k~1/2) and 7 —cos™!(k~1/2),

have hopelessly complicated the problem by such a
transformation. However, let us multiply Eq. (3.8) by
the Jacobian factor®® (sinh?u +sin?v) and use Eq.
(3.9) to obtain

', + o,
du? v?

1
2mk

+ (1 —k)2%(sinh?u +sin’v)®,

—2k (1 —«) (sinh*u —sin*v) @,

+ k2(sinh®u + sin®v)®, = &, (sinh?u +sin’v)®,

(3.10)

Note that in this form, the effective Schrodinger
equation contains no mixed terms in u and v. This
implies that Eq. (3.10) is separable. Indeed, if we as-
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sume a factored form for ®(u, v),
®(u,v)=R(u)x(v) , 3.11)

then Eq. (3.10) can be written as

— L R 4 (4 cosh?u)?sinh2u — &sinhZu
2mk R )
_ 1 x"(v) _(I_Kcoszv)zsinzv‘f‘gsinzv
2mk X()
=A , (3.12)

where A is a separation constant which must be in-
dependent of both v and v.

The primary consequence of this separation is, of
course, that we now only need to deal with one-
dimensional equations (although two of them) in-
stead of the original two-dimensional Schrodinger
equation (3.1), i.e., Eq. (3.12) may be rewritten as
two equations which both have the one-dimensional
Schrodinger form:

1 d*R(u)

ik du’

+[(1 =k cosh?u)?sinh?u — &sinh?u]R (u)

=&,R (u)
(3.13a)

and

1 d*x(v)

2k dv?
+[(1 =k cos’v)?sin*v — &sin’v]x(v)

=gx(v) ,
(3.13b)

where, according to Eq. (3.12) we must require that

€,=A=—¢, . (3.14)

Note that in these two Schrodinger equations, the
eigenvalues determine the allowed values of the
separation constant A, while the original eigenvalue €
now appears as part of the ‘‘potential’’ function in
each equation. Thus, Egs. (3.13) and (3.14) must be
solved in a self-consistent fashion. In other words,
the eigenvalues of the original equation (3.1) are the
values of & for which the eigenspectra sets {€,} and
{—&,] have at least one element in common.

In the next section, we show how to carry out such
a self-consistent procedure for the lowest few eigen-
values at low temperatures, with particular regard to
isolating the ‘‘tunneling”’ contributions to €, For
that purpose it is helpful to have a knowledge of the

symmetry properties of the eigenfunctions

{®(u, v) =R (u)x(v)} in the elliptical-polar coordi-
nate system and we devote the remainder of this sec-
tion to a discussion of these properties.

In Sec. II we proved that the operations in the
point group C,, commute with the transfer integral
operator and as a consequence the eigenfunctions
@, (£, m) must provide basis functions for the irredu-
cible representations of C,,. The same is true, of
course, for the Schrédinger approximation Eq. (3.1)
for these eigenfunctions, and furthermore, it must
also be the case that the product eigenfunctions
®,(u,v) =R, (u)X,(v) must serve as basis functions
in the elliptical-polar coordinate system introduced
above. The one-dimensional ‘‘potentials,”

U,(u) = (1 -k cosh?u)?sinh®u — €sinh?u ,
(3.15a)

Vi(v)=(1—-«kcos?v)?sinv—ésin’v , (3.15b)

which appear in the separated equations (3.13a) and
(3.13b), respectively, reflect the C,, symmetry pos-
sessed by the original two-dimensional potential
V(¢,7m) [Eq. (3.4)]. Thus, the one-dimensional
eigenfunctions R (#) and X(v) can be classified ac-’
cording to their transformation properties under the
operations in C,,, which can be formally carried out
in either of the two ways shown in Table I. The ‘“‘ra-
dial”’ functions R (u) have either even or-odd parity
and the ‘‘angular’ functions X(v) are either m or 27
periodic, with even or odd parity. The appropriate
combinations satisfying the basis function require-
ment are shown in Table I, along with the character
table for C,,.

In the elliptical-polar coordinate system the nor-
malization condition on the eigenfunctions reads as

co m
KJ:) du f_"dv (sinh?u +sin?v) |®, (u, v)|?
=Kj:) du sinh2u|R,,(u)|2f_"alv|X,,(v)|2

oo ”
+Kj; du |R,,(u)|2f_’”dvsir12v|><,,(v)|2
=1 . (3.16)
Matrix elements such as Eq. (2.17) take the form
{(mlg(u,v)|n) ‘
=« j:o du f_""dv (sinh?u +sin?v)

x®X(u,v)g(u,v)P, (u,v) . (G.17)

Selection rules for these matrix elements can be ob-
tained by noting that the Jacobian, J = k(sinhu
+sin%v), is invariant under C,, and therefore the
product

O (u,v)g (u, v)P,(u,v)

must contain a portion’” which transforms as the
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TABLE I. Character table for the irreducible representations of C,,. Also shown are two ways of formally carrying out the
symmetry operations in the elliptic-polar (u, v) coordinate system. The parities and periodicities of the eigenfunctions [Eq.

(3.11)] serving as basis functions are indicated by the subscripts.

u—u
v—u

u—u
v—vu
Basis functions Rep. E

u—u u—u u—u
v—_utw v— v v T —v
or
u—-u u—-—u u—u
voT—v v—u v T —v
C, T Ty

R.’_(II)X"'.’.(U) Al 1
R_()Xy —(v) A, 1
R+(U)X2,r,+(v) Bl 1
R_ ()Xo —(0) B, 1

1 -1 -1
-1 1 -1

identity representation (4, in Table I) in order for
the matrix element Eq. (3.17) to be nonzero. Of par-
ticular interest in the next section will be the correla-
tion function for the fluctuations in the field:

Cogr s, i =i 1) = (893 . (3.18)

Since

yl=¢&+in=+k(coshu cosv + i sinhu sinv)]

J

du

* .39 li —jl—'w

where the correlation length A is given by
A=I[B(e,—¢€) ]! . (3.20)

In the next section we obtain analytic expressions for
€ and €; at low temperatures and hence the free en-
ergy and correlation length.

IV. LOW-TEMPERATURE FREE ENERGY AND
FIELD CORRELATION LENGTH

In this section we describe our method for solving
Egs. (3.13) and (3.14) self-consistently and present
the resulting low-temperature analytic expressions for
the lowest two eigenvalues, €, and €;, which in turn
give the configurational free energy density [Eq.
(2.13)] and the correlation length A, for field fluctua-
tions at equal times [Eqgs. (3.19) and (3.20)].

We recall from Eq. (2.13) that the free energy den-
sity f, has two contributions

f=ri+fy . 4.1)

u +sin?v)coshu cosv®j (u, v) Dy (u, v)

contains only portions of B;(¢) and B,(n) symmetry
(see Table I), then the only states coupled to the
ground state (4, symmetry) must have either B, or
B, symmetry. In the limit of large separation,

|i —j|— oo, it is the lowest “‘excited’’ state coupled
to the ground state which dominates the sum over
states in Eq. (2.16b). For the correlation function
Eq. (3.18) this is the first excited state, which hap-

pens to have B| symmetry, and Cw* o becomes
~li=suin (3.19)
[
where fli. is the ‘‘kinetic’’ part,
2wl
c=— (BN In|==], (4.2)
Ly B th

and f is the “‘configurational” or ‘‘potential’’ part,
f¢=€0=%§0+ Vo 4.3)

where V is given in Eq. (2.28) and & is the lowest
eigenvalue of Eq. (3.1). To obtain €, at low tempera-
tures, we first note that, by analogy with the one-
component problems discussed by CKBT,* we expect
€ to be equal to the ground state of an isolated well
minus an exponentially small ‘‘tunnel splitting.”” The
first excited state € is then the tunnel-split partner to
€. The ground state of an isolated well may be ob-
tained easily from Eq. (3.1) by considering the aniso-
tropic 2D harmonic oscillator potential which approxi-
mates [1—(£2+n?) 1 +«n? near (£,m)=(£1,0).

We then find that this ground-state harmonic oscnlla-
tor elgenvalue is given by

&= (VI+VRm (4.4)
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FIG. 4. One-dimensional potentials appearing in the separated Schrédinger equations (4.7) for various values of the anisotro-
py parameter, «: (a) 0.25, (b) 1.0, (¢) 2.0, (d) 4.0, and (e) 5.0. Note the different scales used and also the choice of E(()O) =0.01
for (a) and & =0.10 for (b)—(e).
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We thus expect €, to have the low-temperature form
()}
€ =¢ )—to 4.5)

and

a=e+1, , (4.6)
where ¢ and ¢, are exponentially small tunneling
contributions which remain to be calculated.

The way in which ¢, is found proceeds as follows.
VY(F) first find the ground state eigenvalues, E,f,oo) and
€,,0, of Egs. (3.13a) and (3.13b), respectively, when
€ is set equal to € , i.e., when tg is neglected. We
then regard the inclusion of the exponentially small ¢,
as a perturbation and calculate the resulting shift in
€,0 and €, o via first-order perturbation theory. The
actual value of fy is then obtained by setting
€,0=— &, 0 according to Eq. (3.14).

The “‘unperturbed’’ (t,=0) Schrodinger equations
are

__L &ERYW ;o (RO )

2k du?
=&e"RO(y) (4.7a)
and

24(0)
__Lsz(v_) + V0 (1)XO(»)

2mk dv
=e"%0k) , 470

“where the one-dimensional ‘‘unperturbed’’ potential
functions U{® and V{? are obtained from Egs.
(3.15) setting €= E((,O). In Fig. 4 we have plotted
these potentials for the example cases
K =%, 1, 2, 4, 5. In these plots we have arbitrarily

chosen E(()O) for illustration. (In the limit as 7 —0,
& ’—0.) Note that although we shall normalize the
radial functions over positive u values only, we have
plotted U{® (u) for negative u as well since its for-
mal symmetry yields even and odd solutions, and
both types are necessary for proper symmetry of the
eigenfunctions (Table I). Similarly, we have plotted
V{9 (v) for a range larger than the fundamental
period — 7 < v < 7 since the formal periodicity of V,
will also prove to be useful in obtaining E.,?o, by ex-
ploiting the analogy to energy band problems.
Once the unperturbed ground state eigenvalues

-0 ~(0) . . . .

{€,0, &,0) and their corresponding eigenfunctions
(R (u), x§ (v)} have been determined from Egs.
(4.7) we can treat the perturbations due to fo. In do-
ing so it is necessary to exercise some care in the
normalization conventions. We let

R (u) =N, R () , (4.8a)
where
* = (0) 2
fo du IR (w))2=1 , (4.8b)

and, similarly,
X (v) =N X (v) (4.92)
" =(0) 2
f_"dv|xo (W)|*=1 . (4.9b)

The overall normalization condition Eq. (3.16) then
requires that the product N,N, satisfy

NOEN,}N3=i f du sinh?u |Ry" (u)|?
« |0

~i»f_"dvsir12v!x(())(v)l2 .

(4.10)
The inclusion of the perturbing potentials
UV (u) =tysinh?u (4.11a)
and
ViV (v) =tysin’v , (4.11b)

can be carried out using standard first-order bound-
state perturbation theory. The full ground-state
eigenvalues €, and &, o are given to first order in t,
by

Guo=als +io [ dusinh?ul R 0 (4.120)
and
o -
Go=etto [ dvsinlX (W2 . (@412b)

Substitution of Egs. (4.12) into Eq. (3.14) finally
yields an expression for 1,

to=—kNo(&.% + &) (4.13a)

and, in a similar fashion

-0 , -(0)

t1=+KN0(€u’0 +€,,,1) B (4.13p)

where we have used Eq. (4.10). As we shall see, the
eigenvalues in brackets in Egs. (4.13) combine to
give exponentially small factors, so that ¢y and ¢, are
exponentially small at low temperatures, as expected.
Note that we have used E,ioo) in Eq. (4.13b) for ¢, as
well as #y. This is because the lowest two states of
the full potential have the same radial eigenfunction
[Ry,+(u)] factor, which is symmetric in u, i.e., the
lowest two states have 4, and B, symmetry, respec-
tively. ‘

We now evaluate ¢y and 1, for the two cases k < 1
and k> 1. The special case k=1 (the bifurcation
point) will be discussed afterwards.

A k<1

In this case, the unperturbed one-dimensional po-
tentials U{® (i) and V{® (v) have the general shape
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shown in Fig. 4(a) where plots are given for K=-;—
with E(()O) arbitrarily set to 0.01 for illustration. From
the formal periodicity of ¥{® (v), the eigenfunctions
x'9(v) in principle have Bloch form, with eigen-
values forming a band structure. However, since we
include only 7 and 2= periodic functions in our com-
plete set, we need only the states at the band extrema
[““Brillouin zone”’ center (w periodic) and zone edge
(2w periodic)]. At low temperatures, where m >> 1,
the two lowest eigenvalues E.,?()) and E.,(,Ol), can be writ-
ten as

G0 =En0 —1, (4.142)
and
G =80 +1, (4.14b)

where €% is the harmonic ground state (‘‘zero-

point energy’’) of a single well of ¥{® (v) and ¢, is
the half-width of the lowest band of eigenvalues.

The corresponding ground-state wave function.

x{¥ (v) is = periodic, has even parity, and is sharply
peaked about each well of ¥{? (v). The second state
x{9(v) is 24 periodic, even, and also sharply peaked
about the wells. To obtain & we expand V{® (v)
to second order in v about v=0:

VO () =[(1-x)?—&"Tu? . (4.15)

Substitution of Eq. (4.15) into Eq. (4.7b) and reten-
tion of only the leading power of the small quantity

™" yields [using Eq. (4.4)]

JOH__ 11—k --1/2
Nr— m . (4.16)
€v.0 V2«

The ground state radial function R{® (u) is sym-
metric in v and sharply peaked about the minima of
U{® (u). These are located approximately at

-(0) 1/2
1 -« € ]

K 2k (1 —«)

Uy = *sinh!

1/2
- isinh-‘ll“"] —+u, , 4.17)

m=*oa K

where u, [Eq. (3.7a)] is the value of u for the kink
tr%jectory. From the shape of U{® (u) we expect
E,fg) to be the ground state of an isolated well minus
a tunnel-splitting 1,

~(0) _ _(0)H
€u,0=€,0 —lu . (4.18)

Near u =ug, U{? (u) is approximately given by

—_ — 2
U® (u) =— a KK) & + 4(1'( k) (u—up)? .

(4.19)
By making use of Eqs. (4.4), (4.7a), and (4.19), we

thus find
-(0H -k .-1/2
F = m . (4.20)
“0 VI

Comparing this result to that obtained for E,(,%H [Eq.

(4.16)], we see that these harmonic levels are nega-
tives

a0 == . 4.21)
Thus,
&y He=—(t,+1,) , (4.22)

and Eq. (4.13a) for ¢y can be rewritten (for k < 1) as

f0=KNO(fu+f.,) (k<1) . (4.23a)
Similarly, Eq. (4.13b) becomes
f|=KNO("‘fu +f‘,) (k<1) . (4.23b)

For the purpose of calculating N according to Eq.
(4.10), we can approximate the eigenfunctions by ap-
propriately normalized [Eqgs. (4.8b) and (4.9b)]
ground-state harmonic oscillator eigenfunctions cen-
tered on the well minima. We find that (k < 1)

I sinhzum&"’(u)lb;-—l:—" , (4.242)
and
I dvsino % )1

=[2VZc(1 =) 17257 (4.24b)

The contribution of the last integral [Eq. (4.24b)] to
N, is negligible at low temperatures (/# >> 1) com-
pared to the contribution of the first [Eq. (4.24a)].
Thus, we have the approximate results

K

to= T (t,+1,) , (4.25a)

— K

;lz——lfK(—t,,-H,,) . ~ (4.25b)

Using the WKB method, we find*' the foliowing
low-temperature expressions for the tunneling contri-
butions , and ¢, (k < 1):

t, =4(me) 2 (1 =) g™
x expl—BvV2(1 —Vi)2(2+vk)/3] (4.26a)
and
t,=8(a/k/2) "2 (1 +/x)2(1 = Vi) 2
x B2 expl—BvV2Zx(1—5K)1 . (4.26b)

If we make use of Egs. (1.7), the arguments of the
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exponentials in Eqs. (4.26) can be expressed in terms
of the kink rest energies. From Eqgs. (4.25), we then
have

to(t)) =

x/f«3’2(1+\/—)3 B"“e—BE2(0)
-V

1/4

Y S S
+(Dme)” (1+\/—)

x B lexp{—BIE(0)—E,(0)]} (k<1) ,
(4.27)

where (—) is associated with the value of t;. Note
the appearance of the class-two kink rest energy as an
activation energy in the first term. This serves as a
signature of the class-two kinks in the low-
temperature thermodynamics. However, we have an
additional contribution which is activated as well, but
with the difference of the class-one and class-two kink
rest energies as an activation energy. We shall have
much more to say about this term in a moment. The

free energy density is obtained from Egs. (4.1)—(4.5),

(2.28), (3.2), and (4.27):
f=fot /S, (4.28)

where

fo=kaTl2(x/§+x/~—x/2)+%ln

f—’[i” (429

and
fi=—%t0 . (4.30)

The contribution f, is just the classical free energy
density expected from small oscillations about the po-
tential well minima (‘“‘phonons’’) and f, is the “‘tun-
neling”’ free energy density which we can presume
from the form Eq. (4.27) to be due to class-two
kinks, as expected in CKBT theory,* and an unexpect-
ed type of excitation having a minimum activation
energy, E,(0) — E,(0). The correlation length for
equal-time field fluctuations, however, is given by
Eq. (3.20)

=[Be,—e) 7' =[1B(&— &)1
= [%B(tl +to)]_l

Va2 (1 +Vx)? o BELO)
_%\/;,'[_%—_\/;)_K_] g2 2

(k<1) ,

4.31

and does not contain a portion due to the ‘‘extra’’ ex-
citation. We note that the prefactor of the second

exponential in Eq. (4.27) may need slight modifica-
tion due to the fact that unmodified WKB results are
known? to be incorrect by a factor of (e/w)¥2=0.93
in the one-component case. We have not yet suc-
ceeded in improving these results along the lines dis-
cussed in Ref. 8, due to the more complicated struc-
ture of the one-dimensional separated potential,

U{9 (u). Nevertheless, the temperature dependence
of ty is correct; subsequent corrections to to will only
arise as numerical temperature-independent factors.

B. k>1

In this case, the unperturbed one-dimensional po-
tentials U{® (4) and V{® (v) have the general shape
shown in Figs. 4(c)—4(e) where the plots are given
for k=2,4,5 with & arbitrarily set to 0.1 for illus-
tration. The radial potential U{® () has one
minimum at ¥ =u,=0; there is no radial ‘‘tunnel-
ing”’ in this case. At low temperatures (7 >> 1) the
ground-state eigenvalue E,f_oo) is well approximated by
the harmonic value

O _ O k—1
€,0 =€y = (2’;“()1/2 . (432)

The angular potential ¥ {? (v) is again 7 periodic
and the formal eigenvalues €, ¢ form a band struc-
ture, but in contrast to the simple case when « < 1,
we have a band structure reminiscent of a molecular
(or dimerized) one-dimensional crystal. Thus there
are two bands associated with the harmonic (‘‘atom-
ic””) level E.(,f)[)," which arise from ‘‘bonding’’ and ‘‘an
tibonding” ‘‘molecular orbitals.”” Tunneling formu-
las for a similar potential which arise in the double-
sine-Gordon one-component problem have been dis-
cussed previously.!* At low temperatures the
ground-state eigenvalue &, o can be written as

e =E0 1ty . (4.33)
where ¢, is the tunneling contribution and E,(,?(),H is the
harmonic ground state of a single well of ¥{% (v)
centered at v?, given by

-0
1 €

2 (o)_.l__._ —_— 4.34
sin"v 2k(k—1) ¢ )
we find
J0H k=1 __-(OH
€,,0 = (2';”()1/2 €40 . (435)

0
Thus, as in the k < 1 case, the harmonic levels ef,())

and &, are negatives (o):)f each other and therefore
cancel when €, and €, are substltuted into Eq.
(4.13) for to, i.e.,

to=kNot, (k>1) . (4.36)

There are two contributions to ¢, which may be
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thought of qualitatively as the splitting of the ‘‘bond-
ing’’ and ‘“‘antibonding’’ states referred to above and
the half-width of the bonding band. The former
arises via ‘‘tunneling’’ through the small barrier
between minima in ¥{% (v) and the latter via “tun-
neling’’ through the larger barrier. As can be seen in
Figs. 4(c)—4(e), the relative size of the barriers in-
verts as k is increased past k =4. Denoting the tun-
neling through the double-peaked barriers centered at
n by t) and the tunneling through the barriers cen-
tered at %(Zn +1)7 by t!', we write

ty=tl+ell 4.37)

Again employing the WKB method we find low-
temperature expressions for ¢} and ¢}!:

1l =4(me) 254 (Vk—1)87"!

xexpl—BvV2(Vk—1)2(Vk +2)/3] (4.38a)

and

3 =16(V2m) "2k (V= D (Vi + 1) 28712

x exp(—B2v2/3) . (4.38b)

The first excited state (B symmetry) eigenvalue can
be written in the form Eq. (4.6) where

fr=xNo(r) —1tl) . (4.39)
Using Eq. (1.7a) and the result
No=(k—1)"" («>1) , (4.40)

we can write

-BE(0)

Io(fl) ———16(\/— )~ 12 B'l/ze

\/—+1
N

k—1

+(=)d(me) 2 (Vi + 1)1 le P

(k>1) ,

(4.41)

where (—) is associated with the value of ¢, and Ey
is defined by

EXE—‘Q—E—(J?—I)Z(J;+2) . 4.42)

Note once again the appearance of the stable kink
rest energy [this time £,(0)] as an activation energy
in the first term of Eq. (4.41). Again we have an ex-
tra contribution which is also activated, but now with
an activation energy Ey which cannot be rewritten as
E (0) —E,(0), as before for k < 1, since the class-

two kink does not exist for k > 1. Nevertheless, we
note the curious fact that if the definition Eq. (4.42)
of Ey is simply extended below k=1, then
Ex=E,(0)—E,(0) [see Eq. (4.26a)] for x < 1.

Thus the same formula Eq. (4.42) for the activation
energy of the extra contribution can be used both
above and below the bifurcation point. As for k < 1,
the free energy density at low temperatures is given
for k > 1 by Egs. (4.28)—(4.30) and (4.41). The pre-
factor of the extra exponential contribution to ¢,
matches precisely with that for k < 1 [see Eq. (4.27)].
Thus, we can write a general expression for the extra
contribution to the tunneling free energy valid above
and below (but not too close to) k= 1:

i
Jox=—7lox

=—(me) M (Ve + 17187 P | (4.43)
where Ey is given by Eq. (4.42).

The correlation length does not contain the Ey
contribution and is given, as in Eq. (4.31), by

_ﬁw[&—n ‘
8

12 +BE ,(0)
B_l/zé’ 1
Vi +1 ,

(k>1) .

(4.44)

The contribution of the unknown excitation (ener-
gy Ex) to the free energy density relative to that by
the known kinks varies as a function of k. For
k << 1 the Exy[=E(0) — E;(0) ] contribution is
small compared to that of the class-two kinks. For «
approaching unity, however, the ‘‘class X’ excitation
energy approaches zero [see Eq. (4.42)] and the extra
contribution dominates the known kinks both above
and below the bifurcation point. The above formulas
for the tunnel-splitting contributions therefore cannot
be used too close to k =1 since the assumption of ¢,
and ¢, being small is not justified. It is thus neces-
sary to treat the bifurcation point k =1 in a special
manner. We have not yet succeeded in devising a
self-consistent procedure for obtaining analytic ex-
pressions for the lowest eigenvalues when k= 1.

This is due to the fact that the wells in the effective
one-dimensional potentials, U (&) and V{? (u),

are extremely flat [see Fig. 4(b)]. Indeed, if eoo)
ignored, one can see from Eqgs. (3.15) that when

k =1, the potentials vary as the sixth power of the de-
viation from the well minima, with concommitant
problems in developing a reliable tunneling formal-
ism. We hope to address this interesting special case
in a future paper. For now, we content ourselves
with displaying in Fig. 5 the k dependence of the tun-
neling contributions to the configurational free ener-
gy due to topological kinks and the unknown nonto-
pological kinks, realizing that the region near k=1 is
not accurate.
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FIG. 5. Kink (tunneling) contributions to the configura-
tional free energy as a function of anisotropy (k), for
BE(0) =50.0. Note the logarithmic vertical scale. The
lower curves represent the contribution of the topological
kinks while the upper curves represent the contribution of
the nontopological ‘‘unknown’’ excitation. The portions of
these curves near k =1 should not be regarded as accurate
since cur perturbation theory breaks down near the bifurca-
tion point.

The temperature dependence of the low-
temperature correlation length A, given by Eqgs.
(4.31) and (4.44) agrees with that obtained for the
one-component models studied by CKBT* but
disagrees with that assumed by CSBT?! for the pre-
factor of the exponentials. More detailed numerical
studies are currently underway* to resolve this
discrepancy and to determine the extent of the tem-
perature range over which the analytic results are
valid.

In the one-component models,* the correlation
length for kink-sensitive autocorrelation functions is
simply the average spacing between Kinks. If n
denotes the total density of kinks plus antikinks, it is
thus found in the low-temperature ideal-gas
phenomenology that

not=(2))"1 . (4.45)
Assuming this relationship holds for the present

two-component model as well, we can use Egs. (4.31)
and (4.44) to obtain the low-temperature densities of

topological kinks:
12

24_._‘/;"'—1 [BE](O)]lne

w1124
! dllw Ve—1)

~BE(0)

(k>1) (4.46a)

and

o w24 asvor )"

”K,Z—_— —_——
dy{ 7 3=k)(1=+k)

x [BE,(0)172 P2V (< 1) | (4.46b)

where we have rewritten the exponential prefactors
slightly to enable easy restoration of proper dimen-
sions for lengths and energies. Here d, and d, are
the characteristic widths of the class-one and -two
kinks, respectively [in dimensionless units d, =~/2
and d,=+/2/x; see Eqs. (1.4)—(1.6)].

In the next section we turn our attention to the un-
known excitation (energy Ex) and discuss those of its
properties which can be deduced from its contribu-
tion [Eq. (4.43)] to the configurational free energy and
from other energy considerations.

V. UNKNOWN EXCITATION

In this section we try to shed some light on the na-
ture of the excitation which gives rise to the extra
term in the tunneling free energy [Eq. (4.43)]. We
are in the rare position of having an exact analytic
contribution to the low-temperature free energy due
to an excitation which was totally unexpected. At
this writing, we have not yet been able to find an ad-
ditional solution to the equations of motion (1.3)
which has the activation energy Ey [Eq. (4.42)].
Nevertheless, we can deduce some interesting prop-
erties of such a solution from the form of its contri-
bution to the free energy together with arguments
based on energetics.

First we recall that the unknown excitation does
not contribute to the field correlation length A [see
Egs. (4.31) and (4.44)]. Whereas the class-one and
class-two kinks evolve the field between distinct
minima in V' (&, ), and thus serve as ‘‘change sites’’
influencing the correlation length, the unknown exci-
tation evidently has the property that the field occu-
pies the same minimum of V (¢, ») on both sides of
the excitation profile. In other words, if the un-
known excitation evolves the field along a trajectory
in ¢ —n space which begins at one of the minima in
V (&, m) and returns to the same minimum, then the
excitation would not provide a ‘‘change site’’ for the
field and as a consequence would not influence the
correlation length A. Thus, we believe that the un-
known excitation does indeed follow a trajectory
which returns to the originating minimum. Such
‘““nontopological’’ kink trajectories have been dis-
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cussed recently by Rajaraman’? who has treated a
two-component model containing the MSTB model as
a subclass. He has found an analytic solution for a
nontopological kink for values of his parameters
which contain the MSTB case when k= % There are

two homotopic varieties (which we label 3 and 3*)
associated with each minimum in V (¢, n):

£E(s) =1 l—%sechZ[—stZ] : (5.1a)

n%(S)=i%sech[5—§ﬁ]tanh[?\s/—§] . (5.1b)
and

£5(s) =+ [1— 3 sech? ;\SE” : (5.22)

na*(s)=¢%sech[ﬁf]tanh 2}2 . (5.2b)

where the upper signs refer to kinks associated with
the minimum at (£, m) = (1,0) and the lower signs
to kinks associated with the minimum at
(¢,m)=(—1,0). Here, s =vy(x —vt) is the rest
frame coordinate. The various class-three kink tra-
jectories for K=% are plotted in Fig. 6. A 3_ kink
profile is shown in Fig. 7.

Although the Rajaraman kink solution (class 3) for
K= % has the required feature that it returns the field
to the starting minimum and therefore might be a
candidate for the unknown excitation, it unfortunate-
ly does not have the required activation energy.
Whereas we seek a solution with energy
Ex=E(0)—E,(0) (k < 1), which for K=‘:— is

Er=1VI-4VI=£V1 (=1), (3

the Rajaraman kink has rest energy®

Es(0)=3v2 (k=7%) . (5.4)

FIG. 6. Trajectories for the nontopological Rajaraman
kink (k=0.25).
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FIG. 7. Waveform of the 3_ (Rajaraman) kink in its rest
frame.

Subbaswamy and Trulling'er43 (ST) have noted, how-
ever, that the Rajaraman kink (k= 11-) energy instead
satisfies the remarkable relation

Moreover, ST have found numerical solutions for
other k values between 0 and 1 which are similar to
the Rajaraman kink solution for x = %; a few trajec-
tories for 3_ numerical solutions are shown in Fig. 8
(taken from their paper*’). From their numerical
solutions ST found that the energy E3(0), of the
class-three nontopological kink satisfies Eq. (5.5) for’
all k values between 0 and 1.

This very interesting energy ‘‘sum rule’’ [Eq. (5.5)]
has the immediate consequence that the energy of
the class-three nontopological kink is greater than
that of two topological class-two kinks, since

FIG. 8. Nontopological 3_ kink trajectories for various
values of k (taken from Ref. 43). Note that these trajec-
tories intersect the ¢ axis at (Vk, 0).
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E(0) > E,(0) for k < 1. This strongly suggests that
the nontopological kinks of the Rajaraman type are
unstable to decay into two appropriate class-two topo-
logical kinks. ST have performed a numerical
analysis* of the linear stability of these nontopologi-
cal kinks and found that they are indeed unstable. A
possible decay channel for a type 3_ kink, for exam-
ple, would be

3_—-2,+25+X (5.6)

since the energy remaining after the production of
two class-two kinks is just

AE =E;(0) —2E,(0)
=E(0)—-E,(0)=Ey (k<1) , (CN))

which is precisely the activation energy of the un-
known excitation for k < 1. This possibility suggests
an indirect way of finding the X excitation numerical-
ly, namely, one could prepare a class-three kink, per-
turb it slightly and examine .its decay products. This
procedure is currently being carried out.*’

Even if we suppose that such a numerical investi-
gation will be successful in finding the X solution for
k < 1, it would remain to find the corresponding
solution for k > 1 where nontopological solutions of
the Rajaraman type are not known. Moreover, it
would be most beneficial to have analytic X solutions
for a variety of purposes including the development
of a kink-gas phenomenology analogous to the CKBT
theory* and also for a closer examination of the sta-
tistical mechanics near the bifurcation point k=1
where Ey vanishes. The statistical mechanics results
in Sec. IV have already suggested that the unknown
excitation is hontopq'logical. We now examine addi-

_tional clues provided by these results which will
hopefully aid in finding analytical solutions.

Information pertaining to the X kink trajectory in
& —m space can be obtained by noting that Ey arises
in the calculation of the tunneling free energy via
WKB tunneling integrals along specific paths in the
elliptic coordinate system. When « < 1, the path fol-
lowed is a “‘radial” one (u =y, —u=0—u=u,)
with v=0 (or 7). For k > 1, the path is ‘‘angular”
le.g., v=cos ! (k~2) =y =0—v=cos™ ' (xk"/?)]
with ¥ =0. The corresponding pathsin ¢ —n space
are shown in Fig. 9, where they take the form of
straight-line paths along the ¢ axis. For example, if
the starting minimum is (¢, ) = (1,0), then the
paths extends to (£, n) = (v/k, 0) and back again. [It
is interesting to note that the special point (+/k, 0) is
also the intersection point of the 3_ kink with the ¢
axis for all k < 1 (see Fig. 8).]

If we hypothesize that the paths depicted in Fig. 9
are indeed the trajectories followed by the possible X
solutions, then it becomes immediately apparent that
such solutions must be time dependent. To see
this,* let us focus on the specific example of a possi-

@ B ey |
)
s it el s il
1,0 &0 | (w0 (Lo £
I
(x<1)

(b)

(-/<,0)  (-1,0)

FIG. 9. Possibie trajectories (solid lines) for the unknown
excitation at the instant when all its energy (Ey) is potential.
For both k < 1 [part (a)] and « > 1 [part (b)] the trajec-
tories return to the originating potential minimum after
reaching || =Vk.

ble nontopological kink solution for k < 1 which fol-
lows the path (1,0) — (v/x,0) — (1,0). Setting n=0
we have from Eq. (1.3a) that

En=Ex+E(1-¢7) . (5.8)

Without loss of generality we can place the origin

(x =0) at the center of the supposed kink. Obvious-
ly, ¢ must have positive curvature at x =0. In addi-
tion £ =k at x =0 so that £(1 —¢?) =V« (1 —«)

> 0. Thus at x =0, Eq. (5.8) forces a positive value
of £, and hence the solution must be time dependent
if it follows the supposed trajectory. A similar argu-
ment applies for k > 1.

An intrinsic time dependence of the unknown exci-
tation implies that it has an additional degree of free-
dom over and above its translational degree of free-
dom. This additional degree of freedom is consistent
with the extra power of 8~2= (kg T)"/? in the prefac-
tor of the tunneling free energy contribution of this
excitation as compared to that for the relevant stable
topological kink [see Egs. (4.27) and (4.41)]. Also
we note that a time variation of the excitation
waveform suggests that the trajectories themselves
may be time dependent, with those shown in Fig. 9
representing the trajectories at one instant of the mo-
tion when all of the energy is potential (recall that Ey
arose in the calculation of the configurational free en-
ergy). Then ¢, =0 everywhere along the trajectories
shown in Fig. 9.

VI. SUMMARY AND DISCUSSION

In this paper, we have described an analytic investi-
gation of the low-temperature statistical mechanics of -
the two-component—kink-bearing MSTB Hamiltoni-
an, using the transfer-operator method. The two-
dimensional Schrodinger equation approximation to
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the transfer-integral equation was found to separate
into two one-dimensional eigenvalue equations by
transforming to a ‘‘kink-path’’ coordinate system in
which the paths followed by topological kinks in field
(& —m) space became constant-coordinate lines. The
separated equations were solved analytically at low
temperatures to obtain the lowest two eigenvalues of
the transfer operator, which in turn yielded the con-
figurational free energy and the correlation length for
equal-time field fluctuations. In addition to the ex-
pected exponential tunnel-splitting contributions to
these eigenvalues due to the known topological
kinks, an unexpected exponential contribution was
found which apparently is due to some sort of nonto-
pological excitation. By relying on the correlation
length for interpreting their numerical results, previ-
ous workers®! overlooked this extra excitation (which
does not influerice the correlation length). The tem-
perature dependence of the topological kink contribu-
tion to the configurational free energy is the same as
that exhibited by familiar one-component kinks* and
taking Eq. (4.45) as a hypothesis for the relation
between kink density and correlation length led us to
Egs. (4.46) for the low-temperature densities of topo-
logical kinks. On the other hand, the additional fac-
tor of (kg T)"? appearing in the free energy contribu-
tion [Eq. (4.43)] of the unknown excitation suggests
that this excitation has an additional degree of free-
dom which may be due to an intrinsic time depen-
dence.

Besides the unexpected contribution of the un-
known excitation to the free energy, one of the most
fascinating features of our investigation involves
what we have left undone, namely, the solution of
the separated Schrodinger equations (3.13) for « at
and near the bifurcation point (k=1). As noted in
the discussion following Eq. (4.44), the extreme flat-
ness of the minima in the potentials, U,(u) and
Vi(v) [see Eqgs. (3.15) and Fig. 4(b)] causes prob-
lems in developing a reliable tunneling formalism to
obtain the lowest eigenvalues near k =1. The solu-
tion of this problem should provide considerabie in-
sight into the nature of the kink bifurcation
phenomena. In this context, we note the recent
use*’~# which has been made of this bifurcation ef-
fect in models of domain walls in uniaxial ferromag-
nets. We suspect an intimate connection between the
unknown nontopological excitation and the bifurca-
tion process in view of the fact that its energy van-
ishes at k =1; perhaps it can be viewed as a nonlinear
“‘soft mode’’ which plays a role in the phase-
transition-like bifurcation.

We now turn to a discussion of the development of
an ideal-gas phenomenology along the lines of Ref. 4.
While the precise nature of the nontopological excita-
tion remains unknown, a complete low-temperature
phenomenology involving all of the nonlinear
““modes’’ cannot be developed. However, if « values

near unity are avoided, so that the density of these
unknown excitations can be assumed small enough to
ignore their competition with the topological kinks
for degrees of freedom, then a CKBT-type
phenomenology” for the topological kinks should be
possible. For « > 1, all the needed information con-
cerning the small oscillations in the presence of a
class-one Kink is already known,* but unfortunately,
the spectrum of small oscillations about a class-two
kink is not yet known exactly and this prohibits a
direct calculation of the class-two kink self-energy for
k < 1 in the manner of CKBT. Nevertheless, it may
be possible to extend the recent work by
DeLeonardis and Trullinger'**! (for one-component
systems) which does not require an explicit
knowledge of these small oscillations. This more
general approach is currently being investigated.*

Finally, we comment on the usefulness of kink-
path coordinates for models other than the one
(MSTB) considered above. To our knowledge, the
only other model for which a transformation to
kink-path coordinates has been successful in separat-
ing the 2D Schrodinger equation is the fourfold an-
isotropic model described by Subbaswamy and Trul-
linger’® (ST). For a special value of their anisotropy
parameter (A =13), the kink trajectories are known
analytically (straight lines) and a transformation®! to
kink-path coordinates leads to two identical 1D
Schrodinger problems involving the familiar ¢-four
potential whose lowest eigenvalues are known analyti-
cally.®4" However, for A = 3, the kink trajectories
are not known analytically.’® ST have shown that
they are not conic sections and as a consequence we
consider it unlikely that the 2D Schrédinger equation
is separable for A # 3 even if analytic kink paths are
eventually found.

Even though the use of kink-path coordinates may
not lead to separation of the 2D Schrodinger equation
for general two-component models, we nevertheless
note that the kink trajectories must play a fundamen-
tal role in the interpretation of the low-temperature
free energy and correlation length, and statistical
mechanical investigations which utilize these trajec-
tories are likely to provide much more insight than
brute-force numerical methods.
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