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Thermodynamic functions of an n-component magnetic system coupled to an isotropic elastic
medium in ¢ =4 — e dimensions are calculated to leading order in €. Solutions to
renormalization-group recursion relations correct to O (€) along with trajectory-integral methods
are employed in these calculations. For n =2 the finite compressibility modifies the critical-
point behavior producing new corrections to scaling in the thermodynamic functions which are
given. In the n =1 case renormalization-group predictions of a first-order transition are veri-
fied. Thermodynamic functions are given and analyzed in this case. In particular the transition
temperature and discontinuity in order parameter are determined and the phase diagram is con-

structed.

I. INTRODUCTION AND SUMMARY

The critical behavior of magnetic systems with cou-
plings to the elastic lattice has been the subject of
considerable study. Rice' was the first to point out
that a coupling between elastic and magnetic degrees
of freedom could qualitatively change the character of
the magnetic phase transition (from second to first
order). This prediction was later verified by Larkin
and Pikin? in the case where the coupling was to an
isotropic elastic medium. Some years later, using
modern renormalization-group methods, Sak® and
Wegner* obtained similar results. Subsequent to
these calculations a number of refinements were add-
ed to the model Hamiltonian: for example, Berg-
man and Halperin,’ in a very comprehensive paper,
considered an Ising model coupled to an elastic lattice
with cubic anisotropy. Nattermann.® in his study of
the n-vector model, included the effects of cubic an-
isotropy not only in the elastic part of the Hamiltoni-
an but also in the magnetic and coupling parts.

These and other’ calculations, while different in some
respects, all led to qualitatively similar conclusions re-
garding the character of the magnetic transition: If
the critical exponent a associated with the specific
heat of the rigid magnet were positive then the
compressible system would undergo a first-order
transition’® while if it were negative, a second-order
transition with the rigid-system exponents would be
possible. The dominant role played by the specific-
heat exponent in these determinations was due to the
fact that in most cases studied the magnetic piece of
the term coupling elastic and magnetic degrees of
freedom was a spin-energy density. Hence «, which
is the exponent governing fluctuations in spin-energy
density, was directly related to the effects finite
compressibility had on magnetic behavior. A partial
generalization to this case is seen in Nattermann’s

work® where « lost its predominant role because
magnetic operators other than spin-energy density
were included in the elastic-magnetic interaction part
of the Hamiltonian. This had the effect of making
the conditions for a second-order transition more
stringent since conditions on more than one ex-
ponent had to be satisfied. Similarly, in the work of
de Moura et al.,? the inclusion of elastic anisotropy in
the problem had a predictable destabilizing effect:
The conditions under which a second-order transition
would occur became more restrictive. Nevertheless
the model of a compressible magnetic system with a
coupling to an isotropic elastic medium, while less ac-
ceptable than those models reflecting physically
present anisotropies, is useful in that it contains the
essential features which are responsible for driving
the transition from second to first order.

The purpose of this paper is to examine in detail
the properties of a completely isotropic compressible
magnet. In particular, we construct expressions for
the free energy of this system from which we obtain
the susceptibility, specific heat, equation of state, and
various universal scaling functions. Some of the
methods used in the calculations are those first em-
ployed by Nelson and Rudnick® for the rigid magnetic
system. The differential renormalization-group re-
cursion relations for the thermodynamic fields in the
problem are determined and solved to leading order
in e(=4—d: dis dimensionality of space). These
solutions are then used to map the system near its
critical point (or near a weakly first-order transition)
onto a system far from criticality whose thermo-
dynamic functions are calculable by perturbative
methods.'?

As mentioned earlier, the sign of « for the rigid
system will greatly affect the qualitative conclusions
and hence the details of calculations to be presented.
The best estimates'' for the sign of « in three dimen-
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sions for rigid magnetic systems from the € expan-
sion, high-temperature series, and experiments are as
follows. In systems which are suitably described by a
scalar order parameter (n =1) it is found that « is
positive. On the other hand, for systems described
by order parameters with two or more components
(n =2) «is negative. Thus, in d =3, a compressi-
ble Ising magnet will undergo a first-order transition
while the transition in compressible X-Y and Heisen-
berg systems can remain of the second order. Our
main interest lies in the use of renormalization-group
ideas for the study of the weakly first-order transi-
tion. These methods have recently met with consid-
erable success in the work by Rudnick!2 on the X-Y
model with cubic anisotropy and in the works of
Halperin, Lubensky, and Ma'? and Chen, Lubensky,
and Nelson'* on the weak first-order transition in su-
perconductors. Thus our emphasis will be on Ising
systems (where a > 0). We will however construct
thermodynamic functions for n = 2 systems valid in
the disordered phase. This will allow us to calculate
physical properties of systems where the finite
compressibility does not affect the order of the transi-
tion but merely produces new corrections to scaling
behavior. '

The organization of the paper is as follows. In Sec.
II we review the construction of an effective magnet-
ic Hamiltonian useful for describing the compressible
magnet. Section III contains Landau-theory predic-
tions for this system while Sec. IV summarizes previ-
ously obtained renormalization-group results. These
three sections, while not representing any new
results, are needed because ideas presented in them
will be called upon in Secs. V and VI. At this point
in the paper we begin treating the Ising case separate-
ly from the n-vector case (n =2). Section V con-
tains leading-order solutions to the differential recur-
sion relations and calculations of thermodynamic
functions for the n =2 case where a critical point ex-
ists. Nonlinear scaling fields appropriate to the prob-
lem are also given with universal scaling functions for
various quantities. In Sec. VI we begin an analysis of
the Ising magnet by setting up and solving to leading
order in € a system of differential recursion relations
appropriate for the ordered phase. We then calculate
various thermodynamic functions including the equa-
tion of state and discuss their range of validity. For
the region of thermodynamic fields where these solu-
tions are not valid (which includes the temperature at
which a first-order phase transition occurs) we
reanalyze the problem. This leads to a calculation of
the free energy in a region of the thermodynamic
fields where fluctuation-corrected Landau theory is
appropriate. This free energy is then used in con-
junction with mapping formulas to construct the free
energy of the actual system near the transition tem-
perature. The expression we obtain is then analyzed,
features of the first-order transition are determined,

and the phase diagram is constructed. Section VII
contains discussion and concluding remarks.

II. EFFECTIVE MAGNETIC HAMILTONIAN

A model Hamiltonian useful for describing a mag-
netic system coupled to an isotropic elastic medium is
given by? (JC=H/T)

I =3, +3C, +3C.,,, ,
where

JC,,,=fd"x [gr 3 52(%)

i=1

d as(
RIS
n 2
+U0 ES,Z(-)-(‘)I _hS1(7(.)] B (213)
il
JCe=fd"x H%K—%u (V-u(x))?
4 2.1 du, Qua(X)
+ , (2.1b)
55|
Hem gfd" Sz(x) V-u(x) (2.1¢)
l-l

The magnetic part given by Eq. (2.1a) is the
Ginzburg-Landau-Wilson'!' Hamiltonian for a rigid
n-component magnetic system: r and u, are analytic
functions of the thermodynamic fields, 4 is propor-
tional to the external magnetic field (chosen to lie
along the "1" direction), and S;( X)) is an »-
component spin density. The elastic part given by
Eq. (2.1b) is the usual'’ expression for the energy of
a deformed isotropic elastic medium in the harmonic
approximation where K and u are, respectively, the
bulk and shear moduli of the underlying lattice divid-
ed by absolute temperature 7. We assume that in the
region of thermodynamic fields interesting for critical
magnetic behavior, these elastic constants have no
anomalous behavior except for that due specifically to
the coupling with magnetic degrees of freedom. The
field T(X) is a d-component vector-displacement
field. Both the spin density and displacement fields
are constrained from having spatial variations on a
scale smaller than a lattice constant (the cutoff is in-
troduced in K space below). Finally, the coupling
between elastic and magnetic degrees of freedom is
given by Eq. (2.1c) where the spin-energy density
multiplies the local dilatation with a coupling strength
g. While Nattermann® has shown that other cou-
plings can affect critical behavior, this coupling is
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enough to alter the qualitative character of the mag-
netic transition in the Ising case (n =1).

Since our main incerest is in magnetic behavior, we
can define an effective magnetic Hamiltonian by

-X
L (2.2)

where the trace is carried over all elastic configura-
tions of the system. Before performing the trace we
must separate a given elastic configuration into two
pieces: the homogeneous part where the relative ex-
tensions are spatially constant and the "phonon" part
where the strains are periodic functions of position.
Explicitly this becomes

Bua(X) =eag+ L7 ikgu, Tge’T‘.‘—’“ , (2.3)

dxg 5 '

where we have for the phonon contribution to a
given elastic configuration

W () =L Su, pe' ¥ . (2.4)
X

The set of constants e,g given in Eq. (2.3) describe
the homogeneous part of a given deformation. Let
us also Fourier-transform the spin-density

S(R)=L3 S, ze/®T (2.5)
=30

The allowed values of K in the sums are determined
by the imposition of periodic boundary conditions on
1o(X) and S;( X ) where the variable X is measured
in a coordinate system which deforms with the solid.
The wave vectors are confined to a spherical Brillouin
zone of unit radius which provides the short-distance
cutoff. It should be pointed out that Eq. (2.3) does
not represent the most general deformation of a solid
with free surfaces since the ¢,g necessarily leave the
surfaces planar. This however is not crucial since
Wegner* has shown that the inclusion of surface-
warping deformations will not affect the critical
behavior. )

After evaluating the Gaussian integrals of Eq. (2.2)
we obtain an effective magnetic Hamiltonian given by

n n d asl(—’) 2 n 2 n n
K= [ dix{ir SRR +L 3T el RSP R E Sl IR J aty 3527 352 —hs1(3)
i=1 =1 o=l a =1 i=1 j=1
(2.6)
f
where theory are qualitatively correct. There are however
, -1 exceptions'>'* and, as will become evident in Sec.
u=uy— £ h+ 2uld—1) i IV, the compressible Ising magnet is a case in point.
2K dK
2.7 III. LANDAU THEORY
-1
v= Ji 1+ 2uld—-1) -1 The free-energy density of the system described by
2K dK Eq. (2.6) is given by '

The fourth term in Eq. (2.6) is an interaction of a
new type between magnetic degrees of freedom
which is mediated by the lattice. It is of a long-range
nature and constitutes an energy-density—energy-den-
sity coupling. The effect finite compressibility has on
the other fields given in Eq. (2.7) is merely to shift
uo from its rigid value. It should also be noted that
the shear modulus w cannot be set to zero in Eq.
(2.6) (for instance, in the hope to produce Baker-
Essam'® model). This is because some of the in-
tegrals performed in Eq. (2.2) resulted in spin-
independent terms (which have been suppressed in
3C.s since they are analytic in 7) that diverge when u
vanishes.

We are now in a position to study the critical
behavior of the magnetic system described by Eq.
(2.6). The first step in this analysis will be to review
the predictions of Landau theory.!” For a majority of
phase-transition problems the conclusions of this

_ ~3,, 1T (7))
Flrauv.h) ==L n(Trgg)e

) 3.1
where the trace is carried over all magnetic configura-
tions. In the Landau theory one assumes that only
one configuration (that one which minimizes the free
energy) contributes appreciably to Eq. (3.1). In this
vein we replace S;(X) by M, where M is a constant
and we have chosen the "1" direction to be the direc-
tion of ordering. Then we obtain

F(ru, v,h)=%/'M2+(u+v‘)M4—hM . (3.2

The equilibrium value of M is given by

BF _

Y] 0 (3.3)

and we obtain for the equation of state

Mlr+4(u+vIM=h . (3.4)
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FIG. 1. Schematic view of Landau theory. The line
v=—uis a line of instability for Eq. (3.2).

This has the usual solutions: In the absence of exter-
nal fields for r > 0 we obtain My=0 (disordered
phase) while for r < 0 we obtain

Mg=+[lr|/4(u +v)]1"? (the ordered phase). These
results are identical to the rigid-magnet results's
where the effective four-point coupling is (v +v).

Ker=7L7 % (r +k)S, ¢S, _g+ul™ 3
h Ky kpkyis

where the S, ¢ constitute a set of nN collective coor-
dinates, N being the number of spins in volume L%
We employ the momentum shell technique!"'® to
determine how the fields renormalize when a fraction
of the degrees of freedom, e.g., all §; ¢ with

b~' < |K| < 1; b > 1, are integrated out of the parti-
tion function. The resulting set of discrete recursion
relations® can be put into differential form by setting
b =e% and taking the 8/ — 0 limit. One then obtains

dr(D) _ . Au(l) , Bv(l)

a O e o @

du(l) _ __Cu*()

a ~OT T or (4.20)

dv(1) _ o y_24uDu() B2 ()

di (b+rD1 O+r12 7
(4.2¢)

dh (D) _(q_ 1L

o= G-30h() (4.2d)

where 4 = (n +2)/27?, B=n/2%?, and

C = (n +8)/27% The fixed points of these equations
and properties of solutions around the fixed points’
are given in Table I. The first four columns identify
the fixed point while the next four columns give the

As in the rigid-magnet analysis we assume this to be
positive otherwise a stable minimum to Eq. (3.2)
would not exist and one would have to add to Eq.
(3.2) higher powers of M such as ugM%(ug > 0) to
restore stability. The predictions of Landau theory
for the compressible system are shown in Fig. 1. For
values of u, v in the shaded region we obtain a
second-order transition with classical exponents while
points outside this shaded region require ugM® and
the result can be a first-order transition for some
r=r.>0.

The next step in the study of this system is a
renormalization-group!"!° analysis where one sys-
tematically includes the effects of fluctuations in the
calculation of thermodynamic properties.

IV. RENORMALIZATION GROUP

A renormalization-group (RG) analysis in 4 — € di-
mensions of the system described by Eq. (2.6) begins
with the determination of a set of recursion relations
for the thermodynamic fields r, u, v, and 4. This is
most easily carried out by first rewriting Eq. (2.6) in
terms of the set S, ¢ given in Eq. (2.5). We then ob-
tain for 3.

2
— — —_- - —3d — | — -
Si,kzsj,k3Sj,—(kl+k2+k3)+vL [Zsi,ksi,—k] hSl,O ,
ik

(4.1)

r
various critical exponents at the respective fixed
points. For example, near fixed point F4, the field v
scales as b4~")¢/(n+8) where b is the spatial rescaling
factor. The specific-heat exponent a which is given
in the last column of Table I is simply related to A,
via a = A,v. This can be shown by counting dimen-
sions in a trivial rescaling of the v term in Eq. (4.1)
and using the hyperscaling relation dv=2—a. This
connection between A,, v, and « is very useful be-
cause our knowledge of a and v allows us to make
reasonable predictions for the exponent A, in three
dimensions.

In general, critical behavior is governed by the
fixed point of the RG equations which is only un-
stable with respect to the temperaturelike field » and
the magnetic field # (since these are the only fields
which need to be controlled to observe critical
behavior). A naive look at Table I would then sug-
gest that for n < 4 only fixed point F 3 satisfies the
above criterion: v and u being irrelevant fields at this
fixed point. One must, however, be very careful with
such extrapolations since the exponent a actually |
changes sign between d =4 and 3 for » =3 and prob-
ably also for n =2,. Thus the fixed point which con-
trols critical behavior depends on n: For n =1 fixed
point F3 is most stable (since @ > 0 in d =3) while
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TABLE I. The four fixed points of the set (4.2) are indicated along with the critical exponents
associated with the linear scaling fields at the respective fixed points. The exponents are only
correct to O () except for those associated with the Gaussian fixed point 1 and X, of F2: These

are exact.

Fixed point r u* v A (=07h) Ay Ay al=wvr,)
Fl 0 0 0 2 € € %s
2
F2 *%e 0 2m’e 2—¢ € —€ ~—;e
n
F3 _3e 2m2e  2w2(4—n)e 5 _ 6e e - (4—me  (4=n)e
(n+8) (n+8) n(n+8) (n+8) (1n+8) 2(n +8)
F4 1 (nt+2e 27le 0 _(n+2)e (4—n)e (4—n)e
2 (n+38) (n+8) . (n+8) (n+8) 2(n +38)

for n =2 fixed point F4 becomes the stable fixed
point.

With the important fixed points for critical
behavior in the two cases having been determined,
the next step in this analysis is to analyze their
domains of attraction. Before doing this, however, it
is important first to note from Eq. (2.7) that the bare
value of v can only be negative (for K, u > 0).
Furthermore, as can be seen from Eq. (4.2¢), v can
never become positive. This is because as v goes to
zero so does dv/dl. Thus, starting from negative
values of v, continued RG iterations could at most
make v go to zero (if @ < 0) and the entire region
v > 0 is physically inaccessible. With this in mind

L

S e

v=-u"
Q@ é) u
A
LINE OF INSTABILITY -~ L

FIG. 2. Projection of RG flows and fixed points in plane

the RG predictions for this system become clear. In
Ising systems where a@ > 0 we have a situation where,
although a stable fixed point exists (fixed point F3),
the system can never be found within its domain of
attraction. Instead, starting from a bare value of v
less than zero, v becomes more negative under re-
peated RG transformations. The domain of attrac-
tion of fixed point F3, however, only includes the re-
gion v > 0. This runaway situation, which is
displayed schematically in Fig. 2, is often interpret-
ed? as the signal of a first-order transition. Indeed,
we will show that this is the case in Sec. VI. On the
other hand in X-Y and Heisenberg systems where

a < 0 fixed point F4 becomes stable. This case is in-

s
L

O] ~

—U/

LINE OF INSTABILITY— "

ii_/
7

FIG. 3. Projection of RG flows and fixed points in plane
of constant r for n > 4 systems (which in ¢ =3 are qualita-

of constant r for n =1 system. The fixed points are num-

tively similar to n =2 systems). The fixed points are num-
bered as in Table 1.

bered as in Table I.
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dicated schematically in Fig. 3 where it is clear that
negative values of v are within the domain of attrac-
tion of F3 and a second-order transition may occur
with scaling behavior modified by the presence of v
(v being less irrelevant than u at this fixed point).
As is evident from these remarks the Landau theory
and RG predictions are qualitatively different in the
Ising case and henceforth we will treat the two cases
separately, first analyzing systems with n =2. It
should also be pointed out that since we will only be
able to calculate thermodynamic functions with their
appropriate singularities exponentiated to O (€) it will
sometimes become necessary in this analysis to re-
place an expression like p!(4=n/(n+B)le ywith pla tacit-
ly making the previously explained assertion that for
n =2 or 3 « is negative in three dimensions.

V. CRITICAL BEHAVIOR OF n =2
SYSTEMS (T > T,)

A. Solutions to recursion relations

The idea behind the recursion-relation approach to
calculating thermodynamic functions is as follows.
The system near its critical point is characterized by
its "bare" thermodynamic fields r, u, v, and h. A
direct attempt at calculating the system’s partition
function for these values of the fields is very difficult
because many configurations included in the trace
over magnetic degrees of freedom become equally
important. In particular, magnetic configurations
characterized by any length scale between a lattice
spacing and the correlation length ¢ cannot be
ignored—a somewhat hopeless situation as ¢ grows.
The recursion relations given by Eq. (4.2) tell us how
the thermodynamic fields are modified when a frac-
tion 8/d of the degrees of freedom are integrated out
of the partition function and the system is properly
rescaled. In this process the correlation length de-
creases to &' =e~%¢. Continued iterations of the RG
eventually map the system onto one whose correla-
tion length is of O (1). At this point, since u is still
small [somewhere between 0 and u*= 0O (€)] pertur-
bation theory which in this context is sometimes
called fluctuation corrected Landau theory can be
used to calculate thermodynamic functions. One can
then use the solutions of the set (4.2) in conjunction
with mapping formulas to express the critical free
energy in terms of the noncritical one and a trajectory
integral.

The first step in implementing this scheme is to
solve the set (4.2). Since v and v are almost margin-
nal fields at fixed point F4 we only need the solu-
tions to Egs. (4.2b) and (4.2¢) correct to O (e). On
the other hand, the solution to the r equation should
clearly be accurate in the entire region 0 < r (/) < 1.
Generalizing the calculations of Rudnick and Nelson®

we obtain?'

r(D=1() =X +51 (DA Inl1+1(D]+0(e) ,

(5.1a)

u(l) = Q”‘E,') +0(e) (5.1b)
€l

v(/)=Q(—Dﬁ4‘}§~”—I)+0(ez) : (5.1¢)

h (1) = heB-eD1 (5.1d)

where (D) =t/ f (1), \(I)=Au () + Bv(!). Simi-
larly the functions f (/) and Q (/) are given by

f=0MDAf1+GIO(N"=4/C—11}) , (5.1e)
Q=1+ (Cule)(e—1) . (5.1

In the above expressions t =r +—;)\ and
G=Bv/Cu(1—-2A4/C) where X, r, u, v, and h are
the / =0 values of these quantities.

B. Mapping formula

The free energy of the system can be expressed'® 22
F(ru,v,h)=e S0 (D,u(l), v(),h ()
! v o—dl’ ’
+ fLar e oy (5.2)

where F(r (1),u (D, v(1),h (1)) is the free energy of a
system with thermodynamic fields » (1), u (1), . . .,
etc., while the second term in Eq. (5.2), the trajectory
integral, represents contributions to the free energy
produced by the constants generated in repeated
iterations of the RG transformation. Physically these
terms represent contributions from spin fluctuations
occurring over length scales smaller than e'a ( = ba)
where a is the lattice constant. The kernel of the tra-
jectory integral is given?? 23 by

Go(D=~nK {Inl1+r(N]1=3} .

The first term in Eq. (5.2), apart from the e~ factor,
is the free energy of a system whose correlation
length &[r (1),u (1), v(1)] is given by e~'&(r,u, v)
where we have for convenience set the external field
to zero. If we now choose / =/* such that

e~ &(r,u, v) is of O (1) then the calculation of

S (), uI*),v(I*)) is simplified. In particular,
one obtains in Landau theory

F, (), ur*), v(I*)) =0 so we need only to calcu-
late the first fluctuation correction to this result. Us-
ing the definition

=3¢, %[5 =]
SF(r(l*),u(/*),v(/*))=—L“‘1n[Tr? e “] :

X

(5.3)
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where :}CI*IE'T;] is simply Eq. (4.1) with the bare

fields r, v, and v replaced by their renormalized
values r (/*), u (/*), and v(/*) we obtain

FO ), u (1), v(i*)
1 1
=LKy f) Rk Ik 41 (140 L (5.4)

where the integral has been evaluated in four dimen-
sions. Using the kernel G,(/) given earlier, the tra-
jectory integral in Eq. (5.2) can be done and com-
bined with the results of the integral in Eq. (5.4).
One then obtains an expression for the free energy
consisting of two parts: a singular part & and a regu-
lar part Jz. Ignoring contributions to the regular part
we obtain for T

ffs(r,;l.v)=—%nl(4j;l dl’ e~ 2(1")
+4nK e ™ 2 Il ()] . (5.9)

It can be demonstrated?* that this result is insensitive
in leading order to our precise choice for /*. Thus,
results obtained from it will be correct to leading or-
der in e. Using Eq. (5.5) we can determine the
singular parts of other thermodynamic functions such
as the energy and specific heat which are given by’

892G, (ru,v)

Cs(",l—l,v):_ & :
, ) (5.6)
E(ru,v)=— 8F (ru,v)
or

We will use these relations later on for this purpose.

The magnetic susceptibility of the system can be
calculated in the same way as the free energy. We
begin with a scaling relation satisfied by the suscepti-
bility?

XCrou,v) =eXXx G (D,u (D), v() , (5.7)

where we have taken n =0 in this calculation [since
n=0(€?)]. Again, choosing / =/*, we can calculate
X (1),u (1), v(1) perturbatively making use of the
relation X=G (K =0). The Feynman diagrams con-
tributing in this calculation are shown in Fig. 4.

: 2-a (4=m)/(n+8)
I
F(tu,v)=— L« R

Q
= - + Q L +0e?)

+

FIG. 4. Feynman diagrams contributing to the calculation
of the susceptibility. The dot represents « while the broken
line corresponds to v (the broken line carries no momentum).

Analytically we obtain to O (€)

XL () u (7). v(1*))

. KCdk
=r(I")+A(") ) 5 . (5.8)
! ) f K2+ (1%)
After doing the integral in Eq. (5.8) and combining
the results with Eq. (5.7) we obtain for the suscepti-
bility
(’2’* 1 * *
X(l',u,v)=’(l*)[l-7)\(/ )Int (/M) . (5.9)
The results obtained thus far, specifically Egs. (5.5),
(5.6), (5.9) depend explicitly upon /*. As mentioned
earlier our choice of /* is dictated by the requirement
that » (/*) is of O (1). Thus we choose (/") =1.
This becomes

@) f(1%) =1 . (5.10)

[}

*
This equation can be solved iteratively for ¢/ result-

ing in

ol = (YR DRI 4 G (R 4 (n48) —a _ ) ]1/2

(5.11)
where
1 1 (n+2) 2
=+ +
g 2 4 (u-+-8)6 ()
1 (4—n) 2
-= +
a= (n+8)€ 0 (€%)
and
R=SH" 4 1—9116/2 .
€ C €

Performing the integration in Eq. (5.5) and making
use of these results we obtain for the free energy

| 1 12 I

6" (4—n) u

Using this result along with Egs. (5.6), we obtain for
the energy

E(tu,v) ==2F(t,u,v)/t (5.13)
and for the specific heat
Ci(tu,v)==2F(tu v)/t* . (5.14)

Similarly, the susceptibility given by Eq. (5.9) be-

+

1+G (R (4—n)/(n+8),—a -1

1_6” (4_”) —“— 1 +G(R(4—n)/(n+8),—a_ 1)

l . (5.12)

[
comes

X(1,u,v) = YR [ 4 G (R4 ma )]

(5.15)
where
1 (n+2)
2 (n+8)
is the susceptibility exponent at fixed point F4.

y=1+ e+ 0(e)
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These results agree with those obtained by Rudnick
and Nelson® for the rigid system when v is set to zero.

C. Scaling functions

It is interesting to express these thermodynamic
functions in terms of nonlinear scaling fields?® which
satisfy the equations

g,(l)=g,ek" ,

Al
ga(D=gev , (5.16)
g,(N =g oM

where g, g,, and g, are functions of the physical

fields , u, and v. The exponents \,, A,, and \, are
the exponents associated with the ¢, v, and v linear
scaling fields at fixed point F4 and they are listed in
Table I. We obtain for these functions [which are de-
fined only up to a multiplicative factor by Eqs.
(5.16)1

t

B cujoc(1=6)
r,,=——~—C“C/:/:1 (5.17)
2 v/e

T (Cul(1=6)

In terms of these nonlinear scaling fields the solu-
tions to the recursion relations can be written

(= & (1)
[1—-g, (D141 +—(—1———_—%g"(/)[1 _gu(/)]l—-ZA/C]

V= = : (5.18)
[1-g, (D11 +~(1_%/5gv([)[1 _gu(,)]l—z,q/c]

u () =——6C

One can now substitute these results into expressions
obtained for thermodynamic functions to obtain the
functions in scaling form. Consider for instance the
susceptibility given in Eq. (5.9). With (/) =1 this
becomes

X(ru,v)=e" (5.19)

However, the condition 1 (/*) =1 can be expressed in
terms of the nonlinear scaling fields to obtain

(") =[1-g,(")]C

Bgu(l*)

—evr T [1-— *)11-24/C
(i—2ajc) 1 78]

1+

(5.20)
This equation for e’* can be solved iteratively and the
results used in Eq. (5.19) to obtain for the suscepti-
bility
X(8.8u,8,) =870 (xy) , (5.21)
where the universal scaling function is given by
CD(x,y ) =(1 __x)(n+2)/(n+8)

n(n+8)

| — x ) (4=m/(a48)
21r2(4—/1)y( x)

x |1+

(5.22)

I
In the above, x =g,2, *, y =g,2 ¥ and d,(=vr,),
é,(=v\,=a) are the crossover exponents associated
with the fields v and v at fixed point F4. As expect-
ed, when y =0, Eq. (5.22) reduces to the Rudnick-
Nelson® result @ (x,y =0) = (1 —x)"+2/+8) - Simjlar
expressions in scaling form can be obtained for the
other thermodynamic functions.

The calculations done thus far are straightforward
extensions of the Rudnick-Nelson® calculations on rig-
id magnetic systems—the only difference being the
presence of an additional irrelevant field v.
Ordered-phase calculations for this n = 2 case can
also be done; however, the coexistence curve
behavior becomes more difficult to analyze. This is
because one has two distinct correlation lengths in
the problem. One correlation length, r,, is associated
with the longitudinal (parallel to external field) mag-
netic modes while the other, ry, is associated with
transverse modes. When the recursion relations are
integrated until r, becomes of O (1), transverse
modes retain long-range correlations and remain criti-
cal. Thus singularities in thermodynamic functions
reflecting transverse fluctuations remain unexponen-
tiated. A complete analysis then involves integrating
transverse-spin components out of the problem com-
pletely and will be deferred to a later paper. Instead
we now pursue the Ising case where a is positive, v
is relevant, and the runaway situation depicted in Fig.
2 must be dealt with.
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V1. FIRST-ORDER TRANSITION
IN ISING SYSTEMS

A. Disordered phase

The difficulty with the solutions to the recursion
relations obtained in Sec. V in the case when n =1
stems from the following. Let the point A shown in
Fig. 2 represent the thermodynamic state of the sys-
tem. For convenience we have chosen point 4 so
that u = u™* although this is not necessary. The value
of v at point 4 is very small and negative. This
* would represent a system with a stiff lattice and/or
weak spin-lattice coupling. Under repeated RG
transformations the system would eventually be
mapped onto a system with thermodynamic fields
given by point B. It was mentioned earlier that
points in the u. v plane for which « + v was negative
were not permissible. This of course is true only be-
cause we explicitly ignore the higher-order interac-
tions generated by the RG, confining the system to
the r, u, v subspace. Crossing the line v=—u then
results in a vanishing of the effective four-point cou-
pling and a loss of stability in the free energy. A
manifestation of this difficulty can be seen in the
solution to the recursion relation for v given by Eq.
(5.1¢). With u=u*, Q (/) becomes e* and v(/) be-
comes

L

v(h) = v : 6.1)
L+ (w/3u™) (e = 1)

Since )\.,(=%e) is positive and v negative, the
denominator in this expression can vanish for large
enough /. Of course these solutions were obtained
self-consistently—when v (/) grows larger than O (€)
the set (5.1) breaks down (this difficulty does not
arise in the n = 2 case in d =3 since A, is negative).
It can be seen from Eq. (6.1) that for each bare value
v there corresponds a maximum value of / =/,
above which the solutions to the recursion relations
break down. For example near point 4 (where

lv| << u*) we obtain

/max=)\i In(3u*/|v]) (6.2)

Fortunately we will never have need of solutions to
recursion relations for values of / > /.« as will be
demonstrated later on.

The motivation behind integrating the recursion re-
lations lies in the ability to then map the system onto
another system with a smaller correlation length.
The question then arises: What is the correlation
length associated with system B? The answer clearly
depends not only on v and v but also upon the value
of r. Figures 2 and 3 suppress the r coordinate only
displaying the projections of the RG flows and fixed
points on a plane of constant . Nevertheless, it is

clear that if the bare value of r is sufficiently large,
then because of the rapid growth rate of r, the system
will be mapped onto one with ¢ of O (1) before ever
reaching point B. In this case problems associated
with crossing the line of instability disappear and

solutions obtained in Sec. V (with n set equal to 1)

can be carried over unaltered. On the other hand, if
r is sufficiently small then it is possible that the sys-
tem would reach point B before r (/) is of O(1). In
this case we have a problem since: (a) we cannot
cross the line of instability and (b) it is not clear that
thermodynamic functions can easily be calculated at
point B where the correlation length may still be
large. We will return to this case later on but first we
will find the value of bare 1, say 1, above which the
results from Sec. V remain valid. This can be deter-
mined in the following way. Let us define /, to be
that value of / necessary to make ¢ of O (1), i.e.,

(=1 . (6.3)

Similarly we define /, as the value of / which maps
the system onto the line of instability, i.e.,

v(/z)E"‘U(/z) . (6.4)

For any value of the bare fields r,u, v (or equivalently
t,u,v) we wish to map the system onto one with

t(1) ~0(1). If however we reach the line of insta-
bility before 7(/) is O (1) we must stop the integra-
tion. The value of /, say /¥, where we stop our in-
tegration is then given by

I*=min(/,.l;) . (6.5)

Using Egs. (6.3) and (6.4) we find (again using sim-
plifications appropriate to point 4)

l,=vin(1/1), /2=)\i1n(3u*/4|v|) . (6.6)

v

It can be seen that for fixed v, /, is determined and if
t gets too small /; will eventually grow equal to or
larger than /,. Then ¢ will equal 3%, when /, and /,
are equal. Combining Eqs. (6.6) we obtain

Ihin = (4l]/3u™)Ve 6.7)

where we have used o= A,v. Thus for values of

t > t}i, the results of Sec. V remain valid in the Ising
case. We now turn our attention to the ordered
phase where similar restrictions on solutions to the
recursion relations will develop.

B. Ordered phase

A useful perturbation scheme can be set up in an
ordered-phase calculation by first shifting the spin field
in Eq. (4.1) (with n =1) by the exact magnetization?’

S(X)=M+o(X) , (6.8)
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where the average value of o vanishes

(o)=0 .

(6.9)

After performing this shift the effective Hamiltonian becomes

o= [5M>+ (u +vIM* =ML+ L3, (7 + kD) opo_p+y,L Yo+ wL™
B

+yL ™5 S oo +ul™
X

K kykyky

where 7 =r + 12uM?+4vM?, y,=4vM? w=4uM,
y=4vM, and h=h —rM —4(u +v)M?3. The sums
over K in Eq. (6.10) are restricted to the interior of a
spherical Brillouin zone of unit radius. A system of
differential recursion relations for the fields in Eq.
(6.10) can be set up in the usual way.!! The di-
agrams contributing to the renormalizations of the
various fields are shown in Fig. 5 while the equations
are given by

P g—= = = 5= —  —  — — -3d
oklokzqk3a ) v +vl

~ 2
D _gpy 42D 18K (D) (6.11a)
dl 1+7(D  [1+7 (D)2
dy,(1) — 2, (1) — Kay (NP  6Kaw Dy (D)
dli : H+7 (D12 [1L+7(D]?
(6.11b)
3
dw (1) =(1+%€)w(l)— 36K u (Dw (1) 36K4_w(l)
dl [1+7(NH]? [1+7(N]3
6.11¢)
dy () _ L+t | 4Ky (Du(D)
R RTINSy
_ 2Ku Dy () 12K 4w (Dv (1))
[1+7(N]2 [1+7(D]2
36K4y (Dw(1)? 6.11d)
[1+7(DH]P
du (1) 36Ku (D2 162K w(D)*
—_— = - — ,(6.11e)
i T Or T e )
dv(l)=€v(,)—— 4K4U(/)2 _-24K4H(,)U(/)
dl [1+7 (D] [1+7()]?
72K o (Dw (1)? ©.116)
[1+7 (D]
dh (1) | Ky (D) 3Kw ()
s = - — h / —_ —_
dl (B-30h() [H+7(D1  [1+7(D]
(6.11g)

In these expansions we have taken the fields 7 (/)
and y,(1) of O(1), w(/) and y (/) of O (€'?), u (D)
and v(/) of O (e), and A (/) of O(e™"/?). These
order-of-magnitude estimates are obtained by analyz-

I
ing an expression for the free-energy-like Eq. (3.2)

where r is of O (1) and Landau theory is appropriate.
We now search for leading-order solutions to the set
(6.11). Using iterative methods with the disordered-
phase solutions as starting points® we obtain

F =T =IND+ XD T () Inl[1+T ()]

+ 144K 4u (12M2(1)

()
1+7)

x [In(1+7T]+ +0(e) ,

(6.12a)
v =4v(HM* (1))
+ [8K 4w (N2M2(1) +48K ju(Du (DM ()]

T(1) 2

T+7) +In[1+TN]1|+0() ,

(6.12b)

w()=4u (DM (1) +0 (&?) , (6.12¢)

y (D=4 (DM (D +0(7?) (6.12d)

_ _ue®! 3

u () 00 +0 () . (6.12¢)
_ v(,el )

V(D= Sin i TOED (6.12)

A =h (D) =MDt () —4lu (D) +v (DM .
+ADM ()

—sMOMDTW I +T(D]

+0 () (6.12g)

where
M (1) = Me =<1
TD=t() +12u(DM> 1) +4v(HM(])

and the functions f(/) and A(/) were given earlier.

Although these solutions are correct to O (e) we will
only need the leading-order pieces of them since per-
turbation theory is only applied in the noncritical re-
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FIG. 5. Feynman diagrams contributing to the calculation
of the ordered-phase recursion relations.

e

<
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gion. Using these solutions we now map out the crit-
ical region to find various thermodynamic functions.
The free energy is given by

F(rav.h)=e"4F (D, u(l), v(),h (1))
f’ —di’ ot Loag2
+ 0(’ GQ(/)(I'/ +71M
+(u+vIM*—hM (6.13)
where the kernel is
Go(N=+K{In[1+7(N]-+} (6.14)

and

FCD,u (D, v(D),h (1) =—L“’ln(Tr,,_k.e—3C’l“?]

(6.15)

In the above 3C,[ a1 is the spin-dependent part of
Eq. (6.10) with the fields replaced by their renormal-
ized values. Once again, as in the n = 2 calculation,
we are able to calculate the trace in Eq. (6.15) be-
cause / is chosen equal to /*; a value of / which
renders 7 (/) of O(1). We thus obtain for the non-
critical free energy

FG ) u (), v(I*),h(17))

LKA =20 Il + T ()]
* : * * 1
+2 T +3TU) In[TUD)] -5 )

(6.16)

After combining this with the results of the trajectory

integral in Eq. (6.13) we obtain for the singular part

of the free energy
F(ruvh)=Fp+e~ [+ (IF)M2(*)
‘ +lu (") +v () IMA)
—h ()M (1")]

+ e LK T2 T (M), (6.17)
where

__ Q")
48u

Q'3(1*) -1
At

is the result appropriate for the disordered phase
which was given earlier in Eq. (5.5) (with n =1).

The equation of state can also be obtained by im-
posing the condition that the average value of the
shifted spin field in the /th Hamiltonian vanish.
Choosing / = I* so that the perturbation expansion
makes sense we set
' kdk
O kX7

(6.18)

A = [BKw (X)) + Ky (I%)]

The Feynman diagrams contributing in this expres-
sion are shown in Fig. 6(a). After evaluating the in-
tegral in Eq. (6.18) this becomes

hUFYME) =) +4[u () +v () IM2U7)
+{AUHTUH) (TN
(6.19)
The susceptibility which obeys the scaling relation
XCrou, v, ) =2 X G (), u (1), v(1%),h (1))

(6.20)

given in Sec. V can also be calculated perturbatively.
Expanding in v (/*) and v(/*) we obtain for the non-

_Q___ ﬁ__O,,‘

FIG. 6. Feynman diagrams contributing to the calcula-
tions of (a) the equation of state and (b) the susceptibility.
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critical susceptibility

X', u (), (), () =T U*) +2y,(1%)]

A(*) f‘ k3 dk
T(*) +2y,(1%) Yo TU*) +k2

O 288u(1*) +320%(7) +192u (M) v (1¥)
TU*) +2y,(1%)

' Kdk

KM ) o or

l . (6.21)

The graphs contributing to this expression are shown in Fig. 6(b). After performfng the integrals in Eq. (6.21)
and making use of the scaling relation (6.20) we obtain

14402 ()M (1*)

X(ru,v,h) =
v T(") + 29,01
I 4

el
T(I*) +2y2(l*)

4 )+ [36u () + 120 UM IM2UT) )
2 T(*) +2p,(1%)

In[7(/*)]

N+ 12K qu (1) ] 1

* -
+r2(1%) T +20,(%) [1+7()

ln[l+T(/*)]l” . (6.22)

The basic results (6.17), (6.19), and (6.22) may be differentiated with respect to /* to demonstrate their in-
dependence of the precise choice for /* to leading order in €. It should also be clear that the pieces of these
results which are enclosed by curly brackets in Eqgs. (6.17) and (6.19) and large square brackets in Eq. (6.22) are
not leading order—instead they are O (€) lower than their preceding terms in the noncritical region.

We are now in a position to make an explicit choice for /*. The condition that 7 (/*) is of O (1) can be written

TU)Y=t(F)+ Ru (F)YMEU) + 40 (FIMP(IF) =1 . (6.23)

This can also be expressed in terms of the nonlinear scaling fields given in Sec. V. This results in

* *
A’:é’x'l + 4€M2g"e*u’ pl2-ar”

*
E/‘,[2‘,(2-0!

A ¥ e : *
(1—gue™® VB +12K,g,e? (1 -—g,,e)‘“' )113]
The solution to this equation defines an /* for each
set (g,,M?,g,,¢,) and it can be put into the form
*
el =L (g.M%g,g,) . (6.25)
where L (x,y,z, v) satisfies the homogeneity relation

L(x,y,z,v)=bL (b)"x,bz"y,b"z,b‘ﬂv)

— e f (y"‘:/‘z“"x’yeﬂ2—:)2,},-(:/3)/12-:)”)

(6.26)
and L (x,z,v)=L(x,1,z,v). We get

‘,l*=M—(5+l)/d£(g'/MI/B’guMz,gvM—:/J) . (6.27)

where /3=%—l65+0(ez) and §=3+e+ 0 (€?) are
the Ising (fixed point F4) exponents given in Table I.
This function L (x,z, v) can be determined (numeri-
cally if necessary) and the results used in Egs. (6.17),
(6.19), and (6.22) to obtain the thermodynamic func-
tions in scaling form.

+ =
3K (1 —ge™ )

=1 . (6.24)

I

This situation becomes somewhat simpler to
analyze when the external field is set to zero. In this
case the equation of state becomes (to leading order
in €)

() +4lu (") +v(M) IMA*) =0 . (6.28)

To discuss the coexistence curve behavior it is better

" to choose a different /* than the one given by Eq.

(6.23). The only requirement placed on /* is that it
makes 7 (/*) of O(1). Thus we may choose the
condition

(=== . (6.29)

With this /* we are ensured that 7(/*) ~ O (1) as
long as |v(/*)| remains less than « (/*). Further-
more this choice is identical to the one used by Rud-
nick and Nelson® for rigid systems thus allowing for
easy comparisons in the v —0 limit. Using the ex-
pression given in Eq. (6.29) along with Eq. (6.28) we
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obtain for the magnetization on the coexistence curve

|¢]# R'3
M0= +
2Vu 11+ vl/3u = (4lvl/3u) R |12

(6.30)

where R =u/u*+ (1 —u/u*)|t|¥? and ,8=~; - %e + 0 (€?). Similarly, using Eq. (6.29), the susceptibility given in

Eq. (6.22) becomes to leading order in €

X(ra,v)==+]1|77R'3 1+M—~IBI—R‘“|rI‘“ (6.31)
2 3u 3u
where y =1 +%€ + O (€?) and the ordered-phase free energy is now
|t|2—a Rl/3_|’|a
F(rou,v) =~
sy 48u | 1+ lvl/3u — (wl/3u) R3]~
_ I,lZ—a Rl/3 1 (6.32)

16u [1+|vl/3u—(Jvl/3u)R"3|t]~=]

with a = %e + 0 (€?). As mentioned earlier these
results are not valid for arbitrarily small values of |r].
This is because if |7| becomes too small (for given u
and v) the condition |v(/*)| < u (/*) will be violated.
Using arguments similar to those given in the disor-
dered phase we obtain the condition that |7| must be
greater than 7,;, where

lin %(4,v|/3l/*)l/a=%[r:in - (6.33)
In arriving at this conclusion we have again assumed
for simplicity that v =u* and |v| << u*. These con-
ditions on the values of 7 for which the ordered- and
disordered-phase solutions remain valid are displayed

schematically in Fig. 7. The shaded region in the fig-

DISORDERED
PHASE SOLUTIONS-

VALID \
t= t;in \

\
T/=—T/;“i/ ;

n

ORDERED
PHASE SOLUTIONS -

\ALID \

FIG. 7. Shaded region indicates (for v =u*) values of 7. v
for which disordered- and ordered-phase expressions for
thermodynamic functions are invalid.

1+ vl/3u*— (4]v]/3u) R3]~

[
ure indicates those values of 1, v (we have taken

u =u" for simplicity) where the system is mapped to
the line of instability shown in Fig. 2 before reaching
the prescribed value of 7 (/*) (+1 for disordered
phase and —% for ordered phase). The solutions ob-
tained thus far are of course not valid in this shaded
region. One can see from these coexistence curve
results that if |v] << u(=u™) then as 1 is raised to-
wards — 1, from below (but with r << 5, ) the sys-
tem behaves as though it were approaching a critical
point with the rigid-system exponents. For instance,
it is seen from Eq. (6.30) that M, decreases as |7|?
where B is the critical exponent describing the rigid
system’s coexistence curve behavior. Only when |/]
becomes very small (of order 17, ) do the effects of
finite compressibility become apparent.

The equation of state can be calculated (for
! << —Iqin ) if we retain'a small nonzero external
field 4. For simplicity we take v =u*. In this case
Eq. (6.23) reduces to

WA e *
gt +deMlg eV 029! 112 o
G +12u" M7 = |
A
(1+12K4g,eV )

(6.34)

In the above if we let
ol = MVl (x ) y (6.35)

where x =g,/M /8, y=|gu|/Ma/v}‘M, 5=3+e+0(€)
and Ay =1 —%54—0(62), we obtain an equation for
D(x,p)

xP(x,y) 7P —4eyd(x,y) 223
1= 12K,y d(x,p )~

’

+12u P (x,y) e =1

(6.36)

This equation can now be iterated for the scaling
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function & to obtain
DO(xy)=[(x—4ey)/(1 —=12K4y) +12u*]712 |
(6.37)

Using this result in Eq. (6.19) leads to an equation of
state in scaling form, namely,

_h _ . x—4dey a4yt
M3 1-12K,y

| x —4ey %
+—eg(x, —— 4] , .
6eg(xy)ln 1—12K4y+ Zu} (6.38)
where
glxy)= L x +12u* - 12ey

[—12K4y

12K,y (x —4ey)

[—12K.y (6.39)

In the limit when y — 0 this of course reduces to the

1

rigid-system result® as it should. Furthermore, if .
|v] << u* then g, —rand |g,| — |v|/e allowing us to
replace x and y above by (/M8 and |v|/eMaMM,
respectively. The free energy and susceptibility can

also be calculated readily using Eqgs. (6.35) and (6.37).
C. First-order transition

We now consider values of ¢ inside the shaded re-
gion of Fig. 7. Specifically, we will let the values of ¢
be very close to but less than r =1}, given by Eq.
(6.7). The essential difficulty with such values of ¢ is
that repeated RG transformations map such a system
to the line of instability before ¢ (/*) is of O (1). In
order to profit then from such a mapping procedure it
must be established that thermodynamic functions
can be calculated near the line of instability. To this
end we first consider a system represented by point B
of Fig. 2. If we assume that r for this system is less
than zero then in anticipation of a spontaneous or-
dering in the system we can rewrite Eq. (4.1) (with
n =1) replacing Sy by M. We then obtain

arr=[5rM2+ (u +vIM* =AML+ S L7 3, (r +12uM? +4vM? + k2SS _

k #0

+4uML™¥ 3 St St St 8% maw.

Since we will eventually make use of results in

d =4 — € we can reasonably regard v and v in Eq.
(6.40) as small parameters. Thus, the thermodynam-
ic properties of this system can be determined by ex-
panding in powers of # and v. A way of carrying out
such an expansion would be to replace r in the Gaus-
sian part of Eq. (6.40) with " where r' can be deter-
mined self-consistently by solving a Dyson equation?®
for the two-spin correlation function. Then we can
neglect all but the first two terms in (6.40). The vali-
dity of these approximations will ultimately be estab-
lished through a satisfaction of the Ginzburg cri-
terion.?’ Figure 8 shows graphically the equation to
be solved while analytically it is given by

I d-1
' : p°dp
M ki=r+k2+(12u +4v)K,,j; T (6.41)

This equation can be iterated for r’ and after one

0. ¢

_— = + +

+0(e?)

FIG. 8. Dyson equation (6.41) satisfied by the partially
renormalized (S;S_;).

S—=S—S—S—8—- v, .= =+vlL™3
K2 k)T k™ ky kl+k2+k3+k4,0

2
) ST{S_T(] . (6.40)

=0

I
such iteration it becomes

\ \ @-0/2 i3y
RGN SN PR S f x? 7 dx
PENTTS TN T a2 0 14x2
A b pi3dp
+Alr+ f ,
d—=21Y1 r+N(d=2) +p?

(6.42)

where we have generalized the definition of A given
after Eq. (5.1d) to d dimensions, i.e., A= 12K, u
+4K,v. The right-hand side of Eq. (6.42) can be ap-
proximated by r + A/(d—2) as long as

4=/ f°° e, s
A —_— . .
M e

-+
! d—2

Since A << 1 it follows that for 2 < d < 4 the re-
placement r'=r + A/(d —2) is justified. We now
rewrite Jepr as

K= [%I‘Mz'*— (u+v)M*~nM 1LY

+5L7 S (' + 12uM + M+ kD) SpS_p
K0 .

(6.44)
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where r'=r +A/(d —2). Since we are interested in a
system near the line of instability we will replace
u +v by & where we take & > 0 and arbitrarily small.
After this replacement in Eq. (6.44) we calculate the
free energy of the system according to the prescrip-
tion

F(ru,v,h) ==L In(Trs_e TSty (6.45)

This then results in
F(ru, v,h)=—;-/‘M2+5M4—hM
1 1
+7K,,j; k=" dk In(r' + 128 M?
+8lv|M2+ k) .

(6.46)

If we now expand the logarithm in Eq. (6.46) and
perform a Legendre transformation with respect to
the conjugate variables 4, M we obtain

F(ru, v,M)=-;—uzM2+u4M“+u(,M6+ .

(6.47)
where
U d—1 g
k dk
=r+8lv|K
Uy A ‘UI d 0 /~I+k2
1 d=1 g
ll4=8— 16‘1}‘2’(4‘!; T’/“‘;‘:l:(%/‘)_z (648)
1 pd=1 .
wms Pk f, T

which near d =4 become approximately

uy=r +4K4vl, ug=8—16lvI°K 4| In(+")|, and

e = % (64)K ,(lv]/r")?. The important thing to.note
here is that for § arbitrarily small we can have u; > 0,

4

NS M

FIG. 9. Typical appearance of F vs M curve when u, > 0,
1y <0, and g > 0.

uy <0, and ug > 0. The appearance of the corre-
sponding & vs M curve for such a system is shown in
Fig. 9 where the equilibrium value of M correspond-
ing to an absolute minimum in § could be at some
nonzero value (depending on the relative sizes of u,,
g, and ug). Presumably then, for suitably chosen r,
u, v, the equlibrium value of M (given by

dF/9M =0) would occur at some finite value, say
M. As we increase r keeping v and v fixed we ex-
pect a point at which the free energy at the finite
minimum, F(M,), would no longer be less than its
value at M =0, F(M =0). For these values of the
fields a first-order transition would occur. We can
determine M, by setting 8F/0M =0, however, we can-
not use the low-order expansion given by Eq. (6.47)
for this purpose since M, may be large. Instead, ex-
pecting a large M,, we perform the integral in Eq.
(6.46) treating the logarithm as a constant. This
results in

F(ru,v,M) =%rM2+2‘>M4

/Kd 2
t 5 =gy nBlvIMT) L (6.49)

We thus obtain an equation for M, namely,

Ke 1 _
((/_2) MO

rMo+48M§ + 0 . (6.50)
The last term in Eq. (6.50) can be ignored for large
M to give approximately

Mo=+(—r/48)2 (6.51)

which is indeed large for arbitrarily small 8. In
search of the value of r at which the first-order tran-
sition occurs, say r =r,, we set F(M =0) equal to
F(M = (1r]/48)'"?) to obtain

rl _ K4 | 2vr,
166 2d—2) ™| s

[ fl A=l 12
— 4K, KNG kD L (6.52)

For very small 8 the second term in Eq. (6.52) can
be ignored when compared with the first one to ob-
tain

166K 2ur,
L2 d [4
=iy = (6.53)

which after iteration for r, gives
1/2
45K, 32K,4|v]?

.= —— 6.54
' [d =2 (d-2)5 (654

which of course corresponds to an r/ =r,
+A/(d —2) > 0. Using this value for r, we can
also calculate the jump in the order parameter at the
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transition, namely,
AM=My(r=r.)

1/2
Ky ’ | 32K v’

(d—2)%

4(d—2)8

] . (6.55)

Now we check the self-consistency of the calculation
by verifying the Ginzburg criterion which requires
that A =uy/(u,e4)? << 1. This is certainly satisfied
since A is given approximately by A = A§/2rv which
is much less than unity and the procedures used in
accounting for the effects of interactions are justifed.
The methods used in this analysis are similar to those
employed by Rudnick'? in his detailed analysis of the
first-order transition induced in magnetic systems
with extreme cubic anisotropy. The goal of this cal-
culation has thus been established: we have shown
that near point B of Fig. 2 the system’s thermo-
dynamic functions can be determined in a self-
consistent manner. With the solution at point B at
hand we can now determine the system’s free energy
at point 4 by using the appropriate mapping formu-
las. Specifically, if we perform a Legendre transfor-
mation with respect to the variables h, M, Eq. (6.17)
becomes*’

§(ru, v, M) =S+~ (L (M M2
+Lu (1) +v () IMAF)
+ 5K TUD2IT )]

(6.56)

The condition determining /* is now v(/*) =—u (/*).
With this choice Eq. (6.56) reduces to

F(ru,v,M)=Fp+e™ " (L1 M%)

+ 3 Kalr (M)8u (IM)MA(1*) 1

X Inlr (%) +8u (I")M*(1*)]1} .

6.57)

It is first interesting to note that for + =0 the
minimum of this expression occurs at a finite value
of M while M =0 is a nonanalytic local maximum.
Presumably then for some value of 1 =1 > 0 a first-
order transition occurs. We can calculate this tem-
perature by setting the ordered- and disordered-phase
free energies equal to one another. When this is
done we obtain

1. (I")=2Kqu (I*)e™ (6.58)

and for the jump in the order. parameter at this tem-
perature

AM (I*) =e~V2/[8u (1*)]V/2 . (6.59)

gy

DISORDERED | PHASE

} \ 7 > 9y
/ / ORDQ /PHL< /
s

FIG. 10. Line g, =0, g, > 0 is a line of second-order tran-
sitions while the broken line given by g, « l¢,|'/* which
ends at a tricritical point is a line of first-order transitions.
The physically accessible region corresponds to g, < 0.

These two results can now be expressed in terms of
the bare thermodynamic fields by utilizing the value
I, given in Eq. (6.6). In using Eq. (6.6) we are again
making approximations « = u* and |v| << u*. We
then obtain for the transition temperature

fe=2Ku*e ' (4|v]/3u*)V= - (6.60)
2
and for AM
VA, /a
-1/2 4|UI '\M
AM=—C2___|21¥1 . (6.61
(8u*)\2 [ 3u* )

If we reexpress Eq. (6.60) in terms of the nonlinear
scaling fields we obtain the result

g, < lg.)'e (6.62)

as predicted by the scaling hypothesis.’! With «
small in d =3 we would then expect the phase di-
agram to appear as shown in Fig. 10. It is also clear
that our use of recursion relation solutions for / =/,
is valid since the solutions to the set (6.11) only
break down for values of / greater than /,,,, given by
Eq. (6.2) and clearly /5 < [ qay.

VII. DISCUSSION

We were able to calculate the free energy of the
compressible magnet for values of ¢ in the ranges
t < =—tmin, t > thin, and also at ¢ just less than 1%;,.
We could not however calculate thermodynamic
properties in the other portions of the shaded region
of Fig. 8. Nevertheless if |v| is sufficiently small
then this region of temperature will be exponentially
small since a« ~ 0.1 in d =3.

Although the jump in the order parameter given by
Eq. (6.61) is very small (for small |v|) such first-
order behavior has been suspected. For example ex-
perimental data'® on 8 brass (which probably under-
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goes an order-disorder transition) is better fitted when the existence of a small but finite jump in the order
parameter is assumed even though the jump cannot actually be observed.
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