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A general scheme is presented to calculate high-temperature series coefficients for ensemble
averages of spin operators for spin systems with Hamiltonians containing a large number of
model parameters. The scheme, which is based on the moment method, provides the series
coefficients as exact functions of the model parameters, e.g., spatial dimensionality, coupling dis-
tributions in coordinate and spin space, site—dependent field distributions, and spin quantum
number. General expressions for the series coefficients for the auto- and pair-correlation func-
tions are given to sixth order in the case of a classical Hamiltonian with bilinear interactions and
a one-component site-dependent magnetic field. The general expressions are used to calculate
susceptibility series for the simple cubic anisotropic classical Heisenberg antiferromagnet in
a uniform nonordering magnetic field along the easy axis. The series coefficients are polynomi-
als in three variables representing the field, the anisotropy, and the ratio of nearest- and next-
nearest-neighbor couplings, respectively. From an analysis of the ordering susceptibility series
the phase diagram spanned by the temperature and the field has been calculated for various
values of the anisotropy parameter. The calculated phase diagram, which includes a spin-flop
phase, an antiferromagnetic phase, and a paramagnetic phase, is in agreemen{ with predictions
based on Monte Carlo and renormalization-group calculations.

I. INTRODUCTION

For almost two decades, analysis of series expan-
sions has provided some of the most significant and
reliable information on the critical properties of non-
trivial lattice models.! This information has been of
seminal importance in proposing, testing, and corro-
borating the basic ideas of the scaling and universality
hypotheses. Results from series analysis are often
considered to be the ultimate judge in assessing pre-
dictions of approximate theories for critical phenome-
na, e.g., the renormalization-group theory.

Series expansion techniques are usually character-
ized by their specificity to the model and lattice under
consideration.! Highly specialized techniques are re-
quired to obtain the large number of expansion coef-
ficients, which is necessary to determine the finer de-
tails of critical behavior. Therefore, only fairly simple
models with a few model parameters have been sub-
jected to series analysis.

The purpose of this article is to describe a scheme
to calculate high-temperature series for general spin
Hamiltonians.? The Hamiltonians contain a large
number of model parameters describing the coupling
distributions in spin and coordinate space. Moreover,
we also include symmetry-breaking fields in order to
study complete phase diagrams and multicritical
phenomena. This implies that the specific and highly
optimized methods devised for simple Ising, XY, and

2

Heisenberg models' would not be appropriate for our
purpose. We require a more general approach allow-
ing for the treatment of many classes of Hamiltoni-
ans by the same method, each class being character-
ized solely by the topology of the interactions. Our
approach is based on the well-known moment
method.> Throughout, the calculation of the series
coefficients is carried out utilizing a computer. The
basic series obtained by the method are correlation
function series from which series for various other
quantities can readily be derived. For each class of
Hamiltonians the series coefficients are given as exact
functions of the model parameters. Thus, a major
advantage of our approach is that series for many dif-
ferent models can be derived from the same general
expression. The drawback of the general approach is
that fewer coefficients can be obtained in the expan-
sions than if more specific methods were applied.
This in turn implies that the information on the criti-
cal properties extracted from the series is less accu-
rate. Our general series extend to sixth order in the
inverse temperature. We shall show that valuable in-
formation on phase diagrams for complicated antifer-
romagnetic systems subjected to symmetry-breaking
fields may be obtained from these sixth-order series.
Only a few quantitatively reliable calculations of
antiferromagnetic phase diagrams have been report-
ed. In most cases the mean-field description is the
only one available. One of the reasons for this is that
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it is extremely complicated to calculate series for
models with more than a few parameters. A small
number of papers have been published on series
analysis of phase diagrams of Ising antiferromagnets
in fields,*"® and there appears to be no account pub-
lished on phase diagrams of Heisenberg-like antifer-
romagnets. Previous applications of our method to
Heisenberg-like antiferromagnetic models are report-
ed in Refs. 2, 9, and 10.

In view of the strong current interest in multicriti-
cal points and crossover phenomena''~=2? we have in
this paper used our general series to calculate the
phase diagram of the three-dimensional anisotropic
Heisenberg antiferromagnet in a field. To locate the
phase boundaries we have analyzed the ordering sus-
ceptibility which is strongly divergent at the boun-
daries separating the ordered phases (i.e., the spin-
flop and the antiferromagnetic phases) and the
paramagnetic phase. The susceptibility series are
analyzed in terms of a simple power-law singularity
using ratio, Neville, and Padé analyses.

The outline of the paper is as follows: In Sec. II
we present our scheme for calculating series coeffi-
cients with emphasis on the general features, the ap-
plicability, and the limitations of the approach. Sec-
tion III describes the general expressions for the
series coefficients to sixth order in the inverse tem-
perature for the auto- and pair-correlation functions
in case of a classical Hamiltonian with bilinear in-
teractions and a one-component site-dependent mag-
netic field. These general expressions are exploited
in Sec. IV to calculate the ordering susceptibility
series of the simple cubic (sc) anisotropic classical
Heisenberg antiferromagnet in a nonordering mag-
netic field. From an analysis of the ordering suscep-
tibility series the phase diagram spanned by the tem-
perature and the field is calculated as a function of
the anisotropy. This section also includes a descrip-
tion of the various checking procedures performed to
test our general series. Our results are discussed in
Sec. V.

II. CALCULATION OF SERIES COEFFICIENTS
A. Principles of the calculation
We consider a system of N equivalent spins with

spin quantum number S. In thermal equilibrium the
system is described by the density operator

p(T)=exp(—=H/kgT)/ Trlexp(—=H/ksT)] , (2.1)

where H is the Hamiltonian and T is the spin tem-
perature. Following the basic ideas of the moment
method,® we can expand the ensemble average of a

spin operator F in a high-temperature series as

(Fy=Trlp(K)F]

=3 L|3UE) | g
nmo N1 OK" Jip
— < (_1)" n
_n§0 n! c, K" . (2.2)

In Eq. (2.2) we have used the high-temperature ex-
pansion variable K =J/k T, where J is an energy
parameter. The coefficients ¢, are the cumulants
given by

co=((F)) ,
ar=((FH)) = ((F))({(H)) .
cy=((FH?)) =2((FH)) ((H))

= ((F)) ((H)) +2((F)) ((H))*

(2.3)

with the following definition of the reduced trace
(o y=Te(---)/QS+DV . (2.4)

Only Hamiltonians with a finite range of interaction
are considered. If we ignore boundary effects we can
argue on physical grounds that each coefficient in Eq.
(2.2) is of the same order in N as (F). For an en-
semble average proportional to N, the only part of the
cumulant ¢,, which contains terms of order N, is
((FH™)). In addition, ((FH")) may also contain
terms of higher order in N which, however, cancel
with the part left of the cumulant. Accordingly, the
essential problem in calculating high-temperature
series coefficients according to Egs. (2.2)—(2.4) is to
calculate quantities of the form Tr(FH").

We shall consider rather general Hamiltonians, as
for example

N
H= 2 (JISX)SJxSux + .lj,(;")Sij“y
Ju

N
+IBSSw) + S HXS, (2.5)
J

where Hj("’ is the x component of a site-dependent
magnetic field, and J,\*, /&, and J{? are coupling
constants. For notational simplicity in the description
of our computational scheme it is useful to rewrite
the Hamiltonian in a compact form as

N M=4L() i

H=3 3 3 I1SB. . (2.6)

Jm=1 im]l um=l k=1

In Eq. (2.6) the sum over / represents the various
types of interactions—or topologies—in which the jth
spin is engaged. The ith topology is characterized by
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I; index names, (s, . .. ,s,,_}, denoting the spins in-

volved in the topology. The set {s;, . .. ,s,’_} includes

jitself. L (i) is the number of realizations of the ith
topology, where a realization gives the actual values
of the index names. B, is a generalized coupling
constant, and m,n € {s|, . . . ,s,l_}. In the case of the

Hamiltonian in Eq. (2.5) we have B} =J{2,
3 4) _ ) (i)
B =7 B =J2 and B =HX. S, denotes

one of the components of the spin operator §Sk'

Actually, our scheme is not restricted to pair in-
teractions, but multispin interactions as well as in-
teractions involving powers of spin operators are also
covered by the scheme. Such interactions may be in-
cluded in our formalism if Eq. (2.6) is generalized to

N ML b

H=33 3 110y Inm sw. @n

Je=lim] u=l k=1 m,nE{sl,sz ..... sl_]

where OSI“") is a spin operator of type g = ¢ (k,i) be-
longing to the s;th spin. Os;("’ may in the general

case be a product of powers of the components of the
spin angular momentum operator Ssk. B,,‘,,’,’ is a cou-

pling constant of type r =t (m,n,i) associated with the
ith topology.

A class of Hamiltonians is defined as the subset of
H resulting from a specific choice of the interaction
topologies. For each class the lattice structure (in-
cluding spatial dimensionality), the distribution of
coupling and field parameters in coordinate and spin
space (including range of interaction), and the spin
quantum number appear as variables.

We now turn to the calculation of Tr(FH"), where
F is a spin operator of type O'? which may contain
fixed indices (e.g., in case of two-point correlation
functions). A general term of the trace may be writ-
ten as

MR ...RWAHMAMQ ... m
Tr E B’1f18’2f2 B’ﬂ/ 0"1 0"2 Okm ]

_ MR@ ...pW M) ... olm
- E Billefzfz ' B"/fl Tr 0"1 O"z 0":]
kpooos k,
(2.8)
with the restriction
vdvizga -« oinit Slkuka, oo k) . (2.9)

The set {ky+1.kn42, . . ., k] constitutes the fixed in-
dices. The inclusion sign in Eq. (2.9) indicates that
each index name must appear at a spin operator.
Specifying the class of Hamiltonians under considera-
tion is equivalent to giving the actual correspondence
between the two sets of index names in Eq. (2.9).
Each term in Eq. (2.8) may be mapped on a linear

graph.?* The indices (or the traces of spin operators
0;'?) correspond to the vertices and the coupling
parameters, B;\”, to the lines (bonds). The calcula-
tion procedure of Eq. (2.8) may conveniently be di-
vided into three basic steps: (i) determination of all
distinct graphs and their multiplicities; (i) determi-
nation of connected graphs; (iii) embedding of con-
nected graphs in a lattice. We should like to em-
phasize that steps (i) and (ii) in this approach are
fairly general and may be adapted to various homo-
geneous many-body systems (solid, liquid, or gas)
with different degrees of freedom. The connection to
the classical Mayer cluster-integral formalism is in-
vestigated in detail by Domb.?

The series coefficients resulting from steps (i) and
(ii) contain a significant amount of configurational
information of a general character and it is important
to realize that up to this point the result only depends
on the interaction topologies chosen. In step (iii) we
introduce the spatial configuration of the system (i.e.,
lattice structure and dimension). This step may also
be termed calculation of "lattice constants."**? In
the approach of Domb and collaborators all three
steps are performed simultaneously in order to
reduce the number of contributing graphs taking into
account the specific nature of the Hamiltonian and
the lattice under consideration. In our case we would
gain no advantage by incorporating the embedding
procedure in step (i) because practically all distinct
connected graphs resulting from steps (i) and (ii) can
be embedded in the lattice due to the large number
of interacting neighbors in the Hamiltonian.

Nevertheless, we shall impose some restrictions on
step (i) of which the symmetry of the Hamiltonian
and the properties of the spin-angular-momentum
operators make the most significant reduction of the
number of contributing graphs. We now proceed to
describe in detail our accomplishment of steps

(i) (iii).

B. Step (i) determination of all distinct graphs
and their multiplicities

The starting point is Egs. (2.8) and (2.9), which
implies an N"-fold summation. Even for a simple in-
teraction topology and to a low order this is a tremen-
dous and tedious task. Fortunately, only a limited
number of terms are nonzero and only a small
number of distinct graphs contribute. In the case of
a simple Hamiltonian (e.g., the spin-% Ising model in
zero field) the few distinct graphs and their multipli-
cities may be determined by hand to a high order but
for the more complex cases which we consider this is
not manageable beyond second or third order. We
therefore utilize a computer to take care of the neces-
sary "bookkeeping." All operations done by the com-
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puter in these calculations are of a symbolic character
and the results are exact analytical expressions in the
chosen variables which have an integer representation
in the computer. For convenience, the numerical
constants are treated with floating-point arithmetic at
the end of the calculation. The calculation procedure
to be described below is a generalization of the pro-
cedure introduced in the analytical calculation of the
higher moments of the magnetic resonance lines of a
dipolar coupled rigid lattice.?® ‘

The sum in Eq. (2.8) is an unrestricted sum, i.e.,
all summation indices take on all possible values in-
dependently. In order to calculate the traces we

S Plkiky . ke)= 3

with the restriction Eq. (2.9), the transformation is
given by

S Plkuky ..o kn)

(2.12)

=3 3 - POy )

[ R P i
12 uG

In the Gth restricted sum in Eq. (2.12) the indices
ki,ky, ..., ky are divided into ug groups and all in-

m
E E(il,jl,...,i,,j[)TrlHOk(,i)lzz EI
ks i G ipig oo i

-3Ss+n'e
G

All spin operators with index i, are collected in the
operator O(%?. The trace tr(0'%?) is defined on
the space of a single spin variable. Equation (2.13) is
the basic equation of step (i).

In evaluating Eq. (2.13) we use the property of the
spin angular momentum operators that
tr[(Sx)"x(Sy)"y(Sz)"’] is zero unless n,, n,, and n,
are all even or all odd integers.?’

An alternative formulation of the calculation con-
tained in step (i) may be given in the context of
graph theory. It is very instructive to make a graph
representation of the arithmetic process Eqgs. (2.8)
through (2.13) but we emphasize that our approach is
purely algebraic and makes no use of graph-theoreti-
cal theorems or simplifications introduced by a graph
representation. This is strongly coupled with the

E(il!jb LR viltjl) Tr

E%(iy,iy, . .

4G

transform this unrestricted sum into a sum of re-
stricted sums 3,’:

ky kz(#kl) k"(¢k1,k2 ..... k

(2.10)

The sums 2’ are restricted in the sense that no pair
of summation indices take on the same value simul-
taneously. Rewriting the right-hand side of Eq. (2.8)
as

ﬁ 0,},,")] , Q.11

i=1

f

dices in a group are substituted by a single new in-.
dex. P(iy iy . . . ,i,,G) is obtained by making this

substitution in P(k,ky, . . ., k). In other words,
EG is a sum of all groupings of summation indices,
each grouping being a disjunctive coverage of the set
{ki,ky . .., kn). If fixed indices are contained in the
set, as in the case of F being a two-point correlation
function, their names are kept fixed in order to iden-
tify these at the end of the calculation. Using the
transformation, Eq. (2.12), in Eq. (2.11) we obtain

4G
. iuG) Tr H Oi;G,p)

p=1

“G
I1 tr (0'GP) o

E%Ciyiy . .. ,z‘,,c)
p=1 [FH P i
12 uG

(2.13)

basic problem of the distinction between labeled and
unlabeled graphs.?® Using a computer we necessarily
have to work with labeled graphs. ‘The procedure in
going from Eq. (2.8) to Eq. (2.13) corresponds in
graph theoretical language to the determination of all
distinct graphs (and their multiplicities) which can be
constructed from the m vertices, (ki,ky . . ., km),
and the / lines

BB - BY)
Both the lines and the vertices may overlap in the
resulting graphs which can be either connected or
disconnected.?> Each vertex corresponds to a trace of
spin operators. In the construction of the different
traces the noncommutativity of the spin operators
must be taken into account. The computer program
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determines a// graphs and sums up the number of
identical graphs in order to determine their multiplici-
ties. This implies that the calculation of the multipli-
cities by our method consumes the major part of the
computation time in contrast to other current
methods?> 28 which often determine these numbers
by a simple combinatorial formula.

The final result of step (i) is a sum of terms each
characterized by a graph and a linear combination of
single spin traces. The values of the necessary traces
are given in Ref. 27 or may easily be evaluated alge-
braically on a computer.?® All quantum mechanical
traces are polynomials in (S +1).

In this work we restrict ourselves to classical spins,
i.e., the limit S — oo, # — 0, #8$ finite. The traces
then reduce to integrals over the solid angle of each
unit spin vector. The classical limit causes a consid-
erable reduction in the number of different terms
resulting from step (i).

C. Step (ii) determination of connected graphs

The graphs resulting from step (i) are either con-
nected or disconnected. Each graph, which corre-
sponds to a restricted sum, is termed a restricted
graph. Due to the property of the cumulants in Eq.
(2.3) we have to consider only connected graphs. If
the property under consideration is of order N? a
disconnected restricted graph contains terms of the
order N? and N?*' NP¥2 . NP*" where n +1 is
the number of disconnected constituents (subgraphs)
of the graph. This entails that the disconnected
graphs—in their capacity of being restricted —contain
a connected part which must be isolated.

Step (ii) aims at isolating all connected graphs from
step (i) and to determine the lowest order contribu-
tion from each disconnected graph. This simple pro-
cedure is illustrated by the example

’2, BkIBIm BkaijAjj

k,Lm,ij

- ' X

k,m

2, BI’J'AJ'/'
i

=3 3 BuBimBmBiyA,; —3 EI'BkIBImBkaijkk

k,Lm,j k,Lm,j

=63 BuBim (B ) *Ap (2.14)

k.lLm

where B,,, may denote a two-site coupling constant
and A4,,, a one-site coupling constant, e.g., a field.
Step (ii) is also programmed for a computer and the
output contains connected restricted graphs only.

D. Step (iii) embedding of connected graphs in a lattice

This final step assumes a specific underlying lattice
in which the graphs are to be embedded or, alterna-
tively, the lattice constants are to be evaluated. The
distribution of coupling parameters, B, now has to be
specified including the number of interacting neigh-
bors and the range of interaction. In the case of a
large number of interacting neighbors with different
strength of interaction the embedding problem is al-
most as time consuming as the determination of the
multiplicities of the graphs in step (i). The calcula-
tion may in some cases be substantially reduced by
taking into account the spatial symmetry of the distri-
bution B. In the case of calculating properties with
site-dependent weight factors (e.g., the staggering in-
dex for the ordering susceptibility of antiferromag-
nets) only the common symmetry of the distribution
B and the weight factors can be exploited.

Step (iii) is also programmed for a computer. We
refer to Ref. 29 for a detailed description of computer
techniques for evaluating lattice constants. In our
case the calculation is straightforward: fix one vertex
at some site of the lattice and vary the rest of the
vertices on the lattice sites with the restrictions im-
posed through B. Due to the fact that we deal ex-
clusively with restricted sums (or graphs) the calcula-
tion of the embeddings is closely related to the ex-
cluded volume problem.’® In Sec. IV C we describe
the checking of the computer program.

III. CORRELATION FUNCTION SERIES

In this section we use our scheme to calculate the
high-temperature series for the auto- and pair-
correlation functions in the case of a bilinear spin
Hamiltonian with a site-dependent magnetic field

N N
H=3 3 [40DSkSi+B(iNS,S,
J=11=1(3j)

N
+CUNSES )+ S H(DS, . (D)

J=1

The Hamiltonian is classical, S = oo, and the spin at
each of the N lattice points is represented by a unit
vector S; = (Sx,S;,,S). A (i), B(l), and C (/)
represent pair coupling distributions, and H (/)
denotes a site-dependent magnetic field.

The Hamiltonian in Eq. (3.1) includes well-known
classical models, such as the Ising, the XY, and the
Heisenberg models defined on lattices of arbitrary
structure and dimension. Furthermore, arbitrary
ranges of interaction and degrees of anisotropy in
spin and coordinate space may be considered. The
inclusion of the field term in Eq. (3.1) makes it pos-
sible to use the series in investigations of phase di-
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agrams spanned by two thermodynamic variables, thc
temperature and a field parameter.

The auto- and pair-spin-correlation functions are
defined by

Uop(TiT) =8ap(SjaSia)/ Tr(SA) , a,B=xz ,
(3.2)

with ‘r’j,=6 and T # 0, respectively. The classical
property of H implies that any susceptibility is related
to the fluctuations in the corresponding magnetiza-
tion through the fluctuation theorem.’! For a system
with an antiferromagnetic ordered state we therefore
obtain components of the bulk and staggered suscep-
tibilities as

X5a(T) = (kgT)™' 3T o0(Ty T) (3.3)
Ml
and
Xeal D) = (ks T) B I ((FT) . (3.4)
M

respectively. K is the propagation vector defining the
magnetic structure below the transition. As the or-
dering susceptibility we use XZ,a,( T) with ' denoting
the ordering component of the spin vectors.

The high-temperature series expansion of
[e(T;, T) may be written

Taal T, T) =3, q2*(T,,4,B,CH)K* , (3.9
k=0

a=xz K=J/kgT .
The expansion coefficients ¢g* are functions of re-
stricted lattice sums (cf. Sec. II) involving the cou-
pling distributions A4 (j,1), B(j,1), C (1), and H (j),
which constitute the model parameters. Some of the
graphs contributing to I',(T;,T), T; =0, are discon-

nected due to the long-ranged field-induced pair
correlation. When the correlation functions are used
in susceptibility calculations through Egs. (3.3) and
(3.4) the disconnected contributions vanish.

The coefficients g and g7 for the auto- and pair-
correlation functions are given to sixth order in K in
Ref. 32.

IV. ANISOTROPIC HEISENBERG
ANTIFERROMAGNET IN A FIELD

A. Field-dependent critical behavior

In the study of field-dependent critical phenomena
it is important to distinguish between ordering and
nonordering fields.3> A finite ordering field will des-
troy the transition, whereas it may be preserved in a
nonordering field, although the nature of the transi-
tion and the position of the phase boundaries may be
changed. The field, which is a symmetry-breaking
parameter, can for example be an external stress or a
magnetic field. Variation of fields often leads to
complex phase diagrams with multicritical points.

In the past decade there has been an increasing in-
terest in investigating the field dependence of the
critical properties of magnetic coupled systems. The
reader is referred to the comprehensive review by de
Jongh and Miedema'® and to Refs. 19—22 for

.descriptions of experimental investigations of systems

in magnetic fields.

In this section we perform a high-temperature
series study of an antiferromagnetic model subjected
to a symmetry-breaking magnetic field. The model
includes spin-space anisotropy and is therefore ex-
pected to exhibit various kinds of critical behavior.
The model is a Heisenberg Hamiltonian with uniaxial
anisotropy defined by

H=J 3 [(1=8)(SpSic+8ySy) +8:Sel+72 3, [(1=8)(SySx+SyS)) +55:Sk)

J(#j)

X7
+,“/HI|2sz+#H12ij+MH|r 26’ ‘/S/z .
J J J

The model is classical, S = o, and defined on a sc
lattice. J, and J, are the nearest and next-nearest
neighbor exchange-coupling constants taken to be
positive and negative, respectively, in order to stabi-
lize the magnetic ground state. w is the magnetic mo-
ment. A is the uniaxial anisotropy parameter. We
shall restrict ourselves to the case of prolate anisotro-
py, 0 <A =1, which makes the z direction the easy
axis. Hy, H,, and Hj are field parameters, and X is
the propagation vector of the ordered state. It should
be noted that the model in Eq. (4.1) reduces to the

4.1)

S = oo XY model in the limit A — oo and to the S = oo
Ising model for A=1.

The Heisenberg antiferromagnet with various de-
grees of anisotropy is a useful model for describing a
variety of magnetic materials. Well-known examples'®
described by the model are for A # 0: CuCl,- 2H,0,
GdAIlO;, MnCl, - 4H,0, FeF,;, MnF, and for
A =0: RbMnF; and KNiF;.

The model in Eq. (4.1) has been studied in the
limit H; =0 by means of mean-field theory.?*3¢ A
more accurate investigation of the critical behavior of
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the model with all fields included has been performed
in the framework of renormalization-group
theory.!?"14 Recently, Landau and Binder!” investi-
gated the phase diagram of the model with J,=0 by
means of spin-wave and Monte Carlo calculations.
Landau and Binder determined the phase diagram
quantitatively for A=0 and 0.2 and found their
results to be in agreement with the renormalization-
group predictions. Our work focuses on the (7,H )
plane of the phase diagram which is shown qualita-
tively in Fig. 1. At low temperatures and low fields
the ordered state is a simple type-I antiferromagnet,
AF, with sublattice magnetizations along the field.
The AF phase is separated from the paramagnetic
phase by a second-order phase boundary associated
with n =1 Ising critical behavior, where » denotes the
number of components of the order parameter. For
a sufficiently large field the system displays the
phenomenon of spin flopping associated with first-
order transitions from the AF phase to the spin-flop
phase (SF). In the spin-flop phase the magnetic mo-
ments order in the x and y components of the spin
vectors. The angle between the spin vectors and the
z direction defines the canting angle which varies
from 90° at the spin-flop line to 0° at the phase
boundary separating the SF phase and the paramag-

Bicritical
point

P

n=1

FIG. 1. Qualitative features of the (7.4) plane of the
phase diagram for the anisotropic Heisenberg antiferromag-
net in a uniform external field, 4, along the easy axis. The
phase boundary separating the antiferromagnetic phase (AF)
and the paramagnetic phase (P) is a line of second-order
transitions belonging to the » =1 universality class. The
phase boundary separating the spin-flop phase (SF) and the
paramagnetic phase corresponds to second-order transitions
belonging to the » =2 universality class. The boundary
separating the SF and the AF phase is a line of first-order
transitions. The three phase boundaries meet at the bicriti-
cal point where the transition is of second-order belonging
to the » =3 universality class.
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netic (P) phase. This boundary consists of second-
order transitions belonging to the #» =2xXY univer-
sality class. The three phase boundary lines meet at
the bicritical point where the two ordered phases be-
come critical simultaneously. At the bicritical point
the phase transition is of second order with n =3
Heisenberg critical behavior. The crossover between
the different kinds of critical behavior at the bicritical
point has been investigated in Refs. 11 and 15. The
bicritical point may under certain circumstances be
turned into a tetracritical point.'®37.38

B. Susceptibility series

From the general expressions of the correlation
functions in Ref. 32 we have calculated components
of the bulk and staggered susceptibilities for the
Hamiltonian in Eq. (4.1) with H;} = H,;=0, by relat-
ing the parameters in Eqs. (3.1) and (4.1). The pro-
pagation vector of the antiferromagnetic ordered
phase and the spin-flop phase is

2

=27

ro

o) —

11
(7.9.5) . (4.2)
corresponding to a type-I sc antiferromagnet. rg is
the sc lattice parameter. For convenience we intro-
duce the reduced susceptibilities

Xoo( )= N"Xu(TVkpT, r=bs (4.3)

The series for the reduced susceptibilities may now
be written

Xea (K, 7, 8,h) =3 al, (1, A, MK, (4.4)
k=0

r=bs a=x,z

with aj o =1 and K =J/kgT. The coefficients a’,
are functions of the model parameters
r=Jy/Jy=J,/J, A, and h =uH,/J, and are given by
the triple polynomials

ab (r, A k)= 3 W{,,k(n,,nA,nh)r"’( 1—A)"8p"™

”T’"A’"h
(4.5)

Only even powers of the field are involved due to
inversion symmetry in spin space. In a type-I sc anti-
ferromagnetic structure the nearest neighbors and the
next-nearest neighbors belong to separate sublattices.
This implies the simple relation

Whi(n,nan,=0) = (—1)k+n’W§,,k(n,,nA,n,, =0)

(4.6)

The coefficients W, (n,nan,), 0k, n,, na,
np < 6, are given in Tables I and II for the functions
Xz and X.,, respectively.

B
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C. Checking procedures

The coefficients in Tables I and II as well as those
for the bulk susceptibilities may be checked in vari-
ous limiting cases of the variables by comparison with
results for we(l-known models reported in the litera-
ture. The checking provides an integral test of our
computer programs used for the accomplishment of
steps (i)—(iii) in Sec. II.

Wood and Dalton® have calculated the high-
temperature series to sixth order for the zero-field
susceptibility of the anisotropic nearest-neighbor
Heisenberg model. The series coefficients are given
as functions of the anisotropy parameter, the lattice
structure, and the spin quantum number. In the lim-
it h=7=0and S = oo the results of Dalton and
Wood are identical with ours.

- Stephenson and Wood*® have studied the classical
isotropic Heisenberg ferromagnet in a uniform field
and derived the free-energy series, F, to seventh or-
der in the inverse temperature, K, and to tenth order
in the field, . The isothermal susceptibility series
may be obtained from the free energy using the rela-
tion X?=—(82F/8h?) . For r=A=0 the resulting
series agrees with ours through orders k =6 and
Ny = 6.

Pirnie er al.*’ have calculated the susceptibility
series to sixth order for the isotropic Heisenberg
model with nearest- and next-nearest-neighbor in-
teractions. The series is given for arbitrary spin
quantum number and ratio of the coupling constants
J,/Ji. In the limit § = oo and A =0 this series reduces
to ours.

1A 41

D. . Analysis of the susceptibility series

In this section we present an analysis of the re-
duced staggered susceptibility series in Tables I and
II. The functions X5, and X;, are expected to be
divergent along the SF — P and AF — P boundaries,
respectively. The series are analyzed for various
values of 7=J,/J,, A, and A.

In all cases investigated the ordering susceptibility
is analyzed in terms of a simple power-law divergence

XoalK)~ (K.~ K)™, a=xz , 4.7)

where vy is the critical point exponent. Firstly, we
have constructed Padé approximants, [N,D], to the
logarithmic derivative of the series

d s ~ -y
1K Wea(K) = [N.DI~ Y 4.8)

[N,D] denotes the ratio of two polynomials in K of
order N and D, respectively. Using the pole distribu-
tion displayed by the Padé tables we have chosen ap-

propriate Euler transformations

K*(p) = 4.9)

K
1+pK
to improve the convergence of the series extrapola-
tion procedures. p is a transformation parameter. In
conjunction with the Padé analysis we have per-
formed a ratio analysis with the Neville improvement
to the Euler transformed series. We consider the
series extrapolation procedure as having converged if
the Padé and the Neville estimates of the critical tem-
perature agree within 1—-2%. In general, it turns out
that the series in Tables I and II contain too little in-
formation to allow a reliable determination of the ex-
ponent vy.

We commence with the case of nearest-neighbor
interactions alone; i.e., r=0. In this case the loose-
packed sc lattice causes the ordering susceptibility to
have a ferromagnetic singularity at K., ~ —K, in zero
field. This situation is only slightly affected by the
presence of the nonordering field. The ferromagnetic
singularity interferes with the physical antiferromag-
netic singularity, and consequently we have per-
formed an Euler transformation with parameter
p ——KZ3'. For h =0 the convergence of the series
extrapolation is good for all values of A and gives
results for the critical temperature which are con-
sistent with the Monte Carlo calculations.!” For
A =0 the system enters the spin-flop phase for an ar-
bitrary finite value of the field h. Increasing the field
we find for all values of A an increasing uncertainty
in the series extrapolation procedures. In the isotro-
pic case, A =0, it is only possible to locate the phase
boundary for # < 3. In this field regime the results
are the same as Landau and Binder’s results within a
few percent. However, the series estimate of T, is
independent of the field within the uncertainty. In
the case A =0.2, which has also been investigated by
Landau and Binder, the AF <P phase boundary may
be determined from the series for # < 3 and the
result agrees with the Monte Carlo results within 5%.
For A # 0 we have not been able to locate the SF «— P
boundary as the Padé tables contain only complex
principal poles. These complex poles are situated
close to the imaginary axis in the complex K plane,
and for increasing fields the poles move rapidly to-
wards the origin. The same characteristics of the pole
distribution as a function of 4 are found for X, for
h > 5. We conclude that the sixth-order series for
the ordering susceptibilities with 7 =0 contain insuffi-
cient information to allow a determination of the
phase boundaries for fields # > 3. This may be due
to the fact that the large nonordering fields, which
are needed to significantly affect the antiferromagnet-
ic order, effectively decouple the pair interactions in.
the finite clusters of spins contributing to the low-
order coefficients in the series expansion. This im-
plies that the series contain a decreasing amount of
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TABLE III. Estimates of the critical temperature as a function of the field # = wH/J for transitions from the antiferromagnet-
ic (AF) phase to the paramagnetic (P) phase and from the spin-flop (SF) phase to the paramagnetic phase. 77 is obtained from
the diagonal elements [N, 5— N] of the Padé table for the logarithmic derivative of the ordering susceptibility series, Egs. (4.4)
and (4.5). TCN denotes the estimate obtained from a Neville analysis. The series have been subjected to an Euler transforma-

tion. The ratio of next-nearest- and nearest-neighbor coupling constants is 7 = -3 The anisotropy parameter is A =0.05.

Temperatures are in units of J/kg.

AF «— P transition SF — P transition
Tk TP
h [4.1] 3,21 12,3 [1,4] ™ [4,1] (3,21 [2,3] (1,4] TV

0.00 6.72 6.73 6.72 6.74 6.72
2.00 6.52 6.53 6.51 6.64 6.58
4.00 6.37 6.37 6.37 6.40 6.36
4.50 6.26 6.26 6.25 6.26  6.26 6.17 6.20 6.18 6.25  6.16
475 6.19 6.19 6.18 6.19 6.20 6.19 6.19 6.17 6.24 6.15
5.00 6.12 6.12 6.09 6.10 6.15 6.17 6.17 6.17 622  6.14
5.25 6.05 6.05 6.00 6.00 6.07 6.16 6.16 6.16 6.21 6.12
5.50 5.97 5.97 5.90 5.90 6.02 6.16 6.15 6.25 6.15 6.10
6.00 5.79 5.79 5.64 5.64 5.85 6.14 6.14 6.14 613  6.10
7.00 6.09 6.09 6.09 6.09 6.07
8.00 6.05 6.03 6.06 6.06 6.06
9.00 6.01 5.96 6.05 6.05 6.05
information on the cooperative nature of the system E. Phase diagram
for increasing fields. A similar problem was encoun-
tered in the series analysis of the nearest-neighbor In Fig. 2 we show the phase boundaries for A =0,
spin-—;- Ising antiferromagnet in a nonordering mag- 0.2, 0.4, and 0.8 in the case 7=J,/J, = ——%. The fig-
netic field.* To overcome this problem we may either ure includes only the boundary between the paramag-
calculate additional terms in the series or strengthen netic phase and the phase which is the stable one
the connectivity of the spin system by including more down to # =0 for the corresponding value of A. The
interacting neighbors. The latter possibility is critical temperature at # =0, the Neel temperature
straightforward in our approach. THT=THT (h =0), is given for various values of A

In the following we report the results in the case in Table IV. The table also includes the Néel tem-
T= —-—;. We have analyzed the ordering susceptibility perature, T, estimated from the mean-field
series in the range A € [0, 1] in order to determine theory. T)'"is independent of the anisotropy and
the phase diagram as a function of the anisotropy given by
parameter. It turns out that the two series may now
be extrapolated ‘o yield the critical temperature for kg THF/J =§(nl—— ™y) o (4.10)
h < 6—8 in the regions where the corresponding or-
dered structure is stable. Beyond the region of ther- where n,=6 and n,=12 are the number of nearest-
modynamic stability and for # > 6—8 the series extra- and next-nearest-interacting neighbors. It is seen
polation breaks down. The breakdown may be indi- that the mean-field theory seriously overestimates the
cated by one or more of the following observations: Néel temperature and gives a wrong prediction of the
(i) the Padé and the Neville estimates of the critical dependence of Ty on the anisotropy.
temperature disagree, (ii) the Padé tables exhibit : In the isotropic case, A =0, the spin-flop phase
poor convergence, and (iii) the Padé tables contain boundary shown in Fig. 2 has a weak field depen-
only complex principal poles. dence for small fields, and we have found no bulge

Table III illustrates the convergence of the series in the phase boundary above the bicritical point. Our
extrapolation for A=0.05. The table compares the result is consistent with the Monte Carlo work on the
diagonal elements of the Padé table, 7/, with the Ne- nearest-neighbor model for which no umbilicus was
ville estimate of the critical temperature, 7). The found. Furthermore, recent experimental results?'
series have been subjected to the optimal Euler for the isotropic antiferromagnet RbMnF; show a
transformation, which in this case involves parame- depression of the order 2 x 1073 Ty at the umbilicus.
ters p € [0, 6]. The table shows the regions of con- For the low-anisotropy antiferromagnet KNiF; the

vergence for the two series. depression is of the order 7 x 107* Ty.!® These
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FIG. 2. (T,h) plane of the phase diagram for the aniso-
tropic Heisenberg antiferromagnet in a uniform external
field, h = wH,/J, along the easy axis. The phase boundary
separating the antiferromagnetic phase and the paramagnetic
phase is shown for A =0.2, 0.4, and 0.8, where A is the an-
isotropy parameter. For A =0 the figure shows the boun-
dary separating the spin-flop phase and the paramagnetic
phase. The various boundaries are estimated from a com-
bined Padé and Neville analysis of the ordering susceptibility
series, Egs. (4.4) and (4.5). The error bars indicate typical
confidence limits from the series analysis. The ratio of
next-nearest- and nearest-neighbor coupling constants is

T=—=

K

depressions are below the resolution of the series cal-
culations.

In the anisotropic cases, A # 0, shown in Fig. 2 the
phase boundaries AF < P, are quadratic in the critical
field for small fields:

ht=AlTy—T.(h)] . 4.11)

The quadratic relation Eq. (4.11) is consistent with
the mean-field prediction for # < h,, where h, is the

bicritical field.’* For A=0.2 and 0.4 the relation is
valid for all values of the field for which the series
may be analyzed. For A > 0.6 there is an increasing
deviation with increasing A at high fields. It appears
from Fig. 2 that the constant 4 in Eq. (4.11) is in-
dependent of the anisotropy for A # 0.

We have not been able to locate the phase boun-
dary separating the spin-flop phase and the paramag-
netic phase for the anisotropic cases shown in Fig. 2.
The reason for this may be clarified by a simple
mean-field calculation. According to the mean-field
theory the bicritical field is given by

whM¥/J = (n —1ny) [AQ2=A)1V2 | 4.12)

For the least anisotropic case shown in Fig. 2,

A =0.2, the bicritical field is AMF(A=0.2)=7.20//u
which is at the boundary of the field region in which
the series can reliably be extrapolated.

We have therefore carried out the series analysis
for A=0.05 and A=0.10. In both cases the SF—P
transition line can be located. The resulting phase di-
agrams are shown in Fig. 3. The two second-order
phase boundaries have been calculated beyond stabili-
ty in order to determine the bicritical point, (T, hy).
In the case A =0.10 the bicritical point appears at the
boundary of the field region in which the series for
X,, may be extrapolated. Similar to the isotropic case
in Fig. 2 there is no indication of a bulge in the
SF < P phase boundary above 7,. We expect that
our finite series are too short to expose the bicritical
point as an umbilicus.

The values of the bicritical temperature and the bi-
critical field determined from the analysis are given
in Table IV. The corresponding values obtained from
the mean-field theory are included for comparison.
According to the mean-field theory the bicritical tem-

perature, TMF, to first order in ( TMF — TMF)/TMF s

TABLE IV. Néel temperatures Ty = T, (h =0), bicritical temperatures T}, and bicritical fields h, = uH,/J, estimated from
mean-field theory (MF) and from high-temperature series analysis (HT) of the ordering susceptibility. Temperatures are in

units of J/kg. A is the anisotropy parameter. The ratio of next-nearest- and nearest-neighbor coupling constants is 7 =——;.

A 7‘]&\4 F T/\l;lT TbHT hbM F hbHT
0.00 8.00 6.60+0.02 ,
0.05 8.00 6.71+£0.01 6.14£0.05 3.75 4.9+40.3
0.10 8.00 6.84+0.01 5.70+£0.07 5.23 6.6+0.5
0.20 8.00 7.00+0.01
0.40 8.00 7.13+0.01
0.60 8.00 7.19£0.01
0.80 8.00 7.2240.01
1.00 8.00 7.24+0.01
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FIG. 3. (T,h) plane of the phase diagram for the aniso-
tropic Heisenberg antiferromagnet in a uniform external
field, h =uH,/J, along the easy axis. The phase diagram is
shown in the two cases A =0.05 and 0.10, where A is the an-
isotropy parameter. The figure shows the boundaries
separating the spin-flop phase (SF), the antiferromagnetic
phase (AF), and the paramagnetic phase (P) (cf. Fig. 1). ®
indicates points obtained from a series analysis of Y;x, and O
indicates points obtained from a series analysis of >_<z’z, Egs.
(4.4) and (4.5). The solid lines are drawn as a guide to the
eye. The dashed lines indicating the SF = AF transitions are
drawn qualitatively. The error bars indicate typical confi-
dence limits from the series analysis. The ratio of next-

. . . 1
nearest- and nearest-neighbor coupling constants is 7= -3

given by3®
TMF=T}F(1—34) . (4.13)

Table IV shows that the mean-field theory overes-
timates the bicritical temperature. However, the ra-
tios,

TMF(A=0.05)/THMF(A=0.05)=0.93
and

TMF(A=0.10)/T"F(A=0.10) =085 ,

are close to the corresponding values 0.92 and 0.83,
respectively, predicted from the series analysis.
These considerations show that the mean-field theory
reliably predicts the position of the bicritical point re-
lative to the Néel point. Furthermore, the mean-
field theory underestimates the bicritical fields A, but
the ratios #'T/hMF are the same for A=0.05 and

0.10.

It should be noted that for our model the actual lo-
cations of the critical and bicritical points have previ-
ously been predicted solely by the mean-field theory.
The renormalization-group calculations'>~'* provide
only estimates of universal critical parameters (e.g.,
critical exponents) and the functional form of the
phase boundary close to the bicritical point. Our
series estimate of T, as well as the position of the
boundaries in the vicinity of the bicritical point is too
inaccurate to determine the appropriate linear scaling
fields.*? Therefore, we cannot probe the renormal-
ization-group predictions of the form of the phase
boundaries and the value of the crossover ex-
ponent.'*

F. Conclusions of Sec. IV

In this section we have derived high-temperature
series expansions of various susceptibilities for the
classical anisotropic Heisenberg antiferromagnet in a
nonordering magnetic field along the anisotropy axis.
The series are analyzed to provide the phase diagram
spanned by the temperature and the field. The gen-
eral correlation function series presented in Ref. 32
may be used to determine further aspects of the com-
plete phase diagram by including various other order-
ing or nonordering fields.

The ordering susceptibility series to sixth order for
the nearest-neighbor model contain insufficient in-
formation to locate the various phase boundaries. By
inclusion of next-nearest neighbors with stabilizing
ferromagnetic interactions the series may be extrapo-
lated for fields wH /J < 6—8. The resulting phase di-
agram, which qualitatively describes antiferromagnet-
ic materials such as CuCl,- 2H,0, GdAIlO;,
MnCl, - 4H,0, FeF,, MnF,, RbMnF;, and KNiF;3, is
consistent with the predictions of renormalization-
group calculations and Monte Carlo simulations. The
position of the various phase boundaries and the bi-
critical point are calculated as functions of the aniso-
tropy. The results demonstrate that the mean-field
theory is inadequate in a quantitative description of
the phase diagram, but qualitative predictions such as
the quadratic field dependence of the phase boundary
close to the Néel point are consistent with the series
results. The results in this section show that field-
dependent critical phenomena of complicated systems
may to a large extent be investigated by high-
temperature series analysis.
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V. DISCUSSION

The method described in this paper is capable of
treating general Hamiltonians. The practical limita-
tions of the method are set by the capacity of the
computer utilized. The calculations described in this
article were performed on a Cyber 173 and required
computing times of the order of several days. We
believe that the fastest current computers may add an
extra term to our sixth-order series in roughly the
same computing time, but the general nature of our
approach makes it insuperably difficult to get any fur-
ther. We suggest that further progress should be ob-
tained by teaching the computer how to recognize
general symmetries of the interaction graphs appear-
ing in step (i) of Sec. II.

Because our series extend only to sixth order, it is

impossible to determine critical parameters with the
high accuracy which characterizes series analyses
based on model-specific expansion techniques. How-
ever, the large number of model parameters, which
we can include in the series coefficients, makes it
possible to determine phase diagrams and critical
behavior of antiferromagnetic model systems for
which series analysis has not previously been practi-
cable. The series results presented in Sec. IV for the
phase diagram of the anisotropic Heisenberg antifer-
romagnet in a field demonstrate that our approach is
indeed useful.

It is our hope that this work and especially the gen-
eral expressions for the correlation functions series®?
may stimulate use of high-temperature series analysis
of models for various spin systems subjected to mag-
netic fields.
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