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An iterative, self-consistent procedure for the Kramers-Kronig analysis of data from reflectance,
ellipsornetric, transmission, and electron-energy-loss measurements is presented. This procedure has been
developed for practical dispersion analysis since experimentally no single optical function can be readily
measured over the entire range of frequencies as required by the Kramers-Kronig relations. The present
technique is applied to metallic aluminum as an example, The results are then examined for internal
consistency and for systematic errors by various optical sum rules. The latter provide tests of agreement
with both theoretical constraints and independently measured properties such as electron density, dc
conductivity, and stopping power. The present procedure affords a systematic means of preparing a self-
consistent set of optical functions provided some optical or energy-loss data are available in all important
spectral regions. The analysis of aluminum discloses that currently available data exhibit an excess oscillator
strength, apparently in the vicinity of the L edge. A possible explanation is a systematic experimental error
in the absorption-coefficient measurements resulting from surface layers —possibly oxides —present in thin-
film transmission samples. A revised set of optical functions has been prepared by an ad hoc reduction of
the reported absorption coefficient above the L edge by 14%. These revised data lead to a total oscillator
strength consistent with the known electron density and are in agreement with dc-conductivity and stopping-
power measurements as well as with absorption coefficients inferred from the cross sections of neighboring
elements in the periodic table. The optical functions resulting from this study show evidence for both the
redistribution of oscillator strength between energy levels and the effects on real transitions of the shielding
of conduction electrons by virtual processes in the core states.

I. INTRODUCTION

In this paper the problem of constructing a self-
consistent set of optical functions for a substance
over a wide spectral range is reconsidered. Phi-
lipp and Ehrenreich dealt'with this question in a
classic series of papers. " However, a reassess-
ment is now timely. The development of syn-
chrotron radiation sources and advances in in-
frared, x-ray, and electron-energy-lass spectro-
scopy, as well as improvements in sample pre-
paration, have vastly extended the number and
range of reliable measurements. Moreover, ad-
vances in the theory have provided new optical sum
rules' ' by which the self-consistency of optical
data can be checked. The latter rules are of par-
ticular value as a guide to constructing wide-
spectral-range composite s, since this r equire s
combining a variety of optical measurements in
different energy ranges obtained with various in-
struments and techniques on different samples.

As an example we consider the optical pro-
perties of metallic aluminum. Reasons for this
choice are (1) a large volume of experimental
data is now available; (2) a number of sets of
composite data have been derived, """'but contain
demonstrable errors'; and (3) core excitations in
aluminum occur at long enough wavelengths so
that corrections' to the dipole approximation can
be safely ignored and corrections to the attenuation
coefficients for Hayleigh, Thomson, and Compton
scattering are small relative to the photoelectric
effect

Sum-rule tests provide significant guidance in
selecting the most probable values from the availa-
ble optical measurements and in pinpointing sys-
tematic errors. For aluminum it has proved
possible to generate a comprehensive set of opti-
cal functions that not only satisfy all principal
sum rules but also are compatible with electron-
energy-loss and stopping-power data, provided
corrections are made for what appear to be sys-
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tematic experimental errors. The principal modi-
fication is a reduction of approximately 14% in the
reported values of the extinction coefficient in the
vicinity of the L edge. This correction appears
to be associated with the presence of surface
layers —probably oxides —on the thin-film sam-
ples used in the measurements.

A critical review of available experimental data
and a full tabulation of our recommended values
for the optical constants will be given elsewhere. "
In the present paper, Sec. II outlines a self-con-
sistent approach to the Kramers-Kronig analysis
of experimental data. This is applied to metallic
aluminum in Sec. III. The usefulness of electron-
energy-loss data in selecting the most reliable
optical measurements in the transition region
between reflecting and transmitting behavior is
discussed in Sec. IV. The use of sum rules as
self-consistency tests is discussed in Sec. V, and
in Sec. VI the present results are compared with
earlier studies.

II. A SELF-CONSISTENT KRAMERS-KRONIG
PROCEDURE FOR METALS

In principle, a Kramers-Kronig dispersion-re-
lation analysis" requires the knowledge of one of
the optical functions for all frequencies. However,
experimentally this requirement is never fulfilled.
Thus for metall', experimental optical data" com-
monly involve normal-incidence ref lectivity-am-
plitude measurements or calorimetric-absorbance
studies in the infrared, visible, and ultraviolet;
critical-angle determinations of the refractive
index beyond the plasma frequency (usually in the
extreme ultraviolet); and transmission measure-
ments of the absorption coefficient in the extreme
ultraviolet and x-ray region. In addition, the
angular variation of the reflectance is employed
to determine the complex refractive index in the
soft-x-ray region. However, these measurements
are often at variance with transmission measure-
ments, probably because of surface effects."

Because no one set of measurements covers the
entire spectrum, a dispersion-relation analysis
is not straightforward. Bather, an iterative pro-
cedure must be adopted in which one quantity-
e.g. , the reflectance —is chosen as a starting
point. The chosen quantity is estimated from
other optical data in the region in which direct
measurements are absent and combined with the
directly measured values. Thus one obtains a
first approximation to the chosen optical function
over the entire wavelength range. The remaining
functions may then be calculated and compared
with all pertinent measurements. The starting
optical function can then be successively modified

R((o) = [n(u) —1]' + z '(&o)

[n(e) +1 j '+ v '(v)
(2.1)

Here n(v) and z(e) are the real and imaginary
parts of the refractive index. It is possible to
estimate n(u&) fairly accurately even from an ap-
proximate knowledge of the absorption below the
plasma frequency. The reason is that the Kra-
mers-Kronig relation" for n(&o) is linear and can
be written as

0

m "&u'~((u') „—P p2 2 4)
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M~

The second integral on the right-hand side may be
evaluated exactly from the measured z(ur) values
above v . Moreover, it is often the major con-
tributor to n(&) —1 for large regions of »&(u~.
For co» +~ the first integral can be written as
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Ed
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(2.3)

until satisfactory agreement is obtained.
This procedure, or at least one cycle of the proce-

dure, has been carried out by Philipp, Ehrenreich,
and Segall and Philipp and Ehrenreich' for aluminum

using the reflectance R(&u) as the starting function.
Subsequent workers' ' repeated this avenue af ap-
proachh

but used the extinction coeff icient z(~) as the
starting quantity. In principle, there should be no

difference in the final result whatever starting func-
tion is chosen, provided the calculation is iterated.
However, for computational efficiency the choice of
the starting function is critical.

If, for a meta. l, z(&u) is chosen as the starting
function, it is necessary to derive z(&d) values
from reflectance data in the far infrared and per-
haps in the visible. This may be done by fitting
the classic formulas of Drude" or of Hagen and
Rubens" to the infrared reflectance. However,
such a procedure often gives a poor initial re-
presentation of the data because of the super-
position of inter- and intraband transitions in this
region. ""The details of the interband structure
in the infrared are lost and the resulting values of
R(v) are often in poor agreement with experiment.

If, on the other hand, reflectance is chosen as
the starting function, experimental values are
usually available only below the plasma frequency
&u~. However, R(e) values above the plasma fre-
quency can be derived from the measured v(+)
values and estimate of n(u&) because the normal
reflectance is given by"
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FIG. 2. Reflectance of metallic aluminum at room
temperature below the plasma frequency. A free-elec-
tron extrapolation was emp1oyed below 0.0517 eV. Be-
tween 3 and 4 eV the ultrahigh-vacuum measurements of
Bennett, Silver, and Ashley (Ref. 30) denoted by x, and
those of Endriz and Spicer (Ref. 32) denoted by , do not
coincide; they were joined by a smooth interpolation
from 1.66 to 3.0 eV. In making this interpolation the
highest reflectance values were chosen as a guide since
these are usually associated with the best surfaces.
Other data points shown are &, Mathewson and Myer,
Ref. 34; &, Hass and Waylonis. , Ref. 35; ~, Schulz,
Schulz, and Tangher1ini, Ref. 37; Q, Shklyarevskii and
Yarovaya, Ref. 38; O, Daude, Priol, and Robin, Ref.
45; &, Beattie, Ref. 69; e, Lenham and Treherne, Ref.
70; 5, Golovashkin, Motulevich, and Shubin, Ref. 85.

formation not contained in the reflectance data.
This makes the Mathewson and Myers measure-
ments valuable as an independent check on the
results of the Kramers-Kronig transformations
(see Sec. III C).

The above reflectance data are shown in Fig. 2.
In the regionof overlap the data of Bennett et al. and

. Endriz and Spicer differ by, atmost, 0.6%. The dis-
crepancy is within the limits of error estimated by
Bennettetal. "(+0.1%)andby Endriz and Spicer"
(- +0.5%). However, there is a potentially im-
portant qualitative difference. The data of Ben-
nett et al. suggest a secondary shoulder between
2.2 and 4.0 eV (which is superimposed on the re-
flectance dip associated with band-to-band transi-
tions "near 1.5 eV), while the data of Endriz
and Spicer give no hint of this secondary struc-
ture.

Other measurements bearing upon this conflict
include ultrahigh-vacuum ellipsometric experi-
ments of Mathewson and Myer'4 (O.V-2.5 eV), re-
flectance studies of Bass and Waylonis" on films
prepared in conventional vacuums (1.91-5.64 eV)
and of Beaglehole as quoted in Ref. 36 (0.6-4.1
eV), as well as measurements of n(cu) and ~(~) by
Schulz and Schulz and Tangherlini" and Shklyarev-

skii and Yarovaya ~ employing films, deposited
in conventional vacuums, absorptivity measure-
ments of Bos and Lynch" on polished bulk sam-
ples, and thermomodulation studies by Rosei and
Lynch on thin-film samples exposed to the at-
mosphere.

In general the measurements of Schulz et az. and
of Beaglehole show structure superimposed on the
main reflectance dip, while those of Bass and
Waylonis and Mathewson et al. do not. Of particu-
lar importance is the fact that neither the low-
temperature data of Bos and Lynch nor the ther-
moreflectance data of Rosei and Lynch, which
should be particularly sensitive, show any sec-
ondary structure. Because the weight of evidence
is that there is no secondary. structure, the smooth
interpolation between 1.66 and 3.0 eV shown in
Fig. 2 was assumed in the present study. A gen-
eral policy followed in this interpolation was to
choose the highest values of the reflectance in
the literature since historically these have been
associated with the best surfaces. '

The use of data from samples with low surface
roughness is essential for energies above several
eV because most of the measurements exhibit a
sample-dependent surface-plasmon absorption
arising from surface roughness. "' In alumi-
num the surface plasmon is located at v, = e~/
v 2 =10 eV, where ~~~ is the bulk-plasmon fre-
quency. " Figure 3 shows this effect. In the pre-
sent study the uppermost curve was used. It cor-
responds to the smoothest surface obtained ex-
perimentally and appears to be free of surface-
plasmon effects. Failure to use smooth-sample
data leads to a spurious absorption peak" in the
bulk-optical functions near the surface-plasmon
frequency.

Above 11.8 eV (i.e., above the high-frequency
cutoff of the LiF windows employed by Endriz
and Spicer), smooth-surface-reflectance data
are not yet available so that it was necessary to
estimate the reflectance curves from 11.75 to
18 eV. From 11.75 to approximately 15 eV, the
bulk-plasmon energy, reflectance measurements
on surfaces of unstated roughness yielded lower
limits to the estimated values. "" An extremely
valuable guide in making these estimates is given
by electron-energy-loss spectra. This is dis-
cussed in detail in Sec. IV; broadly speaking, the
plasmon peak and half width determine the posi-
tion and steepness of the reflectance falloff, re-
spectively, in the bulk-plasmon region.

A further guide for these estimates is the as-
sumption that at these high energies the joint den-
sity of states and matrix elements for optical
transitions should be slowly varying. Since the
conduction-electron oscillator strength is largely



1616 SHII, KS, SASAKI, INOKUTI, AND SMITH 22

I.O B. Calculation methods

0.8

The phase 0 of the reflection coefficient is given
by the Jahoda-Velicky dispersion relation ' in
its subtracted form"

3-0.6
"

inR(&~ ) —inR((u)
8 co d(d

0
(3.1)
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exhausted in this range, a more or less feature-
less monotonic decrease in the extinction coef-
ficient, and in e, (&u), is to be expected. "

Between 15 and 30 eV, measurements~~
of n(e) and «(w) were employed to calculate the
trial reflectance function. From 30 to 4000 eV the
values of R(&d) calculated by Sasaki and Inokuti'
were chosen. This set of reflectance data in-
cludes the I-- and K-shell absorption regions. It
was obtained by using experimental values" of
«(&d) above ~e and derived values of «(~) below

The latter estimates were largely based on
a Drude-model fit in the infrared and ellipso-
metric studies and model fits in the visible and
ultraviolet. In the x-ray range and from 4000 to
10000 eV the values of Sasaki and Inokuti' were
supplemented by more recent measurements and

by other compilations. These include «(&d) values
given by Henke and Elgin, "Henke and Ebisu, "
Singman, ' Lublin et al. ,

"Hubbell et al. ,
"and the

photoelectric cross sections of Davisson. " The
use of this trial set of reflectance data above 30
eV corresponds to the first step in the iterative
procedure described in Sec. II in which an esti-
mate of R(v) is made for v& &u~. Free-electron
behavior, R(e) ~ v 4, was assumed for the high-
energy region above 10000 eV."

FIG. 3. Reflectance of metallic-aluminum films at
room temperature with varying degrees of surface rough-
ness. The solid curves are taken from Endriz and Spicer
(Ref. 32) and show increasing absorption by surface plas-
mons as the rms roughness 0. is increased. The upper-
most curve is the smoothest obtained experimentally and
corresponds to negligible roughness. It is believed to be
free of surface-plasmon effects. All other data show
these effects to some degree. The dashed curve gives
data of Feuerbacher and Steinmann, Ref. 41. Other data
points are &, Hass and Waylonis, Ref. 35; 0, Daude,
Priol, and Robin, Ref. 45; S, Madden, Canfield, and
Hass, Ref. 48; 8, Vehse, Arakawa, and Stanford, Ref.
47.

in which the pole at ~ =(d has been removed.
Equation (3.1) was evaluated for 606 values of &u in
the range 0.04 to 10000 eV. The intervals be-
tween these points were chosen smaller in those
regions where there is considerable structure,
that is, at the location of the band-to-band transi-
tions, i.e., the L»,«edge, and the K edge. The
trapezoidal rule was used in the numerical inte-
gration in the range 0.038 to 11000 eV. In the
low-energy region (below 0.04 eV) and in the high-
energy region (above 11000 eV), the data were
represented by analytic fits and were integrated
analytically whenever possible. Figure 4 shows
the re suits for 8 (w) .

The refractive index, extinction coefficient, and
complex dielectric function were evaluated at
these same points from the expressions

1 —R(&~)
'n(&d) =

1+R(~)—2v'R(&d) cos[8((u)]
(3.2)

2v'R((u) sin[8(v))
&&(&d

1+R(&d) —2v'R((u) cos[8((u)]
3.3

e, ((u) =n'(&d) —«'((o),

e, ((u) =2n((u)«(&~),

(3.4)

(3.5)

lp
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FIG. 4. The phase 8(~) of the reflectivity of metallic
aluminum at room temperature as calculated from the
reflectance values of Fig. 1 via Kq. (3.1).

where e, (&d) and e,(v) are the real and imaginary
parts of the complex dielectric function e(&~).

In carrying out the iteractive calculations a num-
ber of determinations" ""of the optical functions
in the soft-x-ray range employing the angular
variation of reflectance were not used. The dis-
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missal is justified because there is considerable
disagreement between the absorption coefficient
de rived from the se studies and from direct-trans-
mission measurements. " It is speculated that
surface roughness or contamination lead to these
apparently spurious results; the films employed
all appear to have been prepared in conventional
vacuums leading to certain oxide contamination,
and surface roughness does not seem to have been
controlled.

C. &urnerical results

The optical functions resulting from the analysis
are shown in graphical form in Figs. 5 and 6; a
tabular presentation will be given elsewhere. "
Values for n(&u) are given by the solid curve of
Fig. 5; experimental points from ellipsometric,
polarimetric, and other measurements are in-
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FIG. 5. The refractive index n (co) of metallic aluminum
at room temperature. Results of the present study are
shown by the solid curve. Independent experimental
measurements are given by the data points and recent
composites by the broken curves. The structure in the
Sasaki-Inokuti results (Bef. 7) near 10 eV is probably at-
tributable to the surface plasmon, as suspected by the
authors. Changes in the refractive index arising from
the required modification of the absorption data above
the I edge are too small to show on the scale of this
graph except near the minimum at 12 eV. Bere, for ex-
ample, n(u) decreased from 0.0353 to 0.0328. Repre-
sentative data points shown are taken from the work of
6, Lenham and Treherne, Bef. 70; &, Beattie, Ref. 69;
V, Mathewson and Myers, Ref. 34; &, Hass and Way-
lonis, Ref. 35; 0, Daude, Priol, and Robin, Ref. 45;
x, Ditchburn and Freeman, Ref. 44; and+, Hunter,
Bef. 49.

FIG. 6. The extinction coefficient of metallic alumin-
um. Values derived from the reflectance data of Fig. 1
are shown by the solid curve except just above the I
edge where they are shown by the dashed curve (which
accurately passes through the experimental data). Ex-
perimental measurements are shown by the data points.
Below the plasma frequency (15 eV) the data points and
the calculated curve are completely independent. Above
the plasma frequency the experimental extinction coef-
ficient forms the basis of the calculation; in this range,
agreement between the two indicates freedom from nu-
merical errors. Sum-rule considerations indicate that
the experimental data between the I edge (72.7 eV) and
approximately 500 eV are systematically too high. In
this range the solid curve gives modified v(&) values
which satisfy the f-sum rule and are in agreement with
the most recent measurements of Balzarotti et al. (Ref.
96) near the I edge. Representative data from the fol-
lowing sources are shown: 1, Beattie, Bef. 69; &, Hass
and Waylonis, Bef. 35; V,

' Lukirskii et a/. , Ref. 15; S,
Cook and Stewardson, Bef. 61„0, Bearden, Ref. 62;
x, Ditchburn and Freeman, Bef. 44; 6, Lenham and
Treherne, Ref. 70; , Fomichev and Lukirskii, Ref.
55; 0 Daude et a/. , Bef. 45; ~, Haensel et al. , Ref. 52;
4, Gahwiller and Brown, Ref. 54; and +, Mathewson
and Myers, Bef. 34.
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An independent check on the dielectric function
as derived from optical measurements is provided
by comparison with electron-energy-loss spec-
tra."" The differential scattering cross sec-
tion per unit range of energy loss, per unit solid
angle for fast electrons transmitted through a
condensed phase, is, in the Born approximation, "

d'0 1 —1

dQdE q2 ™E( q, (d)
(4.1)

where a(q, ~) is the dielectric function for mo-
mentum transfer kq and energy transfer E =k(d.
It is assumed that the material in question is
isotropic or cubic so that e(q, ro) is a scalar. The
energy-loss measurements extrapolated to q
= 0 give e (0, a) values that may be compared di-

eluded for comparison. The values of n(~) cal-
culated by Sasaki and Inokuti' and by Hagemann,
Gudat, and Kunz' are also included. The values
of Ref. 7 exhibit extraneous structure in the
range of 7 to 12 eV, while the values of Ref. 8
do not fit the experimental data well, particularly
at lower energies. A comparison of these compos-
ites with the present work is given in Sec. VI.

Figure 6 shows the extinction coefficient w(&a)

calculated from the reflectance data. For com-
parison, representative experimental measure-
ments are also given. The absorption spectrum
consists of an almost-free-electron part at low
energies. Superimposed on this is the celebrated
interband transition' "'"at approximately 1.5 eV.
The interband transition at 0.5 eV, first observed
by Bos and Lynch" on samples at 4.2 K, is not
apparent presumably because of thermal broaden-
ing of the absorption peak in the room-tempera-
ture data. The I--shell absorption commences at
72.7 eV and is followed by the K-shell absorption
at 1557 eV.

In comparing the results with experimental points
it should be borne in mind that above the plasmon
frequency the v(&u) values are, in fact, the input
data so that the good agreement only signifies
that the numerical treatment was accurate. How-
ever, below the plasma frequency, the experimen-
tal points shown come from direct measurements
and are entirely independent of the reflectance
data used as input. The agreement with the ultra-
high vacuum ellipsometric measurements of Mat-
hewson and Meyers" is particularly good. The
most striking disagreement with the refractive
index values of Beattie" and of Lenham and Tre-
herne" probably is attributable to surface con-
tamination of the samples. Similar comments
apply to Hodgson's infrared results" which are
not shown.

IV. ELECTRON-ENERGY-LOSS SPECTRA

V. TESTS WITH SUM RULES

A. Inertial sum rule for n(cu)

We fir st consider the inertial sum rule, "
r -

[n((u) —1 jd~ =0,
0

(5.1)

which states that the average value of the index
of refraction is unity. This rule is a direct con-
sequence of causality and the law of inertia; it
must be satisfied if n(cu) has been calculated from
a physically acceptable v(&v) by a Kramers-Kronig

rectly with optical data.
In metals the most prominent feature of the

energy-loss spectra is a sharp maximum cor-
responding to the excitation of plasma oscilla-
tions in the conduction electrons. These oscil-
lations are associated with the poles in 1/&(0, ~d)

and occur at approximately co~ „ the conduction-
electron plasma frequency. This energy also
marks the transition between optically trans-
parent and optically reflecting regimes. Here
the optical properties change very rapidly and
experimental errors may be quite large so that
even limited knowledge of the energy-loss func-
tion lm[ —1/e(0, ~)t in the plasmon region is
valuable for verifying optical measurements.

Electron-energy-loss measurements have been
made on aluminum to well beyond the L edge. " Gen-
erally the measurements initially yield only relative
cross sections; the absolute cross sections de-
rived from them often include large uncertainties.
Moreover, the data may be complicated by the
superposition of multiple- scattering processes
so that reliable values of the energy-loss function
are available only near the plasmon frequency.
Values of the plasmon peak position co and full
width at half maximum &Ey/2 from several recent
studies"" are given in Table I.

The energy-loss function as determined from
the best fit to the optical data is given in Fig. 7.
Four curves are shown; they correspond to the
four possible choices of reflectance spectra shown
in Fig. 8. Recall that reliable experimental re-
flectance measurements on smooth surfaces are
available only up to 11.75 eV so that it was ne-
cessary to estimate the reflectance from 11.75 to
18 eV. All four estimated curves are consistent
with both the smooth-surface-reflectance data
below 11.75 eV and with the optical constants de-
termined by interference, critical angle, and
other methods above 18 eV. However, only curve
d gives an energy-loss function peaking near 15
eV with full width at half maximum of approxi-
mately 0.5 eV, the values observed in electron-
energy-loss studies.
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TABLE I. Calculated and reported values for the peak energy ~& and full width at half max-
imum &E&y2 of the bulk plasmon in metallic aluminum. For earlier studies see Kloos, Ref.
79.

Source ~&(eV) ATE( )2 (eV)

Calculated
present composite

Experimental

Gibbons et al.
Urner-Wille and Raether
Petri and Otto
Kloosd
Zacharias'
Geiger and Wittmaack

(1976)
(1976)
(1975)
(1973)
(1972)
(1966)

15.0(5)

15.02+ 0.03
15.1 + 0.1
14.5 + 0.15
14.95+ 0.05
14.95 + 0.06
14.97+0.02

0.54(5)

0.54 + 0.03

0.5 +0.05
0.52 + 0.05
0.60 + 0.02

' Reference 76.
Reference 77.

c Reference 78.
d Reference 79.

Reference 80.
Reference 81.

transform. (For the precise conditions see Ref.
4.) Thus, the rule serves to test the accura. cy
of the transform procedure as well as the low-
and high-energy extrapolations of n(&u). In prac-
tice it is convenient to define a verification para-
meter4 P by dividing by the integral of the absolute
values of n(&o) —1,

j," [n((u) —1] d(o

1,
"

In(~) -Ild~' (5.2)

As a result of finite-interval and round-off errors
in the numerical procedures, a calculated value of
less than 0.005 for f is considered to indicate good
agreement at the level of numerical accuracy em-
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FIG. 7. Calculated electron-energy-loss functions for
the various choices of reflectance spectra shown in Fig.
8. Curve d has the experimentally observed peak posi-
tion, -15.0 eV, and half-width -0.5 eV.

FIG. 8. The reflectance of metallic aluminum in the
vicinity of the plasmon frequency. As is apparent from
the spread in the data, experimental uncertainty is very
high in the region of transition from reflecting to trans-
mitting behavior. Of the four possible interpolations
shown, only curve d leads to an electron-energy-loss
function with peak position and half-width in agreement
with experiment, as seen in Fig. 7. Data points shown
are e, Endriz and Spicer, Ref. 32; x, Ditchburn and
Freeman, Ref. 44; 0, Daude, Priol and Robin, Ref. 45;
0, Daude, Savary, Jezequel, and Robin, Ref. 46; 6,
Vehse, Arakawa, and Stanford, Ref. 47; E3, Madden,
Canfield, and Hass, Ref. 48; and+, Hunter, Ref. 49.
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ployed here.
Using our calculated n(e) for the range 0.04 eV

&a&10000 eV, the Drude theory for co ~0.04 eV,
and an asymptotic &u

' extrapolation for n(v) —1
beyond 10000 eV, we indeed obtain g = —0.002,
i.e. , a result indicating satisfactory self-consis-
tency in the present index-of-refraction data. In
contrast, Altarelli and Smith' obtained from Sa-
saki and Innkuti's preliminary data' g =0.17, a
result that indicated a large inconsistency in the
n(~) calculation. The source of this inconsis-
tency has now' been traced to nonanalytic modifi-
cation of n(u) values in the infrared following
the Kramers -Kronig transformation.

B. dc-conductivity sum rule

A second consequence of causality and the law
of inertia is the sum rule'

(5.3)

the complex dielectric function, refractive index,
and the energy-loss function. It may be written
in three distinct forms, ' i.e. ,

r
]d e2( ]d) d(d = —5P»

0
(5.4)

r I 7r
4p K(co ) ]f(d = —0

0
(5.5)

and

7r
&d 1m[6 (]d )]d4P = ——0

0
(5.6)

where 0' =4mÃe'/m is the plasma frequency, Z
denoting the total electron density. It is useful to
define the effective number of electrons contribu-
ting to the optical properties up to an energy v by
the partial f sums:

for the dc conductivity 0, The only net contribu-
tion to this integral is made by the dispersion
associated with the conduction electrons. The
band-to-band transitions make no net contribu-
tion. The rule is, therefore, extremely insensi-
tive to errors in either the magnitude or position
of the band-to-band absorptions but provides a
test of the conduction-electron spectrum. Equa-
tion (5.3) was evaluated using a Drude-theory extra-
polation for co & 0.04 and the asymptotic co ' be-
havior of &,(~) —1 above 10000 eV. This yields
o, =3.21 x 10" sec ' (esu) [2.80 p. Q cm]. Repre-
sentative experimental values for the bulk con-
ductivity at room temperatures are 3.18 x 10"
sec ' [2.83 p, Q cm]" and 3.28 x 10" sec ' [2.74 pQ
cm]." The agreement is good and indicates that
the use of a free-electron fit below 0.04 eV is
consistent with the higher-energy data and, on the
whole, is a sufficiently accurate description of
the very-far infrared behavior for present pur-
poses.

This analysis assumes that the evaporated alu-
minum films employed in measurements of the
low-energy portions of the spectrum are repre-
sentative of the bulk material. This is likely to be
the case since rapid deposition rates and ultra-
high vacuum were employed. " However, it should
be pointed out that significantly lower conductivi-
ties (i.e. , something less than ha. lf the bulk values)
and attendant differerices in optical properties
have been reported for thin films formed under
other conditions ' '"

C. The f-sum rule

The f-sum rule relates the number density of
electrons to the dissipative or imaginary parts of

(5.7)

n„,((u)
~

„=,, (u'~((u') d(o',
7l' 8

(5.8)

(5.9)

In the limit of e-~, we expect n,«(~) =13 elec-
trons/atom (hereafter abbreviated as e/at. ) for all
three rules in aluminum. However, the three
partial sums differ significantly as a function of
energy, because they describe somewhat different
pr ocesses. '

Figure 9 gives the results for n, «(e) ca.lculated
from the results of the present analysis. A Drude-
theory extrapolation was used for co &0.04 eP and
a z(&u)-&u~ extrapolation" for u& &10000 eV. Be-
low the L edge the results are shown by the solid
curve and above the L edge by the dashed curve.
It is immediately evident that something is wrong:
the three forms of n, «(v) all approach the high-
frequency limit of 14.08 rather than 13 e/at. The
fact that all these rules have the same high-fre-
quency limit indicates consistency in the calcula-
tion, but the excess oscillator strength implies
a fundamental error in the experimental data used
as input. Although there is considerable dis-
cordance among the input data —some of order
+1%~—this should largely average out in an in-
tegral over the entire spectrum so that the excess
oscillator strength must result from a systematic
error over an important spectral range.
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FIG. 9. Values of neff (~) for metallic aluminum. The
dashed curve shows the results from the reported ex-
perimental data and exhibits an unphysical total oscilla-
tor strength of over 14 e/at. rather than 13 e/at. The
solid curve shows n, ff (co) for the modified experimental
data in which the extinction coefficient has been reduced
by 14% from the L edge to 300 eV followed by a linearly
decreasing percentage reduction from 300 to 500 eV.

&d 62((d ) Cf&d

0
(5.10)

Cd K(Cd ) CICd

0 b

(5.11)

4J

0 Cd
(5.12)

where ~ is an energy at least two to three times
the conduction-electron plasmon energy but still
below the L edge. The symbol &, represents the

A clue to the location of the error is given by
partial f sums over the conduction, L-shell, and
K-shell absorptions. The partial f-sum test is
possible, because, as is evident in Figs. 6 and 9,
absorptions of the various energy levels are wide-
ly separated and the oscillator strength of one
group of absorptions is almost completely exhau-
sted before the onset of the next.

The principal absorptions of the conduction elec-
trons lie below 15 eP, but the three values of
n, «(&u) differ significantly even up to the L edge
at V2.65 eV. This is a result of the polarizable
background provided by the L and E core states
for processes below the L edge. ' hen the ab-
sorptions of the core and conduction electrons
are well separated, finite-energy sum rules hold
at least approximately for the conduction elec-
trons. These explicitly account for the shielding
of the f sums for ~(co) and Im[e '(ur)) by the core
electrons. The rules have the form'

. dielectric function of a fictitious medium con-
sisting of the L —and K-shell ion cores alone; the
conduction electrons have the plasma frequency

The optical functions derived from the experi-
mental data satisfy these partial sum rules for
the conduction electrons to within computational
error for n,«, =3.1(1) e/at. and e, =1.04." The
latter value completely agrees with the dielectric
function calculated by a Kramers-Kronig trans-
form of the absorption spectrum of the core elec-
trons alone.

In the region of the L-shell absorption the n, «(~)
curves draw together as energy increases and are
equal to within computational accuracy by the E
edge. Here the "background" dielectric constant
arising from the K-shell polarization is less than
1.0001 so that differences in the three forms of
n, «(e) are swamped by roundoff errors in numeri-
cal integration.

The effective number of electrons for each group
of electrons as calculated from the partial sum
rules is given in Table II along with the actual
electron occupation. The theoretical oscillator-
strength sums of a free atom calculated on the
basis of the Hartree-Fock model are given for
comparison. The latter valises differ from the
shell occupation number because of the transfer
of oscillator strength between shells. "'" Ac-
cording to the Pauli principle, electrons in lower
states cannot make transitions to occupied states
at higher energies and therefore have oscillator
strengths less than they would in the hypothetical
case of the single-electron model with no inter-
action. Similarly, electrons in higher -energy
states cannot make downward transitions to oc-
cupied core levels and, since such emissions have
negative oscillator strengths, this results in an
increase in oscillator strength of the higher
states.

The magnitude of this redistribution may be
estimated easily in the Hartree-Fock approxi-
mation. The theoretical values given in Table II
are based on dipole matrix elements and ener-
gies for aluminum atoms calculated in the. Har-
tree-Fock-Sister (HFS) approximation using atom-
ic-structure programs of Herman and Skillman. "
These values should also be roughly applicable
to metallic aluminum since the core-valence ma-
trix elements and energy differences will be very
nearly the same for both atom and metal. In going
from the atom to the solid only the valence wave
functions are significantly altered. In the region
of space important for the matrix elements used
in correcting the single-electron model oscillator
strength, i.e. , where the core wave functions are
large, the primary change in the valence-electron
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TABLE II. The "effective" number of electrons for the various energy levels in aluminum.

Electronic
shell

Atomic
parentage Occupation

"Raw"
data

"elf(~)Ie

Modified data

Conduction
L Shell
K Shell

Total

(3s2, 3p)
(2s', 2P')
(1s2)

3.1(1)
9.3(5)
1.6(1)

14.0(8) 12.9(9)

3.12
8.33
1.55

13.00

functions is a renormalization. This corresponds
to the redistribution of valence-electron charge
throughout the atomic volume of the metal and
leads to a small correction to the atomic matrix
element. " Exceptions to all this occur for ener-
gies near band edges where the kinetic energy of

.an excited electron is small and final-state in-
teractions are important. These cause a redis-
tribution of oscillator strength, but little change
in the strength when integrated over a wide ran-
ge." Further, the use of the Hartree-Fock ap-
proximation neglects correlation effects, but the
atomic Hartree-Fock model should give the cor-
rect order of magnitude for the oscillator-strength
redistr ibution.

The experimental value of 3.1(1)e/at. for the
conduction electrons is in good agreement with the
theoretical value of 3.1(2) e/at. Similarly the
experimental value" of 1.6(1) for the K shell is in
fair agreement with the prediction of 1.5(5). How-
ever, the value of 9.3(5) for the I. shell is in dis-
agreement with the Hartree-Fock value of 8.3(3)
e/at. A similar excess oscillator strength in the
L-shell absorption has been observed by Haensel
et al."

This is in line with the experimental situation:
For the three conduction electrons to account for
the approximately 1.0(8) e/at. excess in the total
f sum, there would have to be large error in the
infrared and visible spectrum relative to its con-
tribution to n,«. This is most unlikely in light of
the substantial agreement of the numerous ex-
periments in the region of high conduction-elec-
tron absorption. A similar situation holds for the
two E-shell electrons. In contrast, the oscillator
strength of the eight L-shell electrons is largely
concentrated between 72 and 500 eV, and a mo-
derate systematic error here could easily account
for the excess.

Experiments in the latter energy region involve
x-ray transmission studies of thin evaporated
films. There are considerable experimental dif-
ficulties and the data show a great deal of scatter.
In particular, surface effects may not be negligi-

ble.""'"There also appears to be a systematic
disagreement between measurements on thin films
formed evaporation and those on rolled foils. Mea-
surements for both forms of samples are available
only at 525 eV (23.62 A), where the foil measure-
ments'4'" yield a(v) values 1(P/q lower than those
for thin films.

If the thin-film data are in error and a simple
multiplicative correction is applied to the thin-
film data, agreement with the f-sum rule can be
obtained by reducing the h:(e) values from the L
edge to the neighborhood of 500 eV by 14/o. The
exact upper limit of the reduced region is not cri-
tical for the f sum. Satisfactory values of both the
f sum and the average excitation energy (as dis-
cussed in Sec.VD) are given by a 14/q reduction
from the L edge to 300 eV followed by a reduction,
varying linearly from 14%%d at 300 eV to zero at
500 eV. Above 500 eP virtually all measurements
have been made on foil samples where bulk effects
should be the dominant contributor to the measured
values of z(w). The n, «(v) values resulting from
this ad hoc correction are shown in Fig. 9 by the
solid curve and the contribution of the various
shells is given in Table II, col. 5. Using the re-
duced absorption between 72.65 and 500 eV leads
to a total n, «(u&) contribution for the L-shell elec-
trons of 8.2(V), which is in good agreement with
the HFS theory value of 8.3(3).

Recent work by Balzarotti et al.""provides
good evidence for the validity of our correction
near the L edge. By using films of various thick-
ness these authors have separated surface and
bulk effects. Although their published data" ex-
tend only 10 eV above the L edge, their z(v) va-
lues are consistently some 15/o below the values
of Haensel et al. ,

"'"Gahwiller and Brown, '
Fomichev et al. , ""and Lukirskii et al."used in
preparing the original input data.

Further evidence for this systematic over-
estimate of z(co) in most thin-film data is the ex-
tremely close agreement between the revised
values found here and the semiempirical photo-
electric cross sections given by Henke and Elgin"
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in the range 150 to 500 eV. The latter cross sec-
tions are polynomial "best-fit" parametrization
of atomic data based on cross-section measure-
ments of a variety of light elements so that sys-
tematic errors associated with a particular ele-
ment are reduced. (In general, these fits give
only average behavior in the region above an ab-
sorption edge where chemical bonding and other
effects yield structure so that a detailed compari-
son below 150 eV has little meaning. )

A possible explanation of the apparent experi-
mental error is the presence of an oxide layer at
the surface. It has been established that a layer

0

of oxide ranging from 20-50 A in terminal thick-
ness quickly grows on a clean aluminum surface
exposed to air."'"'" All thin-film samples em-
ployed in the absorption studies were prepared by
evaporation, but at relatively modest vacuums (at
best 10 ' torr), and subsequently exposed to air;
oxide films were certainly present and in some
instances oxygen may have been included in the
film during growth. Moreover, many of the ex-
periments used unbacked films formed either on
alkali-halide or organic-film substrates, which
were subsequently dissolved away. This additional
operation admits the possibility of forming thicker
or more complex surface layers.

Possible effects of surface layers are redistribu-
tion of absorption strength near x-ray edges and the
introductionof errors in interferometric thickness
measurements. The first arises from potential-bar-
rier effects, which are known in molecules as well as
solids. " It is most pronounced in thin films with

large surface-layer to bulk volume ratios. Al-
though there is no change in the total oscillator
strength for a given film, combining data from
films of different thickness could give erroneous
f sums. The second effect arises from altered
phase shifts" ' at the vacuum-surface-layer-alu-
minum interface. An experimental test of the
importance of these effects would be optical and

interferometric studies of films with controlled
degrees of exposure to the atmosphere.

A further complication which should be noted is
that evaporated films frequently have lower den-
sity than the bulk form of the same material. "'"'
The effect of this circumstance on calculated
atomic absorption cross sections depends on how

the atomic density per unit area of the film is de-
termined. If it is found from a mass measure-
ment —say, by using a vibrating-crystal monitor—
there is no error, in principle. However, if the
thickness is measured by interferometry and the
bulk density simply assumed, the resulting ab-
sorption coefficient comes out too low if the film
density is less than that of the bulk. This is the
opposite of what is observed here. In the experi-

mental measurements on aluminum near the L««,
edge both methods have been employed so that a
variation in density does not seem sufficient to ex-
plain the observed" excess absorption.

The revision of the L-shell absorption data leads
to a small decrease in the background dielectric
function e, as calculated by Eqs. (5.10)-(5.12).
This averages 0.005, yielding a revised value of

c~ =1.03(5). Since the conduction-electron ab-
sorption is unaffected by the correction, there is
no change in o, as calculated by Eg. (5.3) in Sec.
VB.

f,"e Inta& Im[e '(&o)]d(o

f, &u Im[e '(&o)]de
(5.13)

Indeed, I is the only quantity that depends on elec-
tronic structure of the material. In other words,
I embodies the material property pertinent to
glancing collisions of the incident particle; hard
collisions, in contrast, contribute to stopping
power an amount roughly independent of the elec-
tr onic structure.

The evaluation of I from a knowledge of the re-
sponse function (which in essence amounts to the
oscillator-strength distribution, for free atoms
and molecules) has been carried out for many
instances, as recently reviewed by Inokuti and
Turner. '" Experimentally, I is deduced from
analysis of the energy dependence of the stopping
power.

As may be seen from Eq. (5.13), the average
excitation energy is most sensitive to the higher-
energy portions of the spectrum. This is indica-
ted in Fig. 10, which shows the cumulative value
of I for aluminum as a function of the upper limit
of integration in Eq. (5.13). The three conduction
electrons account for 23% of the electron density,
but make only a 10%%uq contribution to I. Thus the
mean excitation energy serves as a test of the
L- and E-shell spectra, particularly their higher-
energy portions. '

This situation was exploited in determining the

D. Mean excitation energy for stopping power

The dielectric response function governs the
energy loss of fast charged particles penetrating
through matter, as we have seen in the electron-
energy-loss measurements. As a consequence
the mean energy loss per unit pathlength, i.e. , the
stopping power, depends upon an integral of the
response function. The basic theory was originally
established by Bethe'" and worked out more gen-
erally by Pano'""" and others. In the well-known
expression for the stopping power [Ecl. (38) of
Fano'"], there appears the mean excitation energy
I defined by
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energy interval over which the L-shell absorption
should be modified to ensure that the total f sum
equaled 13 e/at. By simultaneously requiring that
both the f-sum rule be satisfied and that the mean
excitation energy agree with experiment, it was
found that the best agreement was obtained for a
14/o reduction of the reported x(&o) values from the
L edge to 300 eV followed by a smoothly varying
reduction decreasing linearly from 14% at 300
eV to zero at 500 eV. Although any such integral
constraint can provide only general guidance, it is
significant in cases such as this where the region
of experimental uncertainty can be isolated by
other considerations such as the partial f sums.
For example, a modification consisting of a 13.5%
reduction in z(&u) from the L edge to 400 eV fol-
lowed by a smoothly varying reduction decreasing
linearly from 13.5% at 400 eV to zero at 700 eV
yields an f sum of 13 e/at. but a mean excitation
energy several eV lower than the modification
described above.

FIG. 10. The average excitation energy I as defined by
Eq. (5.13) as a function of the upper limit of integration.
The solid curve shows I for the optical functions as
modified above the I. edge, while the dashed curve ap-
plies to the unmodified values derived from the reported
data.

Values of I calculated with and without the 14%
modifications in the L-shell absorption are shown
in Table III, together with an early theoretical
determination based on the atomic oscillator-
strength distribution'" and various experimental
values. "' '" Uncertainties in the calculated values
of I associated with extrapolations of z(u&) to ener-
gies greater than 10000 eP are estimated" to be
less than +1eg. The most accurate experimental
value is thought to be 167 eV by Bichsel and co-
workers. """Uncertainties in the experimental
value arise from the shell corrections and other
terms in the stopping power, as well as from un-
certainties in the measurements. These uncer-
tainties appear to be of the order of a few eP
when translated into I.

VI. COMPARISON WITH OTHER COMPOSITES

A. Early work

The present results and those of Philipp and
Ehrenreich 's 1964 study' are in qualitative agree-
ment, but differ in detail because of the newer
data used here. In general Philipp and Ehren-
reich's results show a deficiency in oscillator
strength at high energies as a consequence of
early x-ray absorption measurements which gave
systematically too small extinction coefficients
ab th Li~, iii edge Extraneous effects re-
sulting from surface-plasmon absorption are also
apparent in their work in the neighborhood of
10 eP.

8. Sasaki and Inokuti's 1971 composite

The initial impetus for the present research
was the discovery4 that the inertial sum rule was
not satisfied by Sasaki and Inokuti's n(&o) values.
At the time the reason was conjectured to be
values which were too small below 0.1 eV; this is
substantiated by the present calculation. In the
work of Sasaki and Inokuti, n(&u) values were first
calculated by a Kramers-Kronig transform from
x(co) but were subsequently modified by a non-

TABLE III. Mean excitation energy I for metallic aluminum.

Source I(eV)

Calculated
Present work: A. Unmodified &(~) data

B. Modified e(~) data
Atomic oscillator strength (theory)

Experimental
Bichsel and Uehling (196P), Turner eg al. (197P)
T schalar and Bichseld

165.6(7)
165.7(1)
124

163
167

~ Reference 1P4.
Reference 105.
Reference 106.
Reference 107.
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analytic procedure. The modification was made
to bring the calculated values of n(&u) and ~(~)
into agreement with ref lectivity measurements
below 0.1 eV. However, the procedure employed
a Hagen-Rubens extrapolation in the infrared, a
region which is particularly complicated because
of the simultaneous presence of free-electron and
band-to-band processes.

A second major difference is the structure pre-
sent in Sasaki and Inokuti's n(&u) values between
6 and 12 eV. This structure is almost certainly
spurious, as already suspected by these authors.
Et is partially associated with small undulations
in the x(u&) values used as input between 5 and
10 eV. These tc(&u) values were obtained from
polar imetric experiments and the angular varia-
tion of reflectance. They were subsequently mo-
dified to obtain agreement with reflectance mea-
surements of Feuerbacher and Steinmann. " The
latter reflectance data show a small drop arising
from surface roughness so that the structure in

n(v) near 10 eV is most probably attributable to
residual surface-plasmon absorption. There is
also the possibility that it is an absorption assoc-
iated with a surface plasmon shifted in energy by
the presence of a surface layer. '"

In addition, Sasaki and Inokuti encountered a
persistent problem of oscillator strengths in ex-
cess of 13 e/at. Attempts to eliminate this by
favoring experiments yielding lower v(u) values
were never completely successful. The difficulty
is the same as encountered in the present work,
viz. , systematically high values of the absorption
coefficient above the L» zz, edge probably as a
result of surface effects (discussed in Sec. VC).

C. Hagemann, Gudat, and Kunx's 1974 composite

Hagem ann, Gudat, and Kunz' (HGK) chose ~ (&) as
the starting point for their study, but relied on a
free-electron model at low energies and did not
iterate the calculation to obtain self-consistency
with reflectance data. The HGK results for x(~)
are very similar to the unmodified ~(v) values of
the present study except below approximately
0.1 eP; here the HGK values exceed the present
ones by 10 to 2(F/q.

This additional absorption is reflected in n(v)
as a dispersion-like deviation from the present
results: Below 0.08 eV the HGK values for n(~)
exceed the present one while they are less than the
present values by a factor of & over most of the
region from 0.08 to 1.5 eV. This is in significant
disagreement with direct measurements of n(co).

Application of the f-sum rule to the HGK data
indicates two problems: excess oscillator strength
in the x-ray region. and inconsistencies at low

energies, probably in the infrared. The complete

f sums from 0 to ~ for &„g, and imp ' are 13.4,
13.6, and 13.6 e/at. respectively. The oscillator
strength in excess of 13 e/at. is almost certainly
a result of systematic errors in the L-shell spec-
trum similar to those encountered in the present
work. The differences in magnitude of the f sum
for E„z, and Im& ' indicate an inconsistency or
numerical inaccura. cies. It is equivalent to a
failure of the Stern sum rule. '"'"' The probable
origin can be traced with a plot of the various
partial f sums (see Fig. 35 of the second citation
in Ref. 8). It is found that n, «(v) ~, crosses

2
n, «(v) ~„at approximately 10 eV and remains
below n, «(&u) ~„up to the L»», edge. From Eqs.
(5.10)-(5.12) this implies a background dielectric
function less than unity, i.e. , a negative polariza-
bility of the ion cores below their absorption
edges. This is, of course, impossible, showing
that an inconsistency between g, (&u) and x((u) lies
below 10 eV. Furthermore, all values of n,«(~)
are less than three below the Lzz, zzz edge. This is
most unlikely because the oscillator strength of
the three conduction electrons is virtually ex-
hausted below the L»,» edge.

The discrepancies at low energies and perhaps
some of the partial f-sum-rule inconsistencies
can be attributed to the use in the range 0.001 to
0.8 eV of x(v) values from a Drude-model fit
based on the dc conductivity and plasma. frequency.
Although this reproduces the reflectance from
0.05 to 0.15 eP reasonably accurately, it unneces-
sarily constrains the optical functions. In fact,
the HGK values of n(~) do not reproduce those of
the original free-electron model used as input
in this range. A similar situation holds for the
reflectance. The reason is almost certainly the
presence of a superposition of inter- and intra-
band transitions and the background polarization
of the ion cores. The use of a free-electron model
imposes a particular relation between n(&u) and

~(e), which is inconsistent with interband pro-
cesses. It can be used only for energies where
interband absorptions are dominant (less than

about 0.1 eV in the present ease).

D. Conclusions

The major discrepancies between recent com-
posites and the present study are in the infrared,
the ultraviolet, and above the L edge. The first
arises from the inappropriateness of free-elec-
tron-model fits to reflectance to obta. in w(v ) for
use as input values at low energies where band-
to-band transitions are also important. The se-
cond is due to a surface-plasmon component in
reflectance data on samples with rough surfaces.
The third arises from what appears to be a sys-
tematic. error in most thin-film x-ray-absorption
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studies.
This study has thus brought into question a num-

ber of optical measurements on aluminum and has
pinpointed regions of the spectrum where more
precise experiments are needed. Especially cri-
tical are the regions from the L, edge to 500 eV
and in the vicinity of the plasmon resonance. In
the former, uncertainties associated with surface
layers should be eliminated. In the latter, re-
flectance and ellipsometric studies are needed
for smooth samples in ultrahigh vacuum beyond
the cutoff of LiF windows.
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