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This paper utilizes the second-order Green’s-function formalism to treat a Heisenberg fer-
romagnet in the presence of single-ion crystal-field anisotropy represented by the Hamiltonian:

=—J 2,.,8 (S;:Si4s) =D 2, (592 Second-order equations of motion for the Green’s func-
tions ((S7SF)) and ((S;*:5;7)) are developed and the higher-order Green’s functions are
decoupled in the zeroth-order approximation in which the interspin corrélations are not taken
into account rigorously. The spin-correlation functions are derived and are solved self-
consistently in the limit of zero spontaneous magnetization. The Curie temperature is thus ob-
tained. Calculations are restricted to a simple-cubic lattice and positive values of D only, and
the sensitivity of the Curie temperature to the single-ion anisotropy is critically examined for a
spin-1 lattice. It is seen that the results agree very closely with those of the Green’s-function di-
agram technique. The results are also compared with those of the first-order Green’s-function
theory using the random-phase approximations of Lines using the correlated-effective-field ap-

proximation, and of the molecular-field theory.

I. INTRODUCTION

Magnetic systems with single-ion crystal-field an-
isotropy are of current theoretical interest due to its
presence in many ferro- and antiferromagnetic com-
pounds, especially in the rare-earth compounds and
in the complex salts of transition-metal elements.’
The problem has been treated by mean-field approxi-
mation,? spin-wave approximation,® high-temperature
series expansion,* cluster-approximation® Green’s-
function equation-of-motion method,® standard
basis-operator techniques,’ and latest by the
Green’s-function diagram method.® Of all the above
mentioned approximational methods, the results of
the Green’s-function diagrammatic technique?® are
found to be most accurate. The present paper con-
tains an attempt to understand the statistical mechan-
ics of a uniaxial ferromagnet using second-order
Green’s-function theory.’™1*

It has been found that the second-order Green’s-
function theory is a better tool in dealing with the
paramagnetic phase of various magnetic systems and
the results obtained by the theory for the paramag-
netic specific heat and paramagnetic susceptibility are,
indeed, better!? than those obtained from a first-
order theory within the same decoupling framework.
It may, however, be noted that when one tries to ap-
ply the second-order theory to deal with the spon-
taneous magnetization phase, the procedure becomes
severely complicated owing to the appearance of the

22

magnetization parameter {(S?). To our knowledge,
no such calculation has been carried out even for a
simple case like an isotropic Heisenberg ferromagnet.
Although it would have been interesting to study
some typical aspects of the low-temperature phase,
such as the variation of m with respect to the single-
ion anisotropy, we, at present, have restricted our
calculations to a relatively simpler problem, namely,
the variation of the Curie temperature T with
respect to the single-ion anisotropy. The present
method involves the derivation of the expressions for
the correlation functions, which, in the limit m —0,
yield the Curie temperature. Computations are car-
ried out for a simple-cubic lattice and all values of
spin and the results for a spin-1 lattice are compared
with those of previous authors.

II. SECOND-ORDER GREEN’S FUNCTIONS

A uniaxial Heisenberg ferromagnet with N local-
ized spins is represented by the Hamiltonian

H=*JE§,"§,'+5_D 2(5,2)2 > (1)
i8 i

where J is the nearest-neighbor exchange constant, D
is the single-ion anisotropy parameter, and 8 is a
nearest-neighbor vector. We have restricted our cal-
culations for positive values of D only.

The first-order equation of motion for the Green’s
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function ((S/Sf)) is
E((S’,’,Sf}) =J 2 <<(Siissi~ _Si+Si:8);sz>> .
s

03]

One can develop the second-order equation by writing down similar equations of motion for the Green’s functions

occurring in the right-hand side of Eq. (2). The result is

EX((SESP)) =L S (5515 (3 = Biss,)
8

+22 3 ((I(B +B

A i+8,i+8 i+8,i+8’
5,8

)S7— (B +

i+8+8',i Bi,i+6+6 i+8’

IShy — (B o +B, DA, 18P

i+8,8

+DJ 2 (((S*L3s + S Li%s — SiksLim — SiisLi*);SP)) 3)
5

where we have used the notations

Bi,j =Si+Sj_, A ’ =S,'z+5 ‘“Sz

i+8,8 i+8+8

and
LE=SiS*+S5%s7 .

From the above equation of motion we observe
that two kinds of higher-order Green’s functions are
to be decoupled. These are ((ByS/;S%)) and
((SfiLf;S,i,)). We employ some random-phase ap-
proximation (RPA)-like approximations for decou-
pling these Green’s functions. In the first kind, a
factor (By,) simply separates out, so that

((BrgSE;Sm)) = (Byg) {({ST;Sm)) - )

To decouple other types of Green’s functions, we
note that the quantity S*S* +S%S? goes as

(28 —1)S* at low temperatures, so that one can as-
sume that the quantity S*S*+ S*S? at any higher
temperature goes as ®(7) (25 —1)S*, where ®(7)
is a temperature-renormalization function. So, we
can decouple the Green’s functions of the second
kind in the manner

((S7(S;tSz+ 5285 1Sy =20(T) (25 —1) ((SESH)) .

(5a)

In a similar first-order theory, ®(7) is usually chosen
to be (S?)/S where spin correlations are not taken

into account rigorously.’* From this analogy we shall
assume ®(7) to be equal to (S7S,")/S for the
present case and the decoupling finally reads

((S7(Sg"Sg + 5755387y =20 (S7S¢t) ((S&SP))
(5b)

where Q =(25 —1)/S.
Utilizing the above decoupling procedures and then
making usual Fourier transforms, one obtains

GiH(E)=(J/m)z$,(1 =y ) /LE* = E(1)] ,  (6)

where E;(1) represents one kind of the energy spec-
trum given by

EA(1) =472228,(1 =y ) [(1/m) = (] , ¢)
1/n=01/u") =DQ/Jz , ®
1/,L1=(zsl)"‘§<s(;5;8,) : 9)
yk=z-1§éxp(iﬁ-§) , (10)

and S,=(S¢Ss ). We now define the Green’s func-
tion

Gy (E) = ((S*.57)) an

and for this Green’s function one gets the following
first-order equation:

E((S*S7)) = '17? (S?)8, +2J %} (((SEsS*— S75%5):87)) + D (((SIS;* +S*SP:87)) (12)

Writing the equations of motion for the Green’s functions

((SHsS%:57)),  ((SPS38:57)),  (((SPST+S757)387)) »

and substituting them in Eq. (12) we get
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2 ro-\\ _ E /cz D J
E*((S"57)) —;(5 )5U+’;(2C0—So)5u+‘ﬂ_— 2 LQ2C +851)(8;—8i45,)]
s

+20 3, (2087 Lia — SILE, ) + (B,

' i+5+5 i+5+8",i+8" Bi+s.i+s+a
5,8

DSt +(Biiss— Bias) Sy 1:S7))
+2JD 3, (([SFsLit — SPLi%s — B ivsSit — 287 S2S7 + ShsLit + ';‘Slis (5*S7+5751.57))
)

+D2({(SFLF+L*SH.S7)) 13)

where
Co=(S85§), So=(SiS¢"), Ci=(SiS§), Lia =SisS™—SiS%s
and

L? =8> St

i+8+8" i+8+8" i +8

S N

+
i+8'"i+5+8'

The Green’s functions ((SfL;"S.)) and ((L/SZS,)) can be decoupled in the manner analogous to Eq. (5).
The decoupling now reads as )

((SFLSm)) =20 (S3SE) ({Sg":Sm)) (14)

((LFSESwY) =20 (SFSE) ((SH:Sm)) ~as
To decouple the other Green’s functions, we shall adopt the following RPA schemes:

((S7SeSi3Sm)) = (SFSg) ((Si":Sm)) (16)

((SF(Sg"Se +S¢8¢)18m)) =2(S7S) ((S¢"38m)) + ((SgFSg) + (SeS((SF38m)) an

((SFSFSTSa)) = (S7S7) ((SSm)) + (SFST) ((S787)) (18)
Utilizing these decoupling approximations and making the usual Fourier transforms, one obtains

Ge(E) =[(m/m)E +(2/w)JzCi(d =y ) /IE* = EZ(2)] , 19

[
where E;(2) represents the second kind of energy and
spectrum Co=Ci+81/2 .
E) =472 Cula=Byityd) (20) Equations (21) and (22) show that for small D/J we
a___i +_QQ_ 20, __S_l_ +%] Qn can reasonably assume
w  J2Cy 20 Jz B =1+a (25)
A =1 +i +J—§)C—‘Q]T[C1 + (CO_%SO)/Q] ’ @> to simplify the above complicated equations.
d=1+D(Co—+S80)/(zChy) , 23)
/= (zCyp)! 82( <Sss;+al ) +%<S6S:+s: ) . Q4) III. CURIE TEMPERATURE
Substituting the Green’s functions of Egs. (6) and
m= (8% , (19) in the spectral theorem
|
(BA) =timi [ (((43B))erie — ((438)) i) (P~ D)7V dE 26)

one obtains the following expressions for the parallel and perpendicular spin-correlation function:
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(S3S52) = Jz8, L 3 7 coth [+BE(1)] exp(—ik-E) 27
£ N € EQ1) 2
and
ot d— Yk 1 = (28)
(S¢ A Y=—m +2JzC;(1/N) 2 £Q) coth l;ﬂEk(Z)] exp(—ik-g) .
r Lk
One finds that in the paramagnetic phase, Eqs. (27) and (28) reduce to the usual isotropic condition
(S¢Sgt) =2(S3SZ) for D/J =0.
Expanding the coth (—'Z—BE,() terms according to the relation
oo 2n
LpEecoth (LE) =1+ 3 (—1)r1 BalBE)" 29)
n=1 (2")'
where B,’s are Bernoulli numbers we finally get
_71 1 -1 = 18511 g -3
(S%,S;) -?W ;(; —yk) exp( —ik g)+;—7—-7v- %(1 —yk)exp( ,—lk'g) "O(T ) (30)
and
_ 1 d—yg = 1 Cu 1 -
SS+ _ + 77— . —ik- - _ _ —jk-g) — -3
(SoSt)y=—m TN%[a—B"yk+wf exp(—ik-g)+3 - N%(d y)exp(—ik-g)—0(3) ,  (31)
I
where T=KzT/zJ. Above equations along with the relations
Taking the limit m —0, utilizing the approximation _

(25), and considering the vector g equal to [000], Cot+So=S(S+1) , (44

[100], [110], and [200] for a simple-cubic lattice, we 1/ pt=(Se+S,+45)/(zS) 45)

get the following set of coupled equations from Egs. .

(30) and (31): 1/u=[Co+Cs+4Cr+5(So+S5,+45,)1/(zCyy) ,
Co=51clo(n) +$1/(67¢) (32) (46)
C= %Tcls(")) —Si/(6z7¢) (33) are solved self-consistently for various values of spin

and D/J values and the results for a spin-1 simple-
C,= %TCI”O(»,,) , (34) cubic lattice is shown in Fig. 1.
C4=%TC[200(1)) » (35)
So=141,(1) +Bly(p)lrc +Ci/(37¢) ,  (36) 200
S|=[A15(l)+Bls(p)]TC“‘Cl]/(3ZTC) , (37)
Sy=14110(1) +Blo(p)17c (38)

15 YANG & WANG

S4=[A1200(1)+Blzoo(p)]TC ) (39) i
. s

where :‘:’

LINES (CEF)
A=d-D/(a=1) 40)
B=1-4 , D ©
p = l/a ’ (42) 0.6 1 1 1 1 1
“00 20 20 6.0 8.0 100
/T

and /;(p)’s are the extended Watson sums'®"’

1 1 -1 . FIG. 1. Present result for T¢ is plotted against D/J for a
Ig(p) =N 2 —— | exp(—ik-g) . (43) spin-1, simple-cubic lattice, along with the results of some
kP earlier authors.
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IV. CONCLUDING REMARKS

In Fig. 1 we have shown, along with the present
results, the results obtained from the molecular-field
theory, first-order RPA Green’s-function theory,
correlated-effective-field theory,'® and from the
Green’s-function diagram method of Yang and
Wang.? The figure shows that present results are im-
pressively close to those of Yang and Wang. The
agreement for small values of D/J are relatively
better than those for large D/J, and it is fully con-
sistent with the approximations A =0 and B =1
(valid for small D/J ) adopted in carrying out the
computations.

The sensitivity of the Curie temperature to J/D is
also examined and it is found that the limiting value
of kgT¢/zJ for J/D —0 is very large compared to
that obtained in the diagram method. This discrepan-
cy is also due to our approximation mentioned above.
In spite of this limitation it may be admitted that the
present theory has got the spirit of reproducing better
results and one can expect that some better approxi-
mations will endorse more accuracy.

It will be relevant here to mention some features
of a second-order Green’s-function theory in compar-
ison to that of a first-order one. Calculations in the
earlier sections show that the energy spectra E (1)
and E¢(2) are independent of the spontaneous mag-
netization m, and hence the theory predicts the ex-
istence of spin-wave-like excitations well into the
paramagnetic phase. On the other hand, first-order

Green’s-function theories with similar decoupling ap-
proximations give energy spectra containing m, and
hence according to these theories all sorts of long-
and short-range orderings should vanish at the transi-
tion temperature, which is contrary to the experimen-
tal observations.!”2 Moreover, due to the presence
of m in the energy spectra, the higher-order terms of
coth (%BE,() expansion of these theories vanish at
T, and hence one has to include all the aspects of
spin correlation in the first term and as a conse-
quence the decoupling approximations assume com-
plicated forms. Whereas, in a second-order theory
the spin correlations appear as algebraic equations
and hence a simple decoupling like RPA is expected
to give good results.

We are, however, unable to present a complete dis-
cussion of the low-temperature phase at this stage
due to severe complicacies of the involved quantities.
We shall treat them in our future discussions of the
problem.
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