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The frictional stress o(v) is calculated for a dislocation gliding at an average velocity v on a
plane containing a fixed random distribution of weak obstacles of finite interaction range, in the
presence of viscous forces. For verv low-viscous forces the dislocation travels quasistraight, over-
coming each obstacle independently of the relative positions of the other ones. Dislocation glide

is possible only for v > 30 Vs where v is the sound velocity in the solid. The frictional stress

has the usual viscous drag component plus an extrinsic component proportional to the solute

concentration, which vanishes asymptotically for v >> 30 Vs For high-viscous forces. glide is

possible at all velocities for stresses above a critical stress o,.. For o = o the motion is sensi-

tive to the obstacle statistics. For o > 20 the motion is mostly drag controlled, with charac-

teristics similar to those observed in the presence of low-viscous forces.

I. INTRODUCTION

A dislocation gliding at an average velocity v
through a crystalline solid free of localized obstacles
and Peierls potential encounters a viscous drag
characterized by an intrinsic damping constant B. To
maintain the motion requires an applied shear stress

o=Bv/b . 1)

In general, B is thought to include contributions from
the scattering of phonons and electrons. For a
nonuniform speed, there is additional drag due to the
radiation of acoustic waves.

In solids containing weak localized obstacles, the
dislocation motion changes in character depending on
the value of o and the temperature 7. At T =0 K,
no motion occurs if o is smaller than a critical stress
o., while for o > o, the dislocation moves continu-
ously, experiencing, in general, a frictional stress
larger than the (intrinsic) viscous force given by Eq.
(1). For T >0 and o < o, the motion is jerky, with
the dislocation spending a fraction of the time await-
ing thermally activated release from strong configura-
tions of obstacles, and the rest of the time moving
between these obstacle configurations. For 7 >0
and o 2 o, the dislocation motion is again continu-
ous, with characteristics similar to those for 7 =0.

Two (extrinsic) dissipative mechanisms have been
recognized for moving dislocations in alloys: (a) the
excitation of localized lattice vibrations associated
with the solute atoms,' and (b) the generation of
dislocation vibrations (due to interaction of the dislo-
cations with the fixed solute atoms) which then dissi-
pate their energy into the lattice through the intrinsic
damping mechanisms.2 Within certain velocity re-
gimes these extrinsic mechanisms have a predicted

contribution to the flow stress in alloys which is pro-
portional to the first power of the solute concentra-
tion, ¢ (whereas, for dilute alloys, o, « Vve ). It has
been recently suggested by Nabarro, Basinski, and
Pascual® that this contribution alone is responsible for
the linear concentration dependence of the flow
stress found in constant-strain-rate experiments on
Cu-Al and Cu-Si alloys at T=470 K.*

Only the second extrinsic dissipation mechanism
mentioned above is considered here; as discussed in
Sec. VD, it should be much more important than the
former, especially for the dislocation velocities to be
expected in the plastic deformation of alloys. Frost
and Ashby’ also considered this type of energy loss,
but for the particular physical model of a square array
of pointlike obstacles (zero interaction range) in the
presence of high viscous forces (no dynamic effects).
Kocks, Argon, and Ashby® calculated the flow stress
for a dislocation running into a linear barrier in the
presence of low and high viscous forces. The present
work considers the motion of a dislocation through
the more realistic model of a random two-dimen-
sional array of obstacles of finite interaction range, in
the presence of both low- and high-viscous forces.
The problem of a moving dislocation colliding with
an isolated obstacle of finite interaction range is con-
sidered first. The flow stress o(v) for a random dis-
tribution of obstacles is then obtained by a generali-
zation of the previous result under the assumption of
independent collision events. This assumption is ex-
pected to always be valid for ¢ >> o.. The flow
stress is also calculated exactly by a dynamic comput-
er simulation, using a computer code developed pre-
viously.”® A comparison of these two results deter-
mines the extent to which the collision events can be
considered independent.

The calculations are performed using a set of nor-
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malized coordinates (Sec. II) that were introduced
earlier.””® These coordinates provide two advantages:
the analytic form of the results is greatly simplified,
and numerical calculations need to be executed only
for a small number of parameter values.

II. NORMALIZED COORDINATES

Consider a dislocation gliding on a plane containing
a random distribution of weak obstacles (interaction
forces much smaller than the dislocation line ten-
sion). The dynamic equation of motion in an xy
coordinate system with the x axis oriented along the
dislocation requires the specification of several
parameters: m, mass per unit dislocation length; B,
intrinsic viscous damping; I', dislocation line tension;
/fo. strength of the dislocation-obstacle interaction
force in units of twice the line tension (here
fo << 1); yo, range of the interaction in the direction
perpendicular to the average dislocation direction;

I, = b/c, average separation between the obstacles
on the glide plane; and ¢, solute molar fraction.

The number of independent parameters is reduced
and the calculations are substantially simplified by
working in the following normalized coordinates
(Refs. 7 and 8):

e=(x/DTo . (2a)
n=0/)/fo . (2b)
0=C(1/1,) (T fo/m)'\? . (2¢)

In these coordinates, the dislocation behavior in the
constant line-tension approximation is described by

1 9 1
2002 Y96 2 af?

8(e—-¢) , (3)

=S+ 2 g n=mi

Mo
where the sum extends over all obstacles interacting
with the dislocation. The normalized damping y and
the normalized applied stress S are, respectively,

y=BIl,/(AT mfy)'" 4)
and

S=obl/(2T f3?) , (5)

the normalized interaction range, mo, follows from
Eq. (2b) with y =yq; the term g[(n—75,)/m0]
describes the interaction between the dislocation and
an obstacle located at (£;, 1,); and & is the Dirac &
function. In these coordinates, the mass density and
the line tension are both -;— The normalized obstacle

density and the normalized obstacle strength are both
unity. The normalized velocity of a wave front trav-

eling in the * ¢ direction along the dislocation is uni-
ty. The normalized velocity V of the dislocation (in
the m direction) is

V=_~v/vy)(1/fp) ., (6)

where v, = (I'/m)'2 is the shear-wave velocity in the
solid. In the absence of viscous damping (y=0), a
point force applied to the dislocation produces a pro-
portional change in the local dislocation velocity. The
proportionality constant defines the dislocation wave
impedance Z. The wave impedance of a dislocation
line® extending to + oo is Z =2(I'm)'2. Therefore,
the normalized velocity V gives the physical velocity
v in units of the maximum velocity change, ys/o
=2TI'fo/Z, that an obstacle of strength 2I" f can im-
pose locally on the dislocation. In our normalized
coordinates the wave impedance is unity.

III. CALCULATIONS

To start the long-range motion of a dislocation
through a random field of obstacles in the absence of
thermal fluctuations requires the application of a crit-
ical normalized stress S. (S. =1; Refs. 7 and 8). For
S > S, the motion is continuous. The dislocation re-
ceives a pair of impulses as it crosses over the in-
teraction force field of each obstacle. These impulses
generate a pair of disturbances on the dislocation,
which leave the collision site propagating in opposite
directions at the speed of sound (Fig. 1). The dura-
tion of the collisions, and hence the strength of the
impulses, decreases as the applied stress and average
velocity increase. Therefore, for S >> S, the disloca-
tion travels essentially straight at an average steady-
state velocity near the drag-limited velocity S/y
(velocity ob/B in physical units). Relativistic effects
expected for velocities approaching the speed of
sound are assumed to be included in the value of B.
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FIG. 1. Successive positions of an initially straight disloca-
tion gliding at speed V > 1 in the absence of friction
(y=0). which at =0 collides with an obstacle having the
attractive interaction profile of Fig. 2(a).
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The dislocation behavior in normalized units is
described by Eq. (3). Let V, be the steady-state
average dislocation velocity under the applied stress S
(§ >> S.=1). We consider next a unit length of
dislocation and perform a time average of Eq. (3)
between times 8, and 6,, with Vo(0,—86,) >> 1. This
last condition ensures that the forward dislocation
displacement during 6, — 6, is large compared to the
average separation between obstacles. Since, as dis-
cussed above, for S >> S, the dislocation remains
(on the average) parallel to the £ axis and moves at a
uniform velocity, this gives

1
S=yVot ——
yro Vo(9z—91)

L)
x3 J;l —Vog
1

7n(6) — 7,

de N

where 3 denotes a sum over all obstacles contained
within a ribbon of glide plane having width unity (in
the ¢ direction) and length V((6,—6,) (in the 7
direction). Since the normalized obstacle density is
one, this sum has V(8 —6,) terms. Therefore, the
integral in Eq. (7) can be identified with the average
increment in flow stress per obstacle, which adds to
the normal viscous-flow-stress component, y V,. By
considering the similar problem of an obstacle run-
ning at a velocity — V into a stationary dislocation, it
is seen that the integral in Eq. (7) equals the work
done by the applied force necessary to keep the obs-
tacle moving at the prescribed velocity — Vy. In the
present case of the moving dislocation, this work is
done by the applied stress. In both cases it is initially
stored as kinetic and potential energy of the two elas-
tic perturbations propagating on the dislocation,
which then dissipates into the lattice through the
viscous damping.

As a result of all previous collisions, the velocity of
the dislocation at any point along its length is
Vo+ V1(8), where V,(8) is a random function of
time with an average value of zero. If the flow-stress
contribution of each obstacle depends on V,(6) and
on the relative positions of the other obstacles, the
evaluation of Eq. (7) is best achieved through a
dynamic computer simulation,® which performs the
necessary statistical averaging. This will be done in
Sec. III B. In what follows we calculate the flow
stress for isolated collision events, assuming that
each obstacle contributes equally to the flow stress.
From the previous discussion, it is manifest that this
assumption should work best for high applied stresses
(e.g., S >> S., where Vo >> V). The extent to
which the assumption of isolated collisions is applica-
ble to lower applied stresses will become apparent
from a comparison of these calculations with the ex-
act results obtained through the dynamic computer
simulation.
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A. Flow stress for isolated collision events

We consider next that as the dislocation reaches
each obstacle, it is straight and moving at the average
velocity ¥V (we henceforth drop the subindex zero
from V). It then follows from Eq. (7) that

S=yV+AW . (8a)
where
20 [ n(h) =,
AW(no.y.V)=J; Ve| 21 g (8b)
Mo

is the energy initially stored as traveling perturbations
on the dislocation as a result of its collision with an
isolated obstacle located at (¢ =0.m=m,). The dislo-
cation first contacts the obstacle interaction range at
#=0 and leaves it at # = A#. In what follows we in-
tegrate Eq. (8b) separately for the limiting case of

v —0 and for the case of a finite damping value.
Only the first case gives simple analytic forms.

1. Very low viscous damping (y << 1)

When y =0, the application of a point force on the
dislocation produces a proportional change in the lo-
cal dislocation velocity. The proportionality constant
is the dislocation wave impedance, which in our nor-
malized units is unity (Sec. II). Therefore, as the
dislocation surmounts an obstacle, dn/d9=V +¢(s).
where s =[1(0) —n,;1/7no. After a short mathemati-
cal manipulation, Eq. (8) gives

P—g(s)
S—yl/+n0Vf_I Ve (s) ds . 9)
Even though in the above expression the extrinsic
losses have been calculated for y =0, we expect this
expression of S to hold for 0 < y << 1 (see also Sec.
II1 A 2 below). Since |g(s)| =<1 (Sec. II), Eq. (9)
gives a finite S value only for ¥ > 1. In the present
model, when V =<1 the dislocation is not able to sur-
mount any of the obstacles because dn/d8 becomes
zero some time after the dislocation contacts the obs-
tacle. It is easily shown that, provided the interaction
force profile is antisymmetric [g(s) =—g(—5)].
repulsive and attractive obstacles give the same flow
stress in Eq. (9).

Equation (9) can easily be integrated for the simple
interaction force profiles of Figs. 2(a) and 2(b): (i)
Square interaction profile [Fig. 2(a)]'®

S=yV+7;02V/(V2~l) . 10)

and (ii) triangular interaction profile [Fig. 2(b)]
S=yV+n0{V2|n[(V+1)/(V—l)]—2V} . a1y

For more complicated interaction profiles, such as
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gls)

-+ | (b)

F1G. 2. Profiles for the dislocation-obstacle interaction
force used in the calculations. s =(n—m;)/ng. where n; is
the ordinate of the center of the obstacle and 7 in the in-
teraction range. The profiles shown correspond to attractive
interactions [see Eq. (3)]. For profile 2(c), g(s) =A4s(1
—52)2, with 4 =% 5.

the one shown in Fig. 2(c), S(¥) can be obtained by
a numerical integration of Eq. (9).

2. Finite viscous forces

When v is finite, the change in local dislocation
velocity at the collision site (¢ =0) is no longer pro-
portional to the dislocation-obstacle interaction force.
In order to calculate AW in Eq. (8b) we need to solve
first for n(£=0, 6).

The Green'’s function!' for the attenuated string
equation [Eq. (3)], giving the response of a disloca-
tion to a force 8(£)8(0), is

G(&0)=[ug(e+0) —ug(£—9)]
xexp( —y8) Io[y(82—¢)'?] . (12)

where ug is the unit step function (zero for a nega-
tive argument and unity otherwise) and /g is the
modified Bessel function of zero order. Superimpos-
ing the dislocation response to the interaction force
g(s(8))8(¢) onto the motion prior to the collision,

and integrating with respect to £, gives
0 '
n(£=0.0) = Vo + [ g(s(8)) e
xloly(6—0)]1de" . (13a)
where
s(8) =[n(£=0,0) —nel/mo . (13b)

Here 6 =0 corresponds to the instant the dislocation
first touches an obstacle centered at (0, o). This in-
tegral equation was solved numerically for selected
values of mo and y. With n(¢=0, ) known, AW
was calculated from Eq. (8b) (also numerically) and S
was evaluated as S =y V + AW. The results will be
presented in Sec. IV.

B. Flow stress for a random planar
distribution of obstacles

The V(S) dependence for a dislocation gliding
through a random distribution of obstacles was ob-
tained by computer simulation, using a previously
developed computer code.”? In this method the
dislocation position is obtained as a function of space
and time by performing a numerical integration of
the dynamic equation of motion [Eq. (3)] under a
constant applied stress. The old code was slightly
modified by removing the periodic boundary condi-
tions of the obstacle field in the direction of motion.
For this, a new obstacle field (Poisson distribution)
was continuously generated in front of the moving
dislocation. For a given S value, the velocity V was
calculated from the time spent by the dislocation in
crossing a large area of the glide plane containing
> 2000 obstacles. Other details of the computer
simulation have been published previously.® The
results are presented in Sec. IV.

IV. RESULTS
A. Results for y <<'1

Figure 3 shows the results of the calculations and
of the computer simulations for y =0.1 and the tri-
angular interaction profile of Fig. 2(b) with 1y=0.5.
The two calculations assuming independent collision
events [solid curve given by Eq. (11) and open circles
resulting from the numerical integration of Egs. (13)
and (8)] give the same results, showing that for
v < 0.1 the extrinsic contribution to the flow stress,
AW, is largely independent of y. The calculated
S (V) curves are multivalued in V. This derives from
the fact that while the intrinsic contribution to the
flow stress, y V, decreases linearly with decreasing V,
the extrinsic contribution, A W, increases much faster
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FIG. 3. Velocity-stress dependence (normalized units) for
y=0.1 and the triangular interaction profile of Fig. 2(b)
with g =0.5. The solid curve is Eq. (11). The open sym-
bols are numerical calculations using Eqgs. (13) and (8). The
solid symbols are computer simulation results for random
arrays of obstacles. The velocity regime | < V' <V, is
unaccessible to dislocations under a constant applied stress.

as V decreases and approaches unity. It should be
noted, however, that the calculations were performed
by prescribing an average dislocation velocity, rather
than under the more plausible condition of a
prescribed applied stress (used in the computer simu-
lations). The minimum value of S in the calculated
S( V) curve defines S, (no. y) and V, (o, y).

The computer simulations showed, in agreement
with previous simulations,? that under a slowly in-
creasing applied stress a stationary dislocation does
not start moving until S reaches a critical value
S.=0.63, which is /arger than S; (Fig. 3). The dislo-
cation then acquires the velocity V' (S.) given by the
upper branch of the calculated V(S) curve. If, once
the dislocation is in motion, the applied stress is
slowly decreased, the motion stops when § =S, .
Therefore, under conditions of constant applied
stress, the lower branch of the calculated S( V) curve
(i.e., ¥ < V,) is inaccessible to the dislocations in
the simulations and, presumably, to real dislocations.

A detailed analysis of the computer simulations re-
vealed that while the dislocation is in motion it
remains essentially straight over the length 30/ used
in our simulations (periodic boundary conditions in
the & direction; see Ref. 8) and overcomes each obs-
tacle independently of the position of the others.
This and the excellent agreement found between the
calculations and simulations indicates that for y <<'1
the collisions can indeed be considered independent.

The regime y <1, where S, > S;. has been identi-
fied® with underdamped dislocations and "inertial ef-
fects."'> '3 The present results show that in this low-
viscosity regime, dislocations either move at high
velocities [V = V; (9. y) > 1] or do not move at all.
Calculations performed with y << 1, with other obs-
tacle profiles and for other values of m produced
results qualitatively similar to those discussed above.
The agreement between the calculations and the
simulations was always very good except for the larg-
est mg values (ny > 2). where the simulations showed
that the motion could continue under applied stresses
and velocities ~ 10% lower than the calculated S;
and V, values.

B. Results for y > 2

The V(S) dependence obtained for obstacles hav-
ing the smooth interaction profile of Fig. 2(c) with
two different values of mg and y =3 are shown in Fig.
4. The dashed curves give V(S) calculated under the
assumption of independent collision events [numeri-
cal integration of Egs. (13) and (8)] and the solid
symbols are the computer simulation results. The
calculated V' (S) dependence is qualitatively similar to
that obtained for y << 1. By analogy with the results

n
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FIG. 4. Velocity-stress dependence (normalized units) for
a dislocation interacting with obstacles having the smooth in-
teraction profile of Fig. 2(c). Solid symbols: computer
simulation results for random arrays of obstacles. Dashed
curves: calculated values from Eqs. (13) and (8). The solid
line gives the viscous drag component. Arrows show S, and
S, for myp=0.5 only.
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for y << 1 (Fig. 4), and for the sake of further dis-
cussion, we define S;(no, y) as the lowest value of S
given by the calculated S(V) curve. The computer
simulation results coincide with the calculations only
at high velocities, where the flow stress is due mainly
to intrinsic losses. For these velocities, the simula-
tions show that the dislocation travels quasistraight,
surmounting each obstacle independently of the posi-
tion of the neighboring ones, in complete analogy
with the motion for y << 1. Under a decreasing ap-
plied stress, the extrinsic losses increase but, contrary
to the case of y << 1, the dislocation does not stop at
the corresponding S; (7, y) stress. The computer
simulations show that under this applied stress the
dislocation cannot find a configuration of obstacles
strong enough to hold it in a quasistraight position.
As Sis further decreased, the motion becomes highly
nonuniform, with sections of the dislocation moving
ahead of the rest, percolating first through regions of
lower obstacle densities. The average velocity V'
remains a continuous function of S and goes to zero
smoothly as § —S.. This same stress S, is necessary
to initiate the motion of the dislocation from rest.

It was empirically found that all the simulation
results obtained for different mg and y values (y > 2)
could be superimposed after a renormalization into

o/o,

FIG. 5. Dislocation velocity (in units of o.6/B) as a
function of the applied stress (in units of o). The solid
line gives the viscous drag component. O:inmg=0.5. y=2;
0:my=0.5. y=3:0:m9=0.5. y=5; and Aing=2.5. y=3.
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FIG. 6. Constant dislocation velocity curves for obstacles
with the interaction profile of Fig. 2(c) and g =0.5.

yV/S. as a function of S/S,, as shown in Fig. 5.
This suggests that for y > 2, V(S) has the simple
form

vV S
=/1=1 . 14
or, in terms of physical units
Bv o
—=fl—1 . 15)
bo, o ] (

The computer simulation results for obstacles with
the smooth interaction profile of Fig. 2(c) and
mno=0.5 are summarized in Fig. 6. The solid lines
give the stress (normalized units) necessary to main-
tain a dislocation in motion at the specified normal-
ized velocity V. The dashed curve is the previously
found? critical stress S, necessary to initiate the mo-
tion from rest, starting in a quasistraight position.
The underdamped regime (y < 1) is clearly charac-
terized by a static frictional stress larger than the
lowest possible dynamic frictional stress.

V. DISCUSSION
A. Critical velocity for y <<'1

The present calculations and computer simulations
show that for y << 1, a dislocation can only move at
a normalized velocity larger than a critical value
V., =1. The origin of this critical velocity can be
better understood by analyzing the kinetics of flow
for the simplest case of pointlike obstacles, which in
our units requires no=0.2 Consider first a plane de-
void of obstacles, on which a dislocation parallel to
the ¢ axis glides in the + n direction at the drag-
limited velocity V under an applied stress S =y V.
Assume now that at time 8 =0 this dislocation
reaches an impenetrable point barrier located at
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FIG. 7. Time dependence of the force exerted on an im-
penetrable barrier by a dislocation. A stress S is applied.
Prior to the collision the dislocation was moving at the
drag-limited velocity, S/y.

£=7=0. The force f(9) that the dislocation exerts
on the barrier for § > 0 has been calculated in the
Appendix and is shown in Fig. 7. This curve shows
that if the barrier were, instead, a point obstacle of
strength unity, one of two distinct situations would
result, depending on the value of V.

(a) If ¥ =1 the collision has zero duration. The
dislocation overcomes the obstacle (of strength unity)
on impact and continues its motion unperturbed, as if
the point obstacle had not been there. Certainly this
is also true when the glide plane contains not one,
but a random distribution of point obstacles. There-
fore, the flow stress for a dislocation in motion at a
velocity ¥ =1 through a random array of pointlike
obstacles is purely viscous, and S =+ V (see Fig. 8).
We further note that this result is valid whenever
V > 1, irrespective of the numerical value of vy.

(b) If V <1 the dislocation cannot surmount the
first-point obstacle on impact. The results of the cal-
culation in the Appendix show that this isolated obs-
tacle will be overcome at a later time, as soon as the
force on the obstacle exceeds unity. Since the colli-
sion time is now finite, a perturbation will be gen-
erated on the dislocation, which will tend to retard its
motion (see Fig. 1). If the glide plane contains a ran-
dom obstacle distribution, the situation is further
complicated by the fact that the collisions may not be
independent. However, since energy is being spent
to generate these perturbations, the flow stress for an
average velocity ¥V <1 is necessarily larger than the
viscous component y ¥V, as shown in Fig. 8.

In conclusion, for ¥ > 1 and under a prescribed
applied stress, a dislocation moves through a field of
point obstacles at the drag-limited velocity S/y. The
stress necessary to start the motion from rest is S,
which for y << 1 depends on the statistics of the
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FIG. 8. Velocity-stress dependence (normalized units) for
a dislocation interacting with point obstacles and obstacles
having the square interaction profile of Fig. 2(a).

obstacle distribution (different for a square obstacle
array than for a random one, for example) but not
on y.® The applied stress at which the motion stops
is S, = (in physical units, o, = Bv,fo/b). which is
independent of the obstacle statistics. As previously
noted,® "dislocation inertial effects"'? '3 appear for

v < 1 because in this case, S; becomes smaller than
S.. The present simple description of inertial effects
in the presence of point obstacles differs from that
proposed in previous theories,'?'? and yields exact
results.

Nothing has been said here about the initiation of
the motion, from the instant the dislocation is
released from rest by the critical applied stress S, un-
til it reaches the average velocity V (S,), close to the
drag-limited velocity S./y. Indenbom and Estrin'4
have addressed this problem using a model in which
the dislocation, initially at rest against a row of
equidistant point obstacles, is released simultaneously
from all obstacles. Their results, expressed in the
present units, show that for S'=1 and y << 1 the
dislocation reaches a velocity equal to unity (neces-
sary for surmounting obstacles on impact) after trav-
eling a distance much smaller than the average
separation between the obstacles. Our computer
simulations (see also Ref. 8) show, however, that for
a random two-dimensional distribution of obstacles
on the glide plane the motion is initiated by the
breakway from one obstacle and follows by the lateral
unzipping of the dislocation from the others along its
length. For y << 1 the forward acceleration at the
unzipping front increases continuously and the dislo-
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cation is thus able to reach the high velocities neces-
sary to overcome new obstacles on impact. A de-
tailed discussion of this mechanism is forthcoming.'s
The threshold average velocity derived in Ref. 14
also depends on the obstacle separation (owing to the
particular initial conditions chosen) and does not cor-
respond to the presently calculated V.

The point-obstacle limit (no=0) is approached
only in the case of extremely dilute alloys.'® For all
other alloys, no > 0 and the point-obstacle approxi-
mation is no longer valid. When mo > 0, the colli-
sions always have a finite duration and the flow stress
is necessarily larger than y V. Figure 8 shows S(V)
evaluated from Eq. (10) for obstacles having the
square interaction-force profile of Fig. 2(a), with in-
creasing mo values and y=0.2. The lowest possible
dislocation velocity ¥, (mq, y) is of order unity. Us-
ing the definitions of Sec. II, this means physical
velocities v > v, fo. For an fcc substitutional alloy,
where fy is typically 0.02, v > —5%1;,.

B. Traveling perturbations

Each extended obstacle overcome by the disloca-
tion generates on it two traveling disturbances (Fig.
1). Their amplitude is attenuated as exp( — y¢),
where ¢ is the distance traveled by the perturbations.
Their energy is therefore largely dissipated over dis-
tances of order 1/y. Since in our normalized units
these disturbances propagate along the dislocation at
speed unity while the dislocation glides forward at
average speed V, the traveling disturbances can only
reach and possibly influence the overcoming of obs-
tacles located along two bands of width 27m forming
an angle V with the ¢ axis in the direction of forward
motion. The average separation between obstacles
along these bands is 1/(27m9). Therefore, whenever

vy >>2n , (16)

the collisions should behave largely as independent.
When the above condition is not obeyed, and as a
result of all previous collisions, the dislocation veloci-
ty as it approaches an obstacle is V + V,(8), where
V) is a random function of time with an average
value of zero. Equation (16) is certainly not fulfilled
for the results shown in Fig. 3, obtained with 1o=0.5
and y=0.1. However, the calculations assuming in-
dependent collision events (Sec. IIl A) and the results
from the dynamic computer simulation (Sec. I11 B)
coincide not only for V approaching the viscous drag
limit, but for all velocities above V,. This indicates
that whenever the S and y values are such that the
result is a continuous dislocation motion everywhere,
the presence of traveling perturbations on the dislo-
cation has, on the average, no apparent effect on the
collisions and hence on the flow stress.

C. Temperature dependence of V(S)

Temperature can affect the dislocation motion
mainly in two ways'”: (a) by an increase in the
viscous forces, as a result of the increase in the pho-
non density, and (b) by the generation of random
traveling waves on the dislocation line, via stress
fluctuations associated with the lattice thermal fluc-
tuations. The above calculations and simulations
have given the velocity-stress dependence in the
presence of viscous forces but in the absence of ther-
mal fluctuations. The only way the effect of thermal
fluctuations can be rigorously treated is to include
them in the computer simulations.'> In what follows,
we discuss, in general terms, the effect that thermal
fluctuations can have on the present V(S) depen-
dence.

For y << 1 the computer simulations of random
arrays of obstacles show that the dislocation travels at
high average velocities (¥ > 1), overcoming each
obstacle without regard for the positions of the adja-
cent ones. Furthermore, as discussed in Sec. VB,
the traveling perturbations generated by previous col-
lisions seem to have no effect on future collisions.
Since the traveling perturbations introduced by
temperature-related stress fluctuations are similar in
nature to those generated by the superposition of
previous dislocation-obstacle collisions, it becomes
apparent that for y << 1, and for all values of V.,
only the first effect, the direct y[B(T)] dependence,
should have an effect on ¥ (S). The results of Sec.
IV A should therefore remain unchanged for finite
temperatures.

For y > 2 (overdamped dislocations) and V > S./y
[or, in physical units, v > o.(T =0)b/B], the simu-
lations show that the motion is also continuous; the
dislocation travels at high velocities (¥ > 1), over-
coming each obstacle on impact, in complete analogy
to the motion for y << 1. Therefore, as in the case
vy << 1, thermal fluctuations should again have no
influence on the flow stress.

For v >2 and V < §./y the effect of temperature
is more complicated. Thermal fluctuations allow
dislocation motion under an applied stress
S < S.(T=0). Here the motion is jerky, and sec-
tions of the dislocation spend a time fraction 1,
(physical units) waiting for thermally-activated
release from strong configurations of obstacles and a
time fraction 1, in motion between these configura-
tions. The average velocity (in physical units) is

fw S S
" = + , an

v,

+

1.
v

s

where d is the average separation between the obsta-
cle configurations at which the dislocation stops. The
present calculations give v, for the case 1, << 1, and,
as discussed above, temperature should only affect v,
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through B(T). Previous computer simulations'® and
theories'® have addressed the calculation of v,, for

the case 1, >> 1,. No consistent treatment, including
the appropriate statistics, has been given for the tran-
sition regime. However, Eq. (17) and the above dis-
cussion indicate that for v < o.(T =0)b/B, v should
tend asymptotically to v, while for v > o.(T=0)b/B.
v should tend asymptotically to the presently calculated
v,.

Ney, Labusch, and Haasen?® have extended the
previous calculations of v, by Haasen er al.'® to
higher velocities by adding to the flow stress calculat-
ed in the absence of viscous forces [Eq. (25) in Ref.
19] a frictional stress Bv/b. We note that in the limit
of high velocities [v >> bo (T =0)/B], the resultant
flow stress does not tend asymptotically to the value
Bu/b, as discussed above.

D. Comparison with experiments
The most direct comparison between the present

calculations and experiments is provided by direct
dislocation-velocity measurements obtained with
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FIG. 9. Dislocation velocities observed in Cu-Al alloy
crystals by Ney and co-workers (Ref. 20), normalized ac-
cording to Eq. (15). Solute content (at.%): 0.0.24; 0.0.75;
and A.1.29. The solid diagonal line corresponds to pure
viscous drag and the solid curve is the present result in the
absence of thermal activation (see Fig. 5).

stress pulses and the double-etch technique.

a. y << 1. No direct v(o) measurements appear
to have been made in alloys for 7 < 50 K, where y
may be less than 1 and where the present calculations
indicate that dislocations can only move at velocities
higher than a critical velocity of order fyv,. Indirect
measurement?' in Cu - 10.5 at.% Al alloys at 4.2 K
give v=2x10*cms™ (= —llo—v,).

b. y 2 2. The only systematic dislocation-velocity
measurements in fcc alloys at high temperatures in
the velocity regime of present interest are those of
Ney, Labusch, and Haasen? in dilute Cu-Al alloys at
300 K. In order to normalize their data according to
Eq. (15), we need o.(T =0). Careful measurements
of the critical resolved shear stress (CRSS) at 4.2 K
are available,?? although they may not be a good
measure of a.(T =0) if, as we expect,? inertial ef-
fects are present in dilute fcc alloys at low tempera-
tures.* If the measurements for different solute con-
centrations? are normalized using the CRSS?? at 4.2
K, and B=3 x107° Nsm™? (derived from these
same measurements?), the resultant data (shown in
Fig. 9) seem to asymptotically converge, at high velo-
cities, toward the present result for overdamped
dislocations (y > 2) in the absence of thermal fluc-
tuatons. This is in agreement with our previous dis-
cussion (Sec. VC.)

E. Other friction mechanisms

In the present work we have calculated the dynam-
ic friction arising from the excitation of perturbations
on the dislocation as it crosses over fixed obstacles.
Other possible dissipative mechanisms are discussed
next and compared in importance with the one treat-
ed here.

(i) Several authors'- 2727 have considered the exci-
tation of the quasilocalized vibrational modes of the
solute atoms. Numerical estimates?’ indicate, howev-
er, that the maximum energy loss per impurity atom
is of order 1073 eV and hence two orders of magni-
tude smaller than the energy (physical units) AW
=obll=4Sub’fo/mo=0.4 eV transferred per colli-
sion event to the dislocation line. Hence, this reso-
nance should contribute very little to.the flow stress.
For this numerical estimate of AW, we used $ =0.5
(contribution of the extrinsic losses to the flow stress
of an overdamped dislocation for V =1, see Fig. 5),
wb*=5eV, f,=0.02, and 1y=0.5.

(ii) In extended dislocations there exists the possi-
bility of exciting localized vibrations between the par-
tials. For a dislocation moving at a velocity v = fv;

= %v,, the collision of each partial with a fixed

solute has an approximate duration of yo( fovg) ™
=100b/v, =107'' 5. Since the eigenfrequencies of
the partials are of order 107'° 5,2 and thus much
lower than the Debye frequency, the impulse forces
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developed between the solute atoms and the moving
dislocation should be able to excite the resonances
between the partials more effectively than those of
the solute atoms. However, the fact that "inertial ef-
fects" are clearly observed in many dilute alloys? is
indicative of the lack of large extrinsic losses. Thus,
this mechanism is also expected to contribute very
little to the flow stress.

(iii) Several authors have calculated the dynamic
frictional stress in the presence of radiation losses
caused by the discreteness of the lattice through
which the dislocation moves. Both continuum
models (with the addition of phenomenological
Peierls potentials) and discrete lattice techniques have
been used.

Al’shitz er al.?® found, in agreement with an earlier
calculation of Hart,3® that at high velocities the flow
stress in the presence of a Peierls potential decreases
as v2. In the limit of low-viscous forces, the
dynamic Peierls stress and the present results show
some interesting similarities. For example, the
lowering of the average velocity under a decreasing
applied stress is possible only down to a critical velo-
city, at which point the motion stops abruptly. In fcc
alloys, with very low Peierls barriers, this dynamic
frictional stress should be negligible compared to that
due to the solutes, discussed in the present paper.
For bcce alloys, both effects should be considered.

Celli and co-workers®!' used discrete lattice tech-
niques to calculate the radiation losses caused by the
rearrangement of the atoms in the core of a moving
screw dislocation. The applied stress necessary to
maintain the motion at a prescribed velocity was
found to be highly dependent (varying by more than
three orders of magnitude) on the shape of the in-
teratomic forces assumed in the calculations. In view
of the uncertainties about these forces, no order-of-
magnitude estimate of this frictional force in real
crystals can be made.
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APPENDIX

We consider a straight dislocation parallel to the &
direction, moving in the +n direction at the drag-
limited velocity V under the applied stress S =y V.
At time 0 =0 the dislocation reaches an impenetrable
point barrier located at £ =7 =0. We calculate the
force (@) exerted by the dislocation on this barrier.

The dislocation response to a point force is given
by the Green’s function for the attenuated string [Eq.
(12)]. The dislocation response to the interaction
force, when superimposed onto the motion prior to
the collision, gives

n(§=0.9)=%0+f:.f(o')e-7"“"
xIg(y(0—0)) do' . (A1)

Since the barrier has zero compliance, n(£¢=0,

0 > 0) =0. Imposing this condition on Eq. (A1), we
obtain for f(6) a Volterra integral equation of the
first kind,

S . o ’ —y( —0’
—;0—-1:)_[(9)?700)
xIo(y(6—0')) do’ . (A2)

By taking the Laplace transform (# — u) and rear-
ranging terms, we obtain

1/2

) 1. (A3)

pF(+2=-3
Y Y

ut2y
"

where F(u) is the Laplace transform of f(8). Since
f(6=+0) =-S5/ [this result follows from Eq.
(A2)], the inverse transformation gives

%z_SP—yo[lo(yo) +1,(y®)] . (A4)

Finally, an integration from 0 to 6 gives

r@==3{i+ [Tt +nwial - a9

The integral in Eq. (A5) was solved numerically,
and the result is shown in Fig. 7.
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