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The global phase diagram of a triangular lattice-gas model for submonolayers adsorbed epi-
taxially on basal graphite is studied using a position-space renormalization method. This model
has nearest-neighbor exclusion, and accomodates dominant third-neighbor interaction. Each cell
of 12 sites is mapped onto a single local degree of freedom with a singlet-triplet-quadruplet
structure. The lattice gas, with up to 20th-neighbor interactions, is thereby transformed into a
nearest-neighbor model, which is then analyzed by a Migdal-Kadanoff renormalization transfor-
mation. At low temperatures, as coverage is increased from zero, gas, 2 X 2 solid, and V3x/3
solid phases can be encountered, separated by first-order transitions. These solids undergo first-
or higher-order transitions into fluid phases as temperature is increased at given density. Triple
points, multicritical points, and/or critical end-points occur for various relative strengths of in-
teractions. For certain plausible potentials, the 2 X 2 solid occurs at finite temperature, but not
at zero temperature. Distinct liquid and gas phases, with a solid-liquid-gas triple point, are
found in some cases. Contact is made with the phase diagram of methane physisorbed on basal
graphite, suggesting that the effective hard-core radius of methane is increased by adsorption.

A phase diagram very similar to that exhibited by oxygen chemisorbed on nickel (111), with
both 2 x2 and V3 x/3 structures, is also obtained.
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I. INTRODUCTION

Renormalization theory calculations' ™ of the phase
diagrams and thermodynamic properties of helium,
krypton, and nitrogen submonolayers* on graphite
have yielded considerable quantitative agreement
with experiments.>™'? The two-dimensional "solid"
phase which occurs in these works has an ordered
structure determined by the periodicity of the sub-
strate, and is therefore labeled "commensurate" (to
the substrate). Specifically, the above systems exhi-
bit a V3 x v/3 commensurate solid,'®"!* in which the
adsorbed molecules preferentially occupy one of three
equivalent sublattices formed by the adsorption sites.
In the present work, we have been interested in the
possibility of different types of commensurate
solids'>' !¢ appearing in the same phase diagram,'’
with intervening structural transitions.'?

The basal surface of graphite presents a triangular
array of preferred adsorption sites, which are the
centers of the carbon hexagons. For an adsorbate
such as xenon, the minimum in the adatom pair po-
tential'® occurs near the separation of third-neighbor
sites (Fig. 1). At low temperature and chemical po-
tential, the adsorption lattice is essentially empty.
Simple ground-state analysis then indicates that as
the chemical potential (or, equivalently, the pressure
of the gas in the experimental container) is raised, a
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FIG. 1. (a) The hexagonal substrate forms a triangular lat-
tice of adsorption sites. The dashed, dotted, and solid circles
show the three sublattices. The neighbors of site 0 are con-
secutively numbered. (b) The Lennard-Jones potential of
xenon on graphite (Ref. 19), with 1—=5Sth-neighbor separa-
tions indicated.
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solid with a 2 x 2 unit cell [Fig. 2(a)] appears® by a
first-order transition. As the chemical potential is
raised further, a structural phase transition takes
place, in which this 2 x 2 solid is squeezed into a
denser solid with a v3 x /3 unit cell [Fig. 2(b)]. Of
interest is the finite temperature behavior of this sys-

tem.
Our calculation is composed of two distinct parts.

A lattice gas is considered, with general further-
neighbor interactions and nearest-neighbor exclusion,
which is appropriate for adsorbates on graphite with
hard cores comparable to or larger than that of kryp-
ton.% In a prefacing transformation,?' this Hamiltoni-
an is mapped onto a Hamiltonian with somewhat
more complicated local degrees of freedom coupled
by nearest-neighbor interactions. The ground states
of the original system are preserved.?? The latter sys-
tem is analyzed using a renormalization-group
method. 224

As shown in Fig. 2(a), the triangular lattice of ad-
sorption sites can be decomposed into four equivalent
sublattices, one of which is preferentially occupied in
the 2 x 2 solid. The adsorption lattice can also be
decomposed into three equivalent sublattices, one of
which is preferentially occupied in the V3 x +/3 solid
[Fig. 2(b)]. By grouping 12 neighboring sites into a
new supersite (Fig. 3), the original system with

FIG. 2. (a) The triangular lattice can be decomposed into
four equivalent sublattices. The dark circles represent the
occupied sites of a perfect 2 x 2 solid. (b) The triangular lat-
tice can also be decomposed into three equivalent sublat-
tices, leading to a V3 x /3 solid.

FIG. 3. Group of 12 lattice-gas sites, underlying a single
supersite in the prefacing transformation.

further-neighbor couplings is transformed into a ther-
modynamically equivalent system in which all impor-
tant couplings are nearest-neighbor between super-
sites. The symmetries of the eight ground states
(empty, 2 x 2 solid which is fourfold degenerate, and
V3 x /3 solid which is threefold degenerate) are
preserved, and each ground state corresponds to a
ferromagnetic alignment of the variables at the super-
sites; i.e., each ground state has the same translation-
al symmetry as the lattice of supersites. This prefac-
ing transformation is made quantitative by a partial
trace of the original partition function, which is car-
ried out approximately. The resulting system can be
seen as composed of coupled?’ three- and four-state
Potts?® spins, and thermodynamic (annealed) vacan-
cies.2 Two characteristics of the new model, that all
essential couplings are nearest-neighbor and that all
corresponding orderings are ferromagnetic, make it
particularly amenable to an approximate, Migdal-
Kadanoff-type renormalization calculation.?”?® The
corresponding renormalization trajectories are in a
space of seven thermodynamic fields.

A variety of phase diagrams is obtained, as the di-
ameter o of the Lennard-Jones potential which deter-
mines the lattice-gas interactions is scanned from 1.4
to 1.9a, where a is tlle lattice constant of the adsorp-
tion sites (a =2.46 A in basal graphite). The method
is quite generally applicable. Thus, a somewhat dif-
ferent sequence of phase diagrams is obtained for a
lattice gas with nearest-neighbor exclusion and
second,- third-, fourth-neighbor interactions only.
These phase diagrams variously exhibit first-order
structural transitions between the two solids, first- or
higher-order melting transitions between one solid
and a fluid, and first-order liquid-gas transitions.
Multicritical points, critical end-points, and liquid-gas
critical points are encountered. A bicritical topology
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is approached as the limit of the latter phase diagram
sequence. We also report a solid-liquid-gas triple
point, which, to our knowledge, has not been ob-
tained in any previous renormalization theory. In
certain phase diagrams, the 2 X 2 solid occurs at finite
temperature, but not at zero temperature.

Recent x-ray-scattering results?’ indicate that the
commensurate solids of xenon submonolayers on
graphite are preempted by an incommensurate solid.
Since we cover a rather large range of potentials, our
results could be useful to other experiments, either
in physisorption, or in chemisorption. For systems
such as physisorbed xenon which exhibit incommens-
urate phases not taken into account here, our phase
diagrams can be considered the outer limit for com-
mensurate ordering. We make contact with the
phase diagram of methane physisorbed on graphite,
as deduced from neutron scattering, which has both
commensurate and incommensurate solids,*° as well
as distinct liquid and gas phases in coexistence.’!
This leads to the suggestion that the effective hard-
core radius of methane is increased by adsorption. In
chemisorbed systems, on the other hand, ordered
phases are commensurate, and structural transitions
between such phases have been reported from low-
energy electron diffraction (LEED) experiments.3? 3
Specifically, we obtain a phase diagram very similar
to that measured*® for oxygen on nickel (111), with
both 2 x 2 and /3 x /3 structures.

The structural phase transitions obtained here are
difficult to study by computer experiments. Since the
two solid phases have lattice constants of 2a and
V3a, the transition requires a rearrangement of an
entire domain. Thus, in Monte Carlo simulations we
have performed, severe metastability problems were
encountered.

II. METHOD

Figure 1 shows the triangular array of preferred ad-
sorption sites on the basal surface of graphite. Each
site is either empty or occupied by a single adatom.
The exact form of the interaction between adatoms is
not well known. In physisorption, it can be
presumed that this interaction is not much different
than in a three-dimensional gas, since the van der
Waals force causing adsorption is too weak to affect
much the internal electronic structure of an adatom.
Thus, previous experimental data on noble gases has
been analyzed in terms of a Lennard-Jones pair po-
tential,

V(r)=4el(a/r)2=(a/r)°] . (1)

vielding a diameter o indistinguishable from three di-
mensions, and a well depth € about 20% shallower
than in three dimensions.® ' Accordingly, our main

reported results are for a lattice gas with Hamiltonian
X)) =3Jm 3 mimj—pdn . 2)
m i) py i

where 7, =0(1) when site / is empty (occupied),

(ij ) m indicates summation over mth-neighbor pairs
of sites, and u is the chemical potential. A Len-
nard-Jones potential [Eq. (1)] determines the potential
energies J, of two adatoms at mth-neighbor sites

Cid ) ms
In=V(T,—-T,]) . 3)

where T is the position of site i. We study a se-
quence of systems by varying o from 1.4 to 1.9a,
where a is the nearest-neighbor separation. This
range of o values gives systems with effective
nearest-neighbor exclusion and favorable further-
neighbor interactions, which is appropriate for adsor-
bates on graphite with hard cores comparable to or
larger than that of krypton. The nearest-neighbor ex-
clusion is not essential to our method, but simplifies
the computation, as seen below. In fact, our ap-
proach is applicable to general further-neighbor pair
interactions, without the restriction of Eq. (3), and to
triplet and other many-particle interactions. Thus, we
also report results for a sequence of systems obtained
by varying J3/J,, with J, positive infinite (hard-core
exclusion), J4 equal to 0.3J3, and all othey J,, equal
to zero. These systems, being more accessible to
Monte Carlo simulation,** could provide the possibili-
ty of direct comparison between the two methods.
Furthermore, we discover that, by changing the
parametrization of further-neighbor interactions, new
types of phase diagrams are encountered.

As mentioned in the previous section, we expect to
derive the ordered arrangements of the v3 x /3 and
2 x 2 commensurate solids, depicted in Figs. 2. By
symmetry, a transition from a disordered lattice gas
to these ordered phases should be'>'!® in the univer-
sality classes of the two-dimensional three- and four-
state Potts models,?® respectively. Classical mean-
field theory fails qualitatively by predicting first-order
phase transitions for these Potts models, contrary to
rigorous results.”® On the other hand, renormaliza-
tion theory has been successful in this regard.*® It is
rather difficult, however, to carry out a renormaliza-
tion calculation directly on the systems given by Eq.
(2), because of the further-neighbor interactions and
the antiferromagnetic ordered states. Therefore, a
prefacing transformation is used.2

Consider the group of 12 lattice-gas sites shown in
Fig. 3. The four sites of a diamond are a unit cell of
the 2 x 2 solid. Three such diamonds are taken to-
gether, to accomodate the structure of the V3 x /3
solid. From this group of 12 sites, a single local unit
is constructed, and calied a supersite. This is the
basis of the prefacing transformation. The sites
throughout the entire lattice gas are separated into
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groups of 12, and each group becomes a single super-
site. The supersites form a triangular lattice. Both
the 2 x 2 and /3 x /3 solids have ferromagnetic
representations in the supersite system.

In terms of lattice-gas states (each site empty or
occupied), each group of 12 sites has 2'2 configura-
tions, but nearest-neighbor exclusion allows only 134
of these to occur. Eight states are distinguished for
each supersite, and labeled with the occupation vari-
ables rand 1, and with the Potts variables s and §.
These are the states of empty (r =7 =0), preferen-
tially occupied in one of the four sublattices of the
2x2solid (r=0, r=1,and §=4, b, ¢ or d), or pre-
ferentially occupied in one of the three sublattices of
the V3 x V3 solid (=0, r=1, and s =a, b, or ¢).
These eight structures can be discerned in the 134
lattice-gas configurations. Thereby, each lattice-gas
configuration is associated with supersite states,
essentially by a majority rule.?* This is made precise
with a projection operator, P(1,s,1,5;
nny ..., ni12}), which is nonzero if the arguments
satisfy the association.

The assignment of the 134 lattice-gas configura-
tions to the eight supersite states is done by a double
majority rule.’” For each lattice-gas configuration,
first a choice is made between the empty or occupied
supersite states, then a choice is made between the
various alignments of the occupied state. Note that S
is the maximum number of adatoms in the group of
12 sites. A configuration having zero or one adatom
is assigned to the empty supersite state. A configura-
tion having two or more adatoms is assigned to the

occupied (7 +7=1) supersite states. Among the
seven occupied supersite states, a majority rule* is
used. The configuration is assigned to the state with
the largest occupation in the corresponding sublattice.
When there is a tie between a 2 X2 and a V3 x /3
sublattice, assignment is to the 2 x 2 state, because a
smaller number of adatoms is necessary to accom-
plish the 2 x 2 structure. When there is a tie between
sublattices of the same structure, the configuration is
shared among the corresponding states. The projec-
tion operator has the value of 1/(number of recipient
supersite states).

The Hamiltonian of the supersite system is deter-
mined by a partial sum of the partition function of
the lattice gas, using the projection operator:

oS EH/KT 3 e XM (4)

I1P.(tsisitn )

nh |y

where the product is over all supersites. The partition
function is conserved under this prefacing transfor-
mation,

7 = 2 e—ﬂc(n)/kT =

e—JC(l,x.f,f. )/kT ) )

{(n) 65,05}

Unfortunately, Eq. (4) cannot be performed exactly.
We therefore resort to a two-cell approximation.* A
quasiperiodic boundary condition is used, realized by
surrounding each cell with six replicas of the other,’

6
exp(—6Jq,j,/kT) =l l % ' P.P, exp‘— Sac:({n b dn }j,)/kT , 6)
n - niy 4

where the 7 sum is over the six possible lattice directions between the nearest-neighbor supersites i’ and j'. The
supersite Hamiltonian JCi,j, from Eq. (6) is translationally averaged, i.e., averaged over the 12 distinct ways of

constructing supersites from the original lattice gas. [The quasiperiodic boundary condition in Eq. (6) is
equivalent to rotational averaging.] A nearest-neighbor supersite Hamiltonian results,

JC(T,S,;,.;)= 2 3C'.,j: ,
(',

_Jci,j,//\'T=(K|8, s, +K2)rl_,rj, +K3(r’_,+rj,) +(K48;
ij i’

where i’ labels supersites, (i’j’), indicates summa-

tion over pairs of nearest-neighbor supersites,

8 s, =1(0) for s’,,=sj,(s[, = sj,), and the interaction
i'J

constants K, are functions of the lattice-gas parame-
ters,

Ky=K,({J /KT }, u/kT) . (8)
The first two terms in Eq. (7b) describe a three-state

(7a)

i +K5)rl_,rj,+K6(rl,, +1) + Kt 1) + Ky

J

(7b)

f

Potts model with thermodynamic vacancies,? also
called a three-state Potts lattice gas (P;LG). The
next two terms describe a four-state Potts lattice gas
(P4LG). The fifth term couples P;LG and P,LG.
The last term is an additive constant. This completes
the prefacing transformation.

The statistical mechanics of the supersite problem
is done by a renormalization method.?*?* A Migdal-
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FIG. 4. Migdal-Kadanoff transformation for the triangu-
lar lattice. The length rescaling factor here is b =2.

LJ diameter/site separation, o/a

o

™

N
o
T

Kadanoff-type?’ 2 bond-moving approximation for
the triangular lattice (Fig. 4) is used, which is
described elsewhere.? Renormalization trajectories
are in the seven-dimensional space of

{Ki.K,, ...,K;7). The techniques for obtaining glo-
bal phase diagrams are detailed elsewhere.’’ The new
aspect here is that the first performed transformation
is prefacing (restructuring), instead of renormaliza-
tion (rescaling). It may be worthwhile to exhibit one
relation of this first transformation. Let ¢, and ¢,
be the densities conjugate to J,, and K,, respectively,
in the lattice-gas and supersite systems:

__kT 8
Um= YA InZ ,
9)
pu=298 1z
N 3K,

where N is the number of lattice-gas sites, and there-
fore —llz—N is the number of supersites after prefacing.

Let us define Jo= u, the chemical potential, so that
Yo = n is the coverage, i.e., the number of adatoms
per adsorption site. From the chain rule,

9K,
0/

8
Um=—5kT 3 &, (10)

u=1

which is used in the calculation of densities.
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FIG. 5. Exact zero-temperature phase diagrams, the dashed lines indicating first-order phase transitions. (a) The Lennard-
Jones lattice gas. The zero-temperature intercepts of Figs. 6(a),6(i),6(k) are shown by the circles. This diagram is reproduced
by our calculation, indistinguishably on this figure. (b) The (J,./3.J4=0.3/,) lattice gas. This diagram is reproduced exactly by

our calculation.
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III. RESULTS
A. Global phase diagrams

Our method yields phase diagrams for a variety of
interatomic potentials. This is demonstrated here
with two specific sequences. One sequence is of a
Lennard-Jones lattice gas, as defined by Eqgs.
(1)=(3). In this case, up to 20th-neighbor couplings
participate in our approximate prefacing transforma-
tion. The sequence is obtained by changing o/a, the
ratio of adatom diameter to site separation, from 1.4
to 1.9. The other sequence is of a lattice gas with
nearest-neighbor exclusion and only J,, J3, and
J4=0.3J, nonzero. The ratio J3/J, is varied between
0.3 and infinity, so that the 2 X 2 structure goes from
being less favored to being heavily favored by the in-
teractions. We shall refer to this sequence as the
(J3,J3,J4=0.3J,) lattice gas. The global phase di-
agrams occur in the space of temperature (k7 /e,
kT/J;), chemical potential (u/€, u/J;) or fraction of
sites occupied (coverage n), and potential range
(o’/a,./g/./z).

Exact zero-temperature phase diagrams are easily
obtained by ground-state analysis. They are shown in
Figs. 5. Our prefacing-renormalization procedure
reproduces the exact zero-temperature phase diagram
of the (/,,J3,J4=0.3/,) lattice gas, because the pref-
acing transformation takes into account all of the in-
teractions entering the ground states, and the
Migdal-Kadanoff renormalization transformation be-
comes self-consistent in the strong coupling lim-
it.27-28.38 Our procedure reproduces very accurately
the zero-temperature phase diagram of the Lennard-
Jones lattice gas. For example, the zero-temperature
intercepts of Figs. 6(a),6(i),6(k) are shown as data
points in Fig. 5(a). Thus, in this figure, our calcula-
tion is indistinguishable from the exact curve. This is
because the prefacing transformation takes into ac-
count all important interactions. At infinite tempera-
ture, the problem reduces to the hard-hexagon sys-
tem, and we obtain a second-order transition at den-
sity n =0.283 and chemical potential u/kT =2.59, to
be compared to previous best estimates®® of n
between 0.275 and 0.280 and u/kT between 2.39 and
2.42. This also suggests that our chosen projection
operator in prefacing is a sensible one, since this er-
ror in chemical potential is comparable in magnitude
to and in the same direction as the errors for K,
from the renormalization-group calculation (Table I).

Finite-temperature phase diagrams are obtained as
cross sections of the global phase diagram at constant
interaction potential. At finite temperatures, com-
mensurate domains deviate from their ideal coverage
values, n = ¢ and % for 2 x2 and V3 x /3, by ac-
commodating vacancies.**® These phase diagrams are
displayed in Figs. 6 and 7 (temperature versus chemi-
cal potential on the left side and correspondingly tem-

perature versus coverage on the right side), and dis-
cussed below, including their relation to experimental
results for methane on graphite and oxygen on nickel.

B. Lennard-Jones lattice gas

(i) Figures 6(a) and 6(b) for o/a = 1.6300. The
phases which appear are the V3 x /3 solid and a
two-dimensional fluid, the latter having equivalent
occupation of all sublattices. This type of phase di-
agram is encountered down to o/a =1.4. The phase
diagrams here and in Sec. III B (/i) below have the
topology exhibited by krypton (o/a =1.46) and ni-
trogen (o/a =1.50) adsorbed on basal gra-
phite.>'%23 The solid and the fluid are separated by
first-order phase transitions at low temperatures,
which is seen as a boundary line in the temperature
versus chemical potential diagram, and as a coex-
istence region in the temperature versus coverage di-
agram. The V3 x /3 solid and the fluid are separated
by a line of higher-order (continuous) phase transi-
tions at high temperatures. The higher- and first-
order transitions meet at the multicritical point M.
In the region marked as V3 x V/3, actually 3 degen-
erate, but distinct V3 x /3 solids coexist, each corre-
sponding to the preferential occupation of one of the
three sublattices a, b, and c¢. These become critical at
the higher-order line, which is therefore a line of tri-
critical points. The three V3 x /3 solids obey a
threefold permutation symmetry,'’ and, indeed, the
higher-order line renormalizes onto an explicitly
three-state Potts fixed-point Hamiltonian. The three
V3 x /3 solids and the fluid coexist along the first-
order boundary in Fig. 6(a), and, equivalently, within
the coexistence region in Fig. 6(b). These four
phases achieve criticality at the multicritical point M,
which can therefore be called a fourth-order point.
This point is further discussed below. As o/a is in-
creased, this type of phase diagram is still encoun-
tered, but a large segment of the boundary between
the fluid and the coexistence region becomes very
flat, i.e., occurs at nearly constant temperature.® %3

(ii) Figures 6(c) and 6(d) for o/a =1.6455. These
two phase diagrams are topologically equivalent to the
previous two, but two important differences should
be noted. First, new structure occurs in the coex-
istence boundary. As seen from Fig. 6(d), the coex-
istence region is composed of a large low-temperature
portion terminating at the flat boundary with the
fluid, and of a smaller narrower cap terminating at
the multicritical point M4. In terms of renormaliza-
tion theory, these two portions are the domains of at-
traction of two separate first-order fixed points. In
between passes the domain F,4 of another, unstable
first-order fixed point, which, when o/a is further in-
creased, splits into a solid-liquid-gas triple point and a
liquid-gas critical point. Second, the multicritical
point M4 renormalizes to a different fixed point than
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FIG. 6. Calculated phase diagrams of the Lennard-Jones lattice gas. First- and higher-order phase transitions are indicated by
dashed and full lines, respectively.
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M, above, and, within our approximation, M4 and
M, appear to be in different universality classes. For
example, the coexistence boundary is cusped at My,
but rounded at M4. Equivalently (Sec. III D), in the
temperature versus coverage diagrams, the higher-
order line reaches M, with finite slope, but M4 with
zero slope. The universality class of a multicritical
point should be determined by the comparative prop-
erties of the phases whose coexistence terminates at
the multicritical point. Indeed, the coexistence re-
gions below M, and M, are different. The coex-
istence region terminating at M, renormalizes to the
same fixed point as the low-temperature portion of
the coexistence region in Fig. 6(d). The difference
between M, and M, is further pursued in Sec. [II D
below.

(iii) Figures 6(e) and 6(f) for o/a =1.6460. By the
mechanism mentioned above, the liquid-gas critical
point C and the solid-liquid-gas triple point 7 have
appeared. Like the fluid in the previous phase di-
agrams, the liquid and the gas have no preferential
sublattice occupation. They differ from each other
with respect to density.? For example, within the
liquid-gas coexistence region, two types of domain
coexist, one dense and the other dilute. These phase
diagrams have the topology of phase diagrams com-
monly exhibited by three-dimensional materials, ex-
cept that the melting transition becomes higher order
at high temperatures. The multicritical point is still
M, which will persist in all subsequent phase di-
agrams we present for the Lennard-Jones lattice gas.
The liquid valley at coverage n 2% can be interpret-

ed as a melted 2 X 2 solid, and is a precursor to the
appearance of this solid.

(iv) Figures 6(g) and 6(h) for o/a = 1.6465. At this
value of the Lennard-Jones diameter, the third-
neighbor interaction is sufficiently strong to produce
a 2 X 2 solid phase, first appearing at finite tempera-
ture in the region which was the liquid above to the
triple point in the previous phase diagram. In this
phase diagram, the 2 x 2 solid terminates at low tem-
perature at the eutectic point U of V3 x /3
solid—2 X 2 solid-gas coexistence. The 2 x 2 solid is
separated by first-order phase transitions from the
V3 x /3 solid and from the gas. It is separated from
the liquid by a line of higher-order phase transitions.
Within the 2 x 2 region, 4 degenerate, but distinct
solids coexist, each preferemial_ly occupying one of

the four sublattices &, b, ¢, or d. These obey a fourfold

permutation symmetry.'® The higher-order transition
line renormalizes onto a four-state Potts fixed-point
Hamiltonian. This line is preempted by first-order
transitions at the critical end-points £4 and E,.
Among the variety of constant coverage scans
featured in Fig. 6(h), one at the fixed coverage of

n 5_% shows, as temperature is lowered, the coex-
istence of V3 x +/3 solid and liquid, followed (after
narrow temperature intervals of single liquid and sin-

gle 2 x2) by the coexistence of 2 X 2 solid and gas,
followed by the coexistence of v/3 x +/3 solid and gas.
The variety of distinct regions in Fig. 6(h) is reminis-
cent of intercalation systems.*® The relation of Fig.
6(h) to methane physisorbed on graphite is discussed
in Sec. II1 E below.

(v) Figures 6(i) and 6(j) for o/a =1.6800. The eu-
tectic point has moved to zero temperature and has
disappeared. The 2 X 2 solid reaches zero tempera-
ture.

(vi) Figures 6(k) and 6(1) for o/a =1.7000. The
critical end-point £4 has moved to the tip of the
coexistence region and merged with C, resulting in
the multicritical point Ms. The liquid-gas transition
has disappeared. The multicritical point M5 is a
fifth-order phase transition point, since it terminates
a coexistence of the four 2 x 2 solids and the fluid.
The 2 x 2 solid deviates from its ideal coverage % on

the dilute side, by accomodating vacancies. On the
dense side, rather than accomodating interstitials, it
breaks up into domains in coexistence with the
V3 x V3 s0lid.** The relation of Fig. 6(1) to oxygen
chemisorbed on nickel is discussed in Sec. lII E
below.

When o/a =1.96, a V7 x /7 solid appears at zero
temperature [Fig. 5(a)]. Since this type of ordering is
not projected in our prefacing transformation, the
present treatment does not apply for o/a > 1.9.

C. (Jy,J3,J4=0.3J,) lattice gas

This sequence of systems is obtained by varying
J3/J,, with J| positive infinite (hard-core exclusion)
and J,,J3,J4=0.3J, negative (favorable). Fifth- and
further-neighbor interactions were set to zero. These
systems are more accessible to Monte Carlo simula-
tion,>* and it is hoped that direct comparison between
the two methods can be achieved. (However, Monte
Carlo simulations which we have performed have had
severe problems of hysteresis in the structural phase
transition between the 3 x v/3 and 2 x 2 solids, since
the entire lattice must rearrange.)

Our quantitative results are given in Figs. 7. The
qualitative difference between the Lennard-Jones lat-
tice gas and the (J,,J3,J4=0.3J,) lattice gas*is seen
in the phase diagrams between Figs. 6(b) and 6(g),
on the one hand, and Figs. 7(b) and 7(i), on the oth-
er hand. In the Lennard-Jones case, as the range of
interaction (o/a) is increased, the multicritical point
M, splits into the multicritical point M4 and the un-
stable first-order point F4. At that stage, a narrow
cap occurs on the high coverage side of the solid-
fluid coexistence region. Upon further increase of
the interaction range, a liquid-gas coexistence region
is started at the low coverage side of the cap, when
F4 splits into the triple point T and the critical point
C. In the (/,,J3,J4=0.3J;) case, again as the range
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of interaction (J3/J,) is increased, the multicritical
point M, splits into a liquid-gas critical point C(3) and
a critical end-point E3. Then, C3) splits into another
liquid-gas critical point C () and an unstable first-
order point F,. In this case, the liquid-gas coex-
istence region has a narrower cap on the low cover-
age side and a broader base at lower temperatures,
separated by F,, and each flowing to its own first-
order fixed point. The underlying mechanism is that
our system reduces to an ordinary lattice gas in two
ways, namely either via P3LG with K, of Eq. (7b)
dominant, or via P4LG with K5 dominant. Neverthe-
less, the corresponding fixed points C{3) and C4) are
algebraically equivalent and both in the Ising*'
universality class. The small (0.1% and 1.0%) differ-
ence between their exponents given in Table I is due
only to the approximate nature of our renormaliza-
tion. Accordingly, the liquid-gas critical points are
denoted in Figs. 6 and 7 without the superfluous sub-
script.*? As J3/J, is further increased, a solid-liquid
coexistence region is started at the high coverage side
of the cap, when F, and E3 come together and
separate off as the multicritical point M4 and the tri-
ple point T.

It should be recalled that the Lennard-Jones lattice
gas and the (J,,J3,J4=0.3J,) lattice gas determine
two different sequences of two-dimensional surfaces
(Figs. 6 and 7) within the seven-dimensional phase
diagram of the coupled Potts models [Eq. (7)] to which
renormalization is applied. The special points of Figs.
6 and 7 actually occur as five-dimensional hypersur-
faces. These meet at four-dimensional hypersur-
faces, which include points isolated between the
phase diagrams of Figs. 6 and 7 (e.g., the isolated
point where M, splits into E3 and C), and occurring
differently in the two sequences. The effect of one
such isolated point is seen in Fig. 7(1). The multicrit-
ical points M5 in Figs. 6(k), 6(1) and 7(k), 7(D) re-
normalize to the same fixed points Ms (see Table I)
and, thus, have the same critical exponents. Specifi-
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cally, as reflected in the exponent B84 =1.29 being
greater than one, the coexistence boundary should
not be flat at M5 and the higher-order line should
reach M with nonzero slope (Sec. Il D). Whereas
these expectations are satisfied in Fig. 6(1), they
seem violated in Fig. 7(1). The reason is that the
J3/J,=1.3 value is very close to that of the isolated
point occurring between Figs. 7(i), 7(j) and 7(k),
7(1), where E4 and C merge into Ms. The renormali-
zation trajectory originating at Ms in Figs. 7(k), 7(D)
flows very close to, and, therefore, undergoes many
iterations near the triply unstable fixed point of this
isolated point, before continuing on to Ms. The
coexistence boundary exponent of the triply unstable
fixed point is B24=0.15, which is less than one,
meaning a flat boundary and a zero slope of the
higher-order line. Thus, Fig. 7(1) exhibits a cross-
over phenomenon, by depicting the effects of the
close proximity of another universality class at

J3/J, <13.

The topology of Figs. 7(k), 7(1) persists to all
higher J3/J, values. Figures 8 show the limit of this
sequence, J3/J; = oo, which is equivalent to a lattice
gas with Jy =00, J3 <0, and all other interactions
zero. The higher-order of 2 x 2 ordering has
developed a maximum. The end-point E; (terminat-
ing the higher-order line of 2 x 2 ordering) and the
multicritical point M4 (terminating the higher-order
line of V3 x/3 ordering) have considerably ap-
proached each other, but have not merged into a bi-
critical point.*> On the scale dictated by the tempera-
tures at which these special points occur, the phase
diagram would effectively exhibit a bicritical topology,
but the blowup in Fig. 8(a) reveals the true structure.
This is very similar to the effective, but not true, tri-
critical phase diagram obtained** for the two-
dimensional XY model, again using the Migdal-
Kadanoff procedure. The further inclusion of un-
favorable second-neighbor interaction does not quali-
tatively change the picture of Figs. 8.

2.23 2.23
. (a) (b)
.Y .
3 fluid 33 o M
i (A - LN
s 2.201 | 1F 7 ™ +2.20
.g V33 : // V3%/3 + fluid \\
3 , / \
qé-)- Eq: px2 / \\2!2
"ot ! ar V33212 [ P31
1l 1 ] 1 1
10 9 8 7030 028 0.26 0.24

Chemical potential, x./|J3|

Coverage, n

FIG. 8. Detail of the phase diagram for a lattice gas with J; =oo. J3 <0, and all other J,, zero. This is equivalent to
J3/J5 = oo, the limit of the sequence of Fig. 7. The regions of the phase diagram not shown here are qualitatively as in Figs.

7(k), 7(1).
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D. Critical exponents

The fixed-point locations and relevant (i.e., posi-
tive) eigenvalue exponents for the higher-order tran-
sitions are given in Table I. Comparison with
rigorous*"-45:%6 or conjectured*’-*¢ exact values, given
in parentheses, shows that the smallest relevant ex-
ponenets y4 have errors ranging from —22% to
—41%. The leading exponents y,, on the other hand,
are remarkably accurate. This accuracy trend has
been noted*”? in position-space renormalization treat-
ments of two-dimensional systems. The exponents
y, correspond to singularities observed upon ap-
proaching the phase transition from a direction which
is not parallel to the phase coexistence direction. The
fixed points of first-order transitions have an ex-
ponent equal®® to the dimensionality, y,=2. The
fixed points of the triple point T and the eutectic
point U have two such exponents equal to the dimen-
sionality. The fixed points of the end-points®’ have
the exponent y4 exactly equal to that of the transition
line which is terminated, so that no new singularity is
introduced. They also have another unstable direc-
tion, with y, =2, characteristic of first-order transi-
tions.

We had mentioned the occurrence of two types of
multicritical points, M4 and M4, terminating the
higher-order phase transitions between the V3 x V3
solid and the fluid. It could well be that this dif-
ferentiation is an artifact of our approximate renor-
malization procedure. This would be suggested by
general consideration of the topology of the phase di-
agram and the symmetry of the phases. Neverthe-
less, the contrast between M4 and My is intriguing,
and we would like to pursue it somewhat further.
The exponents y, of M4 and M4 differ by an amount
significantly larger than our error for such leading ex-
ponents, estimated from comparison with the exact
values given in parentheses in Table I. Both M, and
M, terminate the coexistence of three degenerate
solids and one fluid. However, at least with respect
to density, the coexistence region below M, comes
within a few precent of achieving a fourfold sym-
metry.2 For example, M, occurs at coverages very
close to % of a perfect V3 x +/3 monolayer, whereas

M occurs at higher coverages.

If a (¢ =3)-state Potts transition, which is the type
of the transition between the v3 x +/3 solid and the
fluid, were perturbed along a marginal direction
which is suggested by rigorous work,?’ the resulting
line of higher-order transitions would scan effective
values of ¢ until joining first-order transitions at®> ex-
actly ¢ =4. Our renormalization is not expected to
yield the corresponding line of fixed points, but the
topology could be approached. Indeed, by our es-
timated accuracy, the M4 exponents y, =1.489 and
y4=0.230 are consistent with the exact values
y,=1.5 and y4=0 demanded by the above scenario.

Furthermore, the M, exponents are closer to the ex-
ponents of Ms, another four-state Potts terminus?®
obtained approximately in our calculation, than to the
exponents of M4. On the other hand, the point M,
has its leading exponent y; in agreement, within our
accuracy, with the conjectured’® exact multicritical ex-
ponent of the three-state Potts lattice gas, and with
the approximate multicritical exponent of krypton on
graphite, obtained in a larger renormalization calcula-
tion.?

The measurement of critical exponents can confirm
the higher-order melting transitions of commensurate
solids exhibited in our phase diagrams. The precise
values of these critical exponents are obtained from
the exact (rigorous*"** or conjectured*’%%) thermal
eigenvalue exponents y, and y4, and from the mag-
netic eigenvalue exponent y, = -'% The latter value

appears to be correct for all discrete-spin models in
two dimensions.*? Experimentally accessible prop-
erties are the specific heat,”™® the coverage®® n, and
the density difference!®~'* n, — n, between two sub-
lattices. The respective critical exponents
a=2-d/y;, Bn=1—a=(d—y,)/y, and

Bi12=(d —y,)/y, describe power-law singularities, as
functions of thermodynamic fields such as tempera-
ture 7 or chemical potential u. (In these relations, y,
represents the leading thermal exponent, so that the
entry under y4 in Table [ should be used when there
is no y;.) For example, for constant 7 and u, respec-
tively,

"’22 ["12 )

iﬂ-“ll-o
| T — Tl

|M_l1-0

[n —no| ~
I X

Ng — Ny B3

(an

Along the melting lines of the v/3 x v/3 and 2 x 2
solids (a=1— By, B13) should be (§,) and
(%.—,‘2—), respectively. Exponents measured for the
V3 x V3 melting agree with these values: a=0.36
+0.02 in helium on graphite® and 8;,=0.09 +0.03 in
krypton on graphite.!! At the multicritical point M
of the /3 x +/3 solid, these exponents®® should be
(%,-%). At the multicritical point Ms of the 2 x 2
solid, they should have the same?®® values as at the
corresponding melting line, given above. Another
exponent is defined at a multicritical point, B4

=(d —y,)/ya, for the shape of the coexistence boun-
dary,

[n(solid) —n (fluid) 1, ~ (To—=T)" . (12)

An exponent B4 smaller (larger) than one corre-
sponds to a flat (cusped) coexistence boundary, as at
M, (as at M, and Ms). The same exponent applies
to the coverage along the higher-order line close to
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the multicritical point. Thus, B4 <1 corresponds to
a higher-order line in (n, T) space reaching the mul-
ticritical point with zero limiting slope dn/dT. For
B24 > 1, the nonsingular background dominates the
coverage, and the limiting slope is nonuniversal and,
in general, nonzero. [See Sec. lIIC for a discussion
of crossover effects in Fig. 7(1).]

E. Experimental phase diagrams

First, words of caution are appropriate. The quan-
titative error in our phase diagrams due to the ap-
proximate renormalization, estimated from compari-
son with the exact K, in Table I, seems to be 10 to
15% (see also the zero- and infinite-temperature lim-
its in Sec. IIl A). Because the phase diagrams change
rapidly in the region where J; and J; are close to
equal, they are very sensitive to the specific values of
the coupling constants. Thus, a small error of the
prefacing could have important effects on the loca-
tion of a given type of phase diagram. Further, a
more careful treatment of physisorption problems re-
lies on an averaging® over all positions within the
cells of the periodic substrate potential, yielding
temperature-dependent lattice-gas couplings, J,,(T),
which could be affected by about 10%. It appears
that the finite-size effects of the experimental sys-
tems, with heterogeneous boundary conditions,’® ex-
tend the regions of effective coexistence.® All of
these effects will quantitatively distort the global
descriptions presented here. More importantly, our
present procedure discards, within the partition sum,
structures of the adsorbate incommensurate to the
substrate.’® We obtain commensurate ordered struc-
tures, which could be preempted by incommensura-
tion in real systems. This seems to be the case for
xenon on graphite, for which the Lennard-Jones po-
tential'® (o/a =1.68) suggests a 2 x 2 solid, whereas
x-ray scattering has shown incommensuration.?

Neutron scattering from submonolayers of
methane physisorbed on graphite indicates the coex-
istence of a V3 x /3 solid and a gas at low tempera-
tures,?° the coexistence of an expanded incommensu-
rate solid and a gas at intermediate temperatures,*°
the coexistence of a liquid and a gas at higher tem-

peratures,’' and finally a single hypercritical fluid at
the highest temperatures.’' The boundaries between
these four regions seem to occur at constant tempera-
ture. If, based on the information on physisorbed xe-
non,?® one postulates that the 2 X 2 solid is preempt-
ed by incommensuration, the above picture is repro-
duced by the low coverage portion of our Fig. 6(h)
(o/a =1.6465). Further, the experimental boun-
daries®®3! are approximately at kT/e=0.34, 0.48, and
0.59, where we used the Lennard-Jones well depth?!
of e=122 K. These values generally agree with Fig.
6(h), and can be more accurately reproduced by fine
tuning our initial potential. This qualitative compari-
son suggests that, unlike the monatomic noble
gases,®!° adsorbed methane has a larger effective
hard-core diameter than the bulk value’' which is
o/a =1.55. Presumably, the attraction of the carbon
atom to the substrate distorts the surrounding hydro-
gen tetrahedron.

Finally, Figs. 6(1) and 7(1) [as well as Fig. 8(b)]
should be compared with the phase diagram of oxy-
gen chemisorbed on nickel (111), recently studied by
low-energy electron diffraction.?* The latter work has
determined a region of 2 x 2 solid, with and without a
coexistent fluid, in encouraging qualitative agreement
with our results. Namely, this experimentally deter-
mined region terminates with a flat boundary at low
coverages, and, at higher coverage, a narrow "neck"
extends to high temperatures. Further, at still higher
coverage, a V3 x /3 solid is detected, again in quali-
tative agreement with our results. The microscopic
description of oxygen on nickel (111) is quite similar,
but not identical to our starting models. Thus, we
hope that a technical modification of our method
would make contact with a rich structure revealed by
LEED and Monte Carlo work.?
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FIG. 3. Group of 12 lattice-gas sites, underlying a single
supersite in the prefacing transformation.



