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The technique of semiclassical approach is extended to deal with the correlation functions in a
sine-Gordon system and a ¢* system in the 1 +1 dimension. The present analysis justifies, to a
large extent, the results obtained within the ideal-gas phenomenology. The role of breathers in

the sine-Gordon system is clarified.

I. INTRODUCTION

In a series of papers'™ (referred to hereafter as I,
I1, and III), we have developed the quantum statisti-
cal mechanics of the one-dimensional system with
discrete symmetry.* In particular, making use of the
method of functional integral, we have calculated the
expression of the free energy and the soliton (or
kink) density within the semiclassical approximation.

The purpose of this paper is to extend the above
analysis to other thermodynamical quantities as well
as to the dynamical correlation functions. The latters
reveal most clearly the important role played by kinks
(or solitons) in these systems. Furthermore, the
dynamical correlation functions are of particular in-
terest, since they are accessible by inelastic neutron
scattering experiments, for example.

II. GENERAL FORMULATION

As emphasized before,' ™ the sine-Gordon ¢*, and
double quartic systems have degenerate ground
states. Then a soliton (or kink) is a Bloch wall
separating two different ground states. In calculating
the thermodynamic quantities, we can divide the
functional space into sectors, which are orthogonal to
each other (i.e., the super selection rule). In a
sine-Gordon system, the sectors are enumerated by
the topological charge N associated with a sector

N =Ns—Ns |, (1)

where Ng and N are the total numbers of solitons
and antisolitons in the sector, respectively; i.e., the
sector can be characterized by the soliton number.
The partition function of the sine-Gordon systems is
then written

Z=ff.D(¢>)exp[—J;ﬁHd7]= i Zy .,
N m=—o00
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where
Z =f3)_~(¢)exp[—f Hdr] 3)

and Dy(¢) is the functional integral over ¢ in the
Nth sector.

Then in the low-temperature limit [i.e., BEs >> 1,
where 8= (kgT)~!is the inverse of the temperature
and Es is the soliton energy (at T=0 K)], we can
neglect the interaction between solitons and between
soliton and antisoliton (i.e., the ideal-gas approxima-
tion).*3 In this limit, it suffices to calculate Zo and
Z,, since

Z_| = Zl (4)
and Zy’s are well approximated by

< 1 N+
= 7\ (Z )"
Zn Eo nt N +n)t ! (Z- (5)

With this approximation the thermodynamic potential
is given, for example, by'?

Q=00-28"" 3 ns(p) . (6)
4

where

ns(p) =Z,(p) z5* = F P! 7
Qo=—8"1nZ,, Q,(p)=—B7"InZ\(p), and p is the
momentum of the classical soliton. In deriving Eq.
(6), we have made use of Eq. (4); the soliton and the
antisoliton are identical as far as their thermodynamic
properties are concerned. The thermodynamic poten-
tial Qo and Q,(p) are calculated within the semiclas-
sical approximation in I, I, and III. Here it is worth
noting that by dealing with the difference Q,(p) — Q,
as the soliton contribution to €2, the present method
automatically includes the quantum correction of the
soliton energy at 7 =0 K,® and the proper "free-
energy sharing" at finite temperatures.*

4558 ©1980 The American Physical Society



21 QUANTUM STATISTICAL MECHANICS OF EXTENDED OBJECTS. IV. ...

More generally, the ensemble average of an ob-
servable Q(¢) is calculated as

@-2" 3 [ounowen(- [ mai .
®

Again in the low-temperature limit (8Es >> 1), Eq.
]

L/2

-L/2

@1 =21 [

where ¢s(x,p) is the classical solution of a soliton
with the velocity v(=dEs(p)/8p) at the position x
and the functional integral over ¢ is carried out
within the Gaussian approximation. In the above
transformation we have assumed implicitly

(@)1 (P) =(Q)u(p) . an

This is true for most of observables. An important
exception is, however, the soliton charge which van-
ishes identically in our model.

Perhaps it is important to point out, that if Q is a
local observable, (Q);(p) — (Q)q is of the order of
L~'. This cancels a factor L arising from the p sum-
mation

L

P

Expression (9) is therefore finite in the limit that L
tends to infinity.

In the following, limiting ourselves to a sine-
Gordon system and a ¢* system, we shall calculate
some thermal averages as well as the dynamical
correlation functions.

IIl. SINE-GORDON SYSTEM

As in I and II, we shall study the system described
by the following Hamiltonian:

H=L [ alwco+[2e]

mi(x) + o

2 2mé
——zmTiIl(cosg¢)+ ”;0] (13)
g

where 7(x) =09d¢/0¢and M is the generalized normal
product as defined in I. Before going into the calcu-
lation of correlation functions, we shall examine the
thermal average of cosg¢. Substituting Q =cosg¢
into Eq. (10), we obtain

1 fL/Z ~\p
(cosg)i(p) = Tdn® cosg ¢s(x,p) (cosg $)}

=(1—4/myL)(cosgd)o . (14)
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(8) is further simplified as
(0)=(0)+23[(0)1(p) = (Q)olns(p) , ©9)
/4

where (Q )y is the thermal average of Q in the soli-
ton free sector (N =0), and {(Q ),(p) is the one in
the sector with a single soliton with the momentum
p. More explicitly, (Q),(p) is given by

A A ] N
ix [D4s(up +D|0Gsxp) + D exp|- [ H@sxup +D ar)] . a0
I
where
y=(1 =) =[1+(p/Es)I'? (1s)

and we have made use of a classical solution of a sol-
iton with velocity v,

coslgds(x,p)1 =1—2sech?[my(x —vt)] . (16)

In Eq. (4), <Q(.‘£) )4 is the average with respect to
the fluctuation ¢ in the N =1 sector, and is approxi-
mated with that in the N =0 sector;

(A(d))=(4(8))o . an

which is appropriate in the weak-coupling limit G.e.,
up to the first order in g2).! Substituting Eq. (14)
into Eq. (9), we obtain

-, 2/41 ’
(cosg¢)=[£\-] * exp[—-&ifo(ﬁm)”l—iﬁsl ,
my 2 m

(18)

where A is the cutoff momentum, g'2[=g2(1 —g?/
8#) '] is the renormalized coupling constant, and
the total soliton density 75 and the function f4(2)
have been defined and evaluated in I.

In evaluating (Q )¢, we have assumed that the
functional space of the N =0 sector is covered in
terms of phonons (i.e., small fluctuations around the
ground state ¢ =0) as in I. Alternatively the N =0
sector is described in terms of breathers. We believe
that the second approach is more appropriate and ex-
act in the low-temperature limit. For example,
Dashen et al.® have shown that the phonons disap-
pear completely from the quantum field theory of a
sine-Gordon system. Rather the lowest breather
mode can be considered as the renormalized pho-
nons. Furthermore, we have shown in II that we
cannot count the phonons and the breathers as in-
dependent degrees of freedom, since in the weak-
coupling limit (g2 << 1) two alternative approaches
result in the same (Qy, which is consistent with the
exact result of the classical statistics of a sine-Gordon
system’ valid in the high-temperature region (i.e.,

T >> m). Inclusion of these two degrees of freedom
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destroys completely the above consistency.* This
suggests strongly that in the correct theory of the
sine-Gordon system no degrees of freedom should be
associated with phonons.

We shall remark here only that, within the breather
approach the function %g'zfo(ﬁm) in the exponent

of Eq. (18) has to be replaced by

” ) BE, 12 ”

£ — Ll ng

5 So(Bm) 8’2 2”_] tan T3

7
. | ng -BE,
x |1 +sin T3 ]e , 19)
where

E,=2Essin(gng™) . (20)

We shall give a derivation of Eq. (19) in the Appen-
dix.

Now we shall consider the following correlation
functions:

Xec(x,1) = (coslgd(x,1) 1 coslg9(0,0)]) , (21)
Xss(x,0) = (sinlgp(x,0)1sinlg¢(0,0)]) , (22)
Xepa,cnn(x,1) = (cosl g d(x,) ] cosl 32 6(0,0)1) .

(23)
For example, substituting
0 =coslgp(x,t)]coslg¢(0,0)] (24)
into Eq. (10), we obtain
(Q01(p) =x&(%) (coslgd(x,0 ] coslg$(0,0)1)%
+X8(%) (sinlg $(x,) 1sin(g$(0,0)1)%

(25)
where
o (s l L2
X2(x) = A f_m dxgcoslgds(x —xo,p)]
x coslgps(—x0,p) ]
=14+ (8/myL)[-1+2f(3)] , (26)
L2
X‘s’s(x)=lLf_mdxosin[gtts(x—xo,p)]
x sinlg¢s(—xo,p) ]
=—(8/myL)g(%) , Q@7
f(x) =cosech’x (x cothx —1) , (28)

g(x) =x cosechx[x —2 cothx +2cosech’x] ,

(29)

and
x=my(x—vt) . (30)

Making use of approximation (17) for the averages
( )Y in Eq. (25), and then substituting Eq. (25) into
Eq. (9), we obtain

Xee(x,0) = |1+ 2 30 1ns (M I=1 +2/ ()1 XQ (x,0)
mL >

_ 16 -1 =) 1/(0)
L ;‘,y ns(p)g (x)x(x,1) , 31)
where
Q(x,1) = (cosg o)} . (32)

XQ(x,) =g*D(x,0)=g2(¢(x,0)$(0,0))o . (33)

The Fourier transform of the first term in Eq. (31)
gives rise to the dynamical structure factor S (g, )
derived before.® The second term of Eq. (31) yields
a weak structure (of the order of g2) at w = (m?
+ q2)|/2_

We can calculate similarly the sine-sine correlation
function

Xeslx,0) = (1428 3100 () =1 +2/ () 1{XO (x,1)
mL %

18 S (e (XQ (k) . (38)
mL P’
Of particular interest is X./,c2(x,7), which is given by
X, (X0 = (cos(%gd:))%
4 _ -
X exp —Eg‘y ‘ns(p)h(x) , (35)

where
h(x) =xcothx . (36)

In Eq. (35) we have summed over all sectors, which
is a simple generalization of Eq. (9). Contrary to the
case of other correlation functions, in the case of
Xc/2,c/2 the second term of Eq. (9) is no longer small
for || >> 1. Therefore, we have to include the con-
tribution from the sectors with large N as well. In
other words, in X/, ¢2(x, 1), the multisoliton term
plays an essential role, while in X, and X the
single-soliton term suffices to describe the soliton
contribution.

In fact in the limit of large |x|, 4 (x) becomes

h(x) =|x]| . 37

Then Eq. (35) is very similar to Xg¢¢ in the ¢* system
discussed earlier by Krumhansl and Schrieffer.® For
example, the static correlation length &, is given in
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terms of the total soliton density 7s[=L"" 3, ns(p)];
Xes2,¢2(x,0) cexp(—4ng|x|) (38)
or
Eh=4ns .
More generally, Eq. (35) may be approximated by
Xen.en(x.1) = (cos(584) )} expl—4as(x? +v§H) ']
(39)

Sep.c(g, @) = (2 Gt f fdfdxe’("" “NXeps, (1) = (cos(5 g¢))o

where K =4n;.

It should be pointed out that K in Eq. (41) is larger
than K’ in the ¢* theory’ [see also Eq. (47)] by a fac-
tor 2. This reflects the fact that in the SG theory
both soliton and antisoliton contribute to K as their
sequence is completely arbitrary, while in the ¢*
theory only the soliton contributes. It appears that
the above correlation function has been recently ob-
served by inelastic-neutron-scattering experiment on
quasilinear antiferromagnetic compound
(CH;)4NMnCl; known as TMMC in a magnetic field
at low temperatures.'?

IV. ¢*SYSTEM

We consider the system described by the Hamil-
tonian?

H-—fdx[ 2(x) +

—"1] " 424 A g

(42)

where m* is the bare mass of the field ¢. In this sys-
tem the correlation function of particular interest is
X¢4¢ defined by’

X¢¢(X,f) = (¢(X,l)¢(0,0)) . (43)

This correlation function is evaluated in a way similar
to that outlined above for X/, 2 in the sine-Gordon
system and we obtain

X“(x,l) ==D(x,t) +¢%
X exp _Tnzz gy“ns(p)'h'(i) , (49)

where D (x,1) = (¢(x,0)$(0,0) )y,
h'(x) =x coth(%x) , (45)

and ¢o= (¢)o. In the limit |x| >> 1, h'(x) is simpli-
fied

h(x) =|x| . (46)
The second term of Eq. (44) with A’'(x) given by Eq.

where

vo=(2/7rﬁEs)l/2 . (40)

Equation (39) describes correctly the asymptotic
behavior of Eq. (35) both for |x| >> vo|t| and for
|x| << volt|. Then the dynamical structure factor
for X2,/ is given by’

2
+K?

-3/2

, 41)

q+

I

(46) has been obtained previously by Krumhansl and

Schrieffer.’* The dynamical structure factor is then

given by

2
+K"?

=3/2
q2 + @«
Vo

= 2 K’
S“(q, ) —D(q. ) + éb yy—

47)
where K' =275 and vy is given by Eq. (40). Here we

have made use of the same approximation as in Eq. (39).

V. CONCLUDING REMARKS

We have extended our analysis! > to the correlation
functions in the sine-Gordon system and the ¢* sys-
tem. In the intermediate temperature region
(Es >> T >> m), the present analysis confirms the
results obtained with the ideal-gas phenomenology
for solitons,*>® except that the classical soliton ener-
gy has to be replaced by the one with quantum
correction.’ In the low-temperature region (T < m)
the soliton density is different from that obtained in
the classical theory,? though this effect may be diffi-
cult to observe experimentally. The more important
conclusion of this analysis is that in the sine-Gordon
system the phonon has to be excluded from the
theory; solitons, antisolitons, and breathers give a
complete description of the theory. This is completely
consistent with the conclusion reached in field theory.®

In the ¢* system, we have not attempted an
analysis of the two soliton bound states. However, it
is quite possible that again in this case the phonon
may disappear in the final theory; the degrees of
freedom associated with phonons are completely ab-
sorbed in those of the soliton bound states. Clearly
this is one of the most interesting questions.

Note added in proof. Making use of the present
technique, we calculate the correlation function
([¢(x,1) — ¢(0,0)]?) in the sine-Gordon system as

([¢(x.r)—¢(0,0)]2)=2[2—"]2f—4p—lx—-vt|ns(p)

52'7 (X2+U212)1/2 .

[21r
&g
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A similar space-time dependence is also obtained by
Gunther and Imry,!' who made use of analogy to the
random walk process.
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APPENDIX: THERMAL AVERAGE OF cosg¢ IN
TERMS OF THE BREATHER FORMULATION

We shall here limit our consideration to the N =0
sector. For the purpose of calculation we assume
that the functional space of the N =0 sector is
decomposed into the breather-free part and the parts
each with one nth breather as in II. Then following
the similar procedure as described in Sec. I, we can
write

(0)5=(Q)o+ 3 1(Q)n(p) =(Q)olns(np) , (A1)
pn

where * means the functional average in the func-
tional space extended to include the breather mode,
while (Q )¢ is the same as in Eq. (9), and ng(n,p) is
the average density of the nth breather with momen-
tum p.2 Making use of the similar approximation as
Eq. (17), we obtain

1 L2

(@)n(9) = (Yo [, dx 0s(mixp) .
where ¢5(n;x,p) is the classical solution correspond-
ing to the nth breather. Since ¢z(n;x,p) is time
dependent (even for p =0), the definition of
(Q).(p) requires also an average over the period of
the breather.

In the case of Q =cosg ¢, we obtain

(cosgd)a(p)
1 L2 T’, SSnCn
- @ity [ [ a2
(A2)
where
T,,=27T/mwn7 ’

Sy=(w,2=1) sin2 [ mw,y(t —vx)] ,

C,=cosh?[m (1 —w2) 2y (x —vt)] ,

and
w,,=cos(—llé—ng'2) . (A3)

The space-time integral in Eq. (A2) is easily done
after Lorentz transformation, and we obtain

(cosgd)n(p) =(0)o 1- -8 gin L gn (A4)
mL 16

On the other hand, ng(n,p) has been already ob-
tained in II:

ml1 +y“‘sin(-1l6—ng'2)]

ng(n,p) = —
T cos(7ng")
x yexp[—B(E2+p»)'?] | (A5)

with E, =2E; sin(%ng'z). Putting these together,
we obtain

(cosgd)o=(cosgd)oll —15(BEs,g')] . (A6)

where

ng 1/2
15(BEs.g'") =8 3, %E—]

ne=|

ng'?

x |1 +sin

2 -
] e_ﬂb” . (A7)

So far we have considered up to the one breather
term in the functional space. As long as we neglect
the interaction between breathers (again in the ideal-
gas approximation), the multibreather terms are easi-
ly included. The effect of the multibreather term is
easily obtained from Eq. (A6) as

(cosgd)o = (cosgd)oexpl—I5(BEs,g'2)] . (A8)

Finally, we have to eliminate the contribution associ-
ated with the phonon degrees of freedom, which
should be exhausted by the bréeathers. Then the
average of cosg ¢ in the breather picture is given by

(cosgp)§=expl—1s(BEs,8'")] | (A9)

which is nothing but the replacement indicated by Eq.
(19). Actually in the limit g’>—0, we can show in
the low-temperature region (7 < m)

(cosgd)§=expl—5g2fo(Bm)] . (A10)

On the other hand, in the temperature region

(m << T << Es), Eq. (A9) does not reduce to Eq.
(A10) even in the limit g’>—0, of which origin is not
clear for the moment.
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