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A general treatment of core-level binding-energy shifts in metals relative to the free atom is introduced
and applied to all elemental metals in the Periodic Table. The crucial ingredients of the theoretical
description are (a) the assumption of a fully screened final state in the metallic case and (b) the (Z + 1)
approximation for the screening valence charge distribution around the core-ionized site. This core-ionized
site is, furthermore, treated as an impurity in an otherwise perfect metal. The combination of the complete
screening picture and the (Z + 1) approximation makes it possible to introduce a Born-Haber cycle which
connects the initial state with the final state of the core-ionization process. From this cycle it becomes
evident that the main contributions to the core-level shift are the cohesive energy difference between the

(Z + 1) and Z metal and an appropriate ionization energy of the (Z + 1) atom (usually the first ionization
potential). The appearance of the ionization potential in the shift originates from the assumption of a charge-
neutral final state, while the contribution from the cohesive energies essentially describes the change of
bonding properties between the initial and final state of the site. The calculated shifts show very good
agreement with available experimental values (at present, for 19 elements). For the other elements we have
made an effort to combine experimental ionization potentials with theoretical calculations in order to obtain
accurate estimates of some of the atomic-core-level binding energies. Such energies together with measured
metallic binding energies give "pseudoexperimental" shifts for many elements. Our calculated core-level

shifts agree exceedingly well also with these data. For some of the transition elements the core-level shift
shows a deviating behavior in comparison with that of neighboring elements. This is shown to be due to a
difference in the atomic ground-state configuration, such as, for example, d 's in chromium relative to the
d"s' configuration in vanadium and manganese. When the core-level shift is referred to, the d"s' (or
d" +'s) atomic configuration for all the elements in a transition series, a quite regular behavior of the shift is
found. However, some structure can still be observed originating from a change of screening within the d
band from a bonding to an antibonding type as one proceeds through the series. For elements beyond the
coin metals the screening of a core hole is performed by p electrons, which provide a less effective screening
mechanism than the d electrons for the transition metals. The coin metals are intermediate cases, partly due
to a dominating s-electron screening and partly due to d-electron bonding in the initial state. The efFect of
the electron-density redistribution between the free atom and the solid on the core-level shift is particularly
striking in the case of the rare-earth elements Pr-Sm and Tb-Tm. Here the remarkable situation is that a
deep core electron is less bound in the atom than in the solid. Also for the actinides the electronic
redistribution upon condensation gives rise to pronounced efFects on the core-level shifts. Further, it is
shown that the measured 6p3/2 binding energy in metallic uranium provides a clear demonstration of the
occupation of the Sf level in this metal. The present treatment of the core-level shift for bulk metallic atoms
can easily be generalized to surface atoms. From an empirical relation for the surface energy a simple
expression for the shift of the surface core-level relative to the bulk can be derived. For the earlier transition

metals, it is found that the core electrons are more bound at the surface than in the bulk, while for the
heavier ones the opposite situation exists. This change of sign of the surface shift depends on the bonding-

antibonding division of the d band. To illustrate how the present approach can be applied to alloy systems,
a treatment of core-level shifts for rare-gas atoms implanted in noble metals is undertaken.

I. INTRODUCTION

A considerable amount of experimental work
during the last two decades has been directed to
the study of core-level binding energies. ' ' It
was realized early that these binding energies
depend on the chemical environment of the atom.
In order to profit fully from the electron-spectro-
scopic results, it is important that these binding-
energy shifts are properly understood. Of special
importance is the core-electron binding-energy

shift between the free atom and the condensed
atom in its metallic state. The significance of
this problem is reflected by the large number of
recent papers devoted to this subject. ~ "

Previously there has been a lack of experimental
core-electron binding energies for free atoms.
Therefore, in the theoretical work, which has
been mainly focused on the 3d elements, it has
become common to compare theory with so called
"quasiexperimental" data, where theoretical.
estimates of atomic binding energies are used
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together with measured core levels for the solids.
However, recent experimental efforts in the study
of free atoms give promise that this unsatisfactory
situation will become somewhat remedied in the
near future. In fact, for most of the nontransition
metals there already exist experimentally de-
termined atomic binding energies. These have
been obtained in a variety of ways. Some have
been measured directly in photoionization ex-
periments (e.g. , Refs. 19-25). A lot of the data
have been collected from photoabsorption mea-
surements (e.g. , Refs. 26-34). Binding energies
have also been derived from Auger electron
spectroscopy, where either electron" "or fast
ion-beam collision excitation has been used. '
Some of these new data will be incorporated in the
present paper.

For the free atoms the experimental binding
energies are referenced to the vacuum zero. In
the metallic state the core-electron binding
energies are measured relative to the Fermi
l.evel E&. Therefore, it is a definite advantage
if a theory can be developed that gives a direct
connection between these two measured quantities.
Thereby, the difficulty as to what sample work
function to use can be avoided. In the present
paper a theory with this practical merit will be
presented. This theory also lends itself to simple
generalizations so that, for example, surface
effects on the core-level binding energies can be
treated. Similarly, rare gases implanted in
noble-metal hosts can also be considered. In a
more general context this paves the way towards
a treatment of core-level shifts in alloys and
intermetallic compounds.

The paper is organized as follows: In Sec. II
we introduce a thermodynamical cycle which de-
scribes the core-electron excitation process. The
essential ingredients are the complete screening
concept and the (8+1) approximation. In Sec. III
we compare theory with experiment for non-
transition elements. In the three following sec-
tions, IV-VI, the 3d, 4d, and Sd transition series
are considered, respectively. Core-level shifts
for the 4f and 5f elements are treated in Sec. VII.
That the 6P-level binding energy in uranium metal
provides important information concerning the
5f occupancy is demonstrated in Sec. VIII. The
core-level binding-energy shift between bulk and
surface atoms is treated in Sec. IX. Rare gases
implanted in the noble metals are discussed in
Sec. X. Section XI contains a summary and dis-
cussion of the results. Finally, semiempirical
core-level binding energies are calculated for a
number of elements in the Appendix. A short
account of the present work will be published
elsewhere. ~

The relation between &E, and the previous 5E,
in Eq. (1) is"+'

5E, =&E, —Q. (3)

In earlier treatments it is the 5E, shift which has
received attention. Relation (3) can be used to
give a connection between our present work and
the previous theoretical work. However, we
stress once more that the advantage of using &E,
is that the energies involved can both be deter-
mined with a high experimental accuracy.

The picture we will apply to the core-ionization
process in the metal is the following one: First,
we consider the ionization as taking place at a
particular atomic site in the solid. Second, we
assume that the site from which the core electron
is ejected will become totally screened by the
surrounding conduction electrons. 4'~ Thus the
final state will be considered as an "impurity"
in an otherwise perfect crystal. Since the binding
energy is referred to the Fermi level, this means
that E,"~ can be regarded as the excitation energy
of the core electron to the Fermi level. 4~ Thus
the initial state is the perfect metal and the final

11. THEORETICAL MODEL

The core-level binding-energy shift 5E, is
given by the difference of two binding energies,

5E, = [E"(n, —1)—E"(n, )]—[E"(n, —1)—E"(n,)j

=E,"—E, ,

where E(n, ) is the total binding energy of the sys-
tem with n, electrons in the core level labeled c.
The superscripts A and M refer to the atomic and
metallic case, respectively. E, is the binding
energy of the core level c for the atom and E,"
the corresponding quantity for the metal. In Eq.
(1) both binding energies are referred to the
vacuum level. However, experimentally, the
core-level binding energies for the metal are
measured relative to the Fermi level, whil. e for
the free atoms the vacuum zero is the reference
level. Therefore, one has to add the metallic
work function g to the experimental metallic
core-level binding energy in order to bring the
two binding energies to a common energy scale.
However, the experimental determination of the
work function is most difficult and impaired by a
rather large uncertainty. "'~ In the present paper
we will avoid this difficulty and derive a direct
and simple relation between the atomic binding
energy, E, , and the binding energy in the metallic
state of the atom relative to the Fermi energy,
E,"&. Thus the energy shift & E, which we will
discuss for the most part of this work is given by

(2)
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FIG. 1. The Born-Haber cycle for calculation of the
E & excitation energy. Its construction is described in
the text. The (Z+ 1) approximation is shown to the far
right.

state is a core-hole impurity site (completely
screened) in an otherwise perfect crystal.

However, it turns out that this final state can
be reached from the original perfect metallic
state by means of a Born-Haber process. This
is illustrated in Fig. 1. First we remove one
atom from the metal. Z and arrive at the free
atom, a process which defines the cohesive en-
ergy E„h. Ionization of the core electron of the
free atom involves the energy E," (Fo.r the sake
of the argument we will assume an infinite life-
time of the created core hole). This Z* ion (with
a hole in the core level c) is neutralized by the
acquisition of an electron into the lowest valence
shell state of the Z* atom (in presence of the core
hole), thereby releasing the "ionization" energy&
After this, we bring together a macroscopic num-
ber of such prepared Z* atoms to form a solid,
yielding the cohesive energy E~ h. One of these
metallic sites is then dissolved in the host metal
Z. The energy involved in this last step is the
solution energy (for the infinitely dilute case) of
the Z* metal in the Z metal, Ezg(Z). Thus any
charge transfer is included in this term.

The completed cycle obeys the following re-
lation:

(4)

and the desired energy shift &E, is simply given
by

o.E,=E, -E,,p=I +E„h-E„h —E o(Z). (5)
Equation (4) is the exact expression of the thermal
(adiabatic} excitation of the core electron c from
an atom at a specific site to the Fermi level.
However, photoexcitation is a vertical process
and therefore Eq. (4) will in principle be a lower
limit to the actual experimental value. However,
as will be briefly discussed later, this distinction
can in many cases be disregarded.

Even if the quantity E„„is available from
thermochemical data, this is certainly not the
case for the other quantities in Eq. (5}. There-
fore, it might seem that our transcription of the
excitation process into a Born-Haber cycl.e pro-
vides no particular advantage. However, ex-
amining in Fig. 1 the steps leading from the core-
ionized atom to the core-hole impurity site, we
note that it is the acquisition of a valence electron
and the redistribution of the total valence electron
charge in the metallic environment which comes
into play. Thus, it is the valence-electron den-
sity distribution which determines the energies
I o, E„„,and E f(Z). However, as regards the
atomic valence-electron orbitals, a core with
one electron removed from a deep-lying inner
shell can be replaced quite accurately by the core
of the (Z+1) atom. Similarly, as far as the
conduction el.ectron structure is involved, the
final state resulting from the photoejection of a
core electron can be described by an almost
equivalent one, namely, by a (Z+1) atomic site
in the original Z metal. This means that the
right-hand part of the Born-Haber cycle in Fig. 1
may be replaced by an almost equivalent one as
illustrated to the far right in Fig. 1. Thus the
core-ionized atomic state is replaced by a val. -
ence-ionized (Z+1) atom with the same valence
structure as the core-ionized Z atom. This (Z+1)
ion with a valence-shell vacancy is neutralized by
the acquisition of an electron forming the atomic
ground state of the neutral (Z+1) atom. This
process involves the ionization energy I&~&. The
remaining steps leading to the (Z+1) impurity
in the Z metal in Fig. 1 are self-explanatory.
The use of the (Z+1) approximation thus leads to
the following approximate expression for E,"&..

E ", p = Ecoh + E, -I l zI —E~oh + E z+, (Z ), (6}

and, accordingly the binding energy shift &E, is
given by

&Ec =I('z) +E".n' —E.'.h
—Eg,', (Z) .

For a metal in the middle of the 3d, 4d, or 5d
transition series, the atomic volume does not
change very much upon replacement of a Z atom
by a (Z+1) atom, so, in this case the difference
between the vertical and thermal excitation en-
ergies will be almost negligibl. e. On the other
hand, in the case of the alkali metals this dif-
ference may be of significance since here the
atomic volumes of the Z and (Z+1) atom differ
appreciably. However, since we will in any case
obtain Ez,~, (Z} from an approximate treatment (see
below) and since the dominating contributions to
&E, in Eq. (7) come from the other terms, we will
not, in the following, make any distinction between
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the vertical and thermal excitations. The solu-
tion energy of the (Z+1) impurity in the Z metal,
Ez,P (Z), could in principle be obtained from ther-
mochemical measurements. However, such data
are somewhat sparse and we have instead chosen
to use Miedema's semiempirical scheme" for
deriving relatively appropriate values for the
E P term.

As is obvious from the description above, the
present picture of the core-level binding-energy
shift does not depend on which particular inner
shell (c) is ionized. This is due to the fact that
the (Z+1) approximation, as applied here, does
not make any discrimination between the core
levels. In the very few cases where sufficient
experimental. data are available both for the free
atom and the metal, this is found to be a good
approximation. ' As concerns the absolute error
of the (Z+1) approximation to the ionization en-

ergy, I, we have, for some specific cases, ob-
served that it does not introduce an error beyond
0.2 eV." In a future communication this aspect
will be more thoroughly investigated. ' A rela-
tively mild dependence on the core level c may,
in general, be anticipated.

It is likely that the (Z +1) approximation, Eg()h',

to the cohesive energy E„~, does notg Q

introduce any appreciable error. This view is
supported by the cohesive energies of the rare-
earth elements. Here the appropriate cohesive
energy function is practically identical (within
the experimental errors) for all the lanthanides, "
despite the fact that in this series we compare
cohesive energies for elements having everything
from no core hole in the f" configuration (i.e.,
lutetium), up to having 14 core holes in the f
shell (i.e., lanthanum). Instead, from the regular
behavior of the cohesive energy in the Periodic
Table, ' '" it seems that it is the number of val-
ence electrons and their (s,p, d) character that
largely determine the cohesive energies. In view
of this expected accuracy of the (Z+1) approx-
imation for the cohesive energy, the (Z+1)
approximation for the Ezp~(Z) term should be
correspondingly accurate. In the following four
sections we will compare calculated core-level
shifts &E„Eq. (7), with presently available
experimental data. The cohesive energies are
taken from the tabulation by Brewer" and the
ionization potentials and optical data are from
Refs. 58-61.

III. CORE-LEVEL SHIFTS FOR SIMPLE METALS

For most metals in the Periodic Table at least
some of the core-level binding energies have been
quite accurately determined. In contrast to this,

experimental data for the free atoms are much
more limited. Currently, there are free-atom
data available for many of the simple metals,
the alkaline earths as well as copper and silver.
In Fig. 2 we compare for these elements the ex-
perimental binding-energy shifts between the atom
and the metal" with the values derived from Eq.
(7). As can be seen, the agreement is generally
very good. However, it is also evident from the
figure that for most of the elements there is a
considerable scatter in the experimental values.
There might be a variety of reasons for this as,
for instance, insufficient calibration. "

Regarding the calculated values, the largest
uncertainty is probably introduced by the Ez„(Z)
term. For instance, for the alkali metals the
Miedema values are quite large and positive
(-0.5 eV) and might quite well be impaired by a
rather large error. Further, as already men-
tioned, the difference for these metals between
the thermal and vertical excitStions may also be
of some importance.

In view of the successful correlation between the
calculated and the measured binding-energy shifts,
it seems clear that the present picture of the metallic
core-electron ionization indeed incorporate the
most important features. Equally accurate results
have previously been obtained for the lanthanides. "
Therefore, one would expect that the present ap-
proach will be applicable to all metals in the
Periodic Table.

IV. 3d TRANSITION ELEMENTS

In this section we will compare the theoretical
values derived from Eq. (7) with experimental
and "pseudo experimental" binding-energy shifts
for the metallic elements in the fourth period of
the Periodic Table (K-Ga). In addition to the
elements already treated in Sec. III. (K, Ca, Cu,
and Zn), there are also experimental data avail-
able ' for Mn, Co, Fe, and Ni. However, in
these latter cases the data are from 3P photo-
absorption measurements made in the vapor and
solid phases. It is known that these spectra in
general appear much the same in the two phases.
In some cases there is, however, a clear shift
in the threshold energy spectra. These shifts can
now be treated in the same way as the core holes"
in Fig. 1. The only difference is that there is no
longer any neutralization step involving I&~~.
The shift of the measured absorption edge, &„
will therefore obey the relation

&, =E oh —E oh —Ez.i( ) ~Z

In order to treat these data on the same energy
scale as the other elements (like in Fig. 2), we
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FIG. 2. Comparison between the experimental and theoretical core-level binding-energy shifts; EE~'t (vertical

axis) and DE (horizontal axis), respectively. The height of the bars does not correspond to the experimental error,
but rather the spread of data from different experiments. The somewhat deviating value for Be will be explained in a
future communication (Ref. 54).

just add I ~~~ to the experimental absorption shift.
For the remaining elements (Sc, Ti, V, Cr,

and Ga) there are no data available for the free
atoms. However, here we have calculated 3P
(Sc-Cr) and 3d (Ga) core-electron ionization
energies by means of an indirect method described
in the Appendix. The procedure leans heavily
on spectroscopic data, and some test examples.
show that the derived ionization energies should
be quite accurate. The calculated atomic binding
energies combined with measured energies for
the metal ' gives "pseudoexperimental" data for
the core-level binding-energy shifts. The men-
tioned experimental and "pseudoexperimental"
data are compared with the calculated values
in Fig. 3. The agreement is good.

In comparison with earl. ier theoretical work on
core-level. shifts, the present approach shows a
considerably improved agreement with ex-
periment. The claimed uniform level of agree-
ment for the 2s level binding-energy shift for the
Sd elements in Ref. 7 is based on a comparison
with quasiexperimental data, where calcul. ated
atomic binding energies" are used in combina-

tion with experimental metallic binding energies. '
However, recent experimental work has shown
that these calculated atomic binding energies are
rather inaccurate. The atomic Dirac-Slater cal-
culations in Ref. 79 are only performed for Z & 29.
However, for these elements the results are
almost identical (except for chromiumm), to the
more recent Dirac-Slater results in Ref. 81 which
cover the whol. e periodic system. Using the re-
sults from these latter calculations we can observe
that the calculated value for the 2s binding energy
is 1933.4 eV for Kr, while the experimental
value' is 1924.6(8) eV, i.e., a, difference of about
9 eV. Similarly, for Zn an experimental value" of
1203.2 eV can be derived, which should be compared
withacalculated valueof 1207.5eV. Again, acon-
siderable deviation. In addition to these difficul-
ties it should al.so be mentioned that the experi-
mental metallic 2s binding energies sometimes
show a considerable scatter from one investiga-
tion to another.

As already pointed out in Ref. 6, the deviating
value for Cr in Fig. 3 is due to the fact that the
Cr atom has a d 's atomic configuration rather
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th the d "s' configuration which prevails for thean e
other 3d atoms. The same explanation was a s
given for the drop between Ni and Cu, which
seems most reasonable in view of the d""s
atomic configuration in Cu. However, the authors
of Ref. 4 ascribed this drop to an s-electron
final-state screening in Cu in contrast to the d-
electron screening for the other 3d elements.
Below, we will show that the true reason for the
drop between Ni and Cu is indeed a combination
of both these circumstances.

In the case where the atomic configuration is
d 's we will refer to this as being of a "mono-
valent" type. Similarly, when the atomic con-
figuration is d "s', this will be referred to as
"d' alent" '~ Within the present formulation it
is easy to calculate the &E,' shifts for the case
that all the 3d elements were monovalent as free
atoms. The same is true for the aE, ' shifts,
where all the 3d elements are assumed to have a
divalent atomic configuration. This is illustrated
in Fig. 4. As can be seen from this figure, cer-
tain atomic-spectroscopic energies have to be
added to Eil. (f) in order to make this relation
appropriate for the monovalent (or divalent) case.
The obtained &E,' and &E,"shifts are displayed in
Fig. 5. Both 4E and &', behave in a relatively

FIG. 4. Comparison between the 'divaleent" ~Ea and

valent" QEi level shifts for the 3d elements,

C E C C Cs+
quantities E"(II) and Ec Q) are the atomic binding ener-
gies for the divalent and monovalent configuration, re-

1 The figure to the left illustrates the divalentspectively. e

figure

shift and the one to the right shows the monov en s x

Note that the only difference between these two Born-
Haber cyc es isHab 1 s is to be found in the two excitation energies

dof the form d sd" d&' g '(s-d) for the Z atom an

E( "'(s d) for the (+ 1) ion of the (Z+ 1) element].
Thus the difference between the divalent and monovalent
shift can be obtained directly from these two spectro-
scopic energies.

smooth way through the series. Furthermore,
both of them show a, dip between Ni and Cu, which
clearly demonstrates a different final-state
screening mechanism in copper as compared to
the other 3d elements. However, this dip is not
as pronounced as the difference between the
monovalent and divalent &E, shifts. Thus the

15—

10—)
~I

Il
W
«I

I I I I

K Ca Sc Ti V Cr Mn Fe Ca Ni Cu Zn

FIG. 5. Comparison between calculated values for the
iImonovalent shift, b,Ec, and the divgent shift, ~c .

These quantities are illustrated and described in connec-
tion with Fig. 4.



21 CORE-LEVEL BINDING-ENERGY SHIFTS FOR THE METALLIC. . .

main reason for the large drop between Ni and
Cu in Fig. 3 is due to the monovalent atomic
property of Cu. However, the somewhat different
screening mechanism in Cu gives an enhance-
ment of the drop in the energy shift between Ni
and Cu.

From Fig. 5 we also note a pronounced dif-
ference in ~E,"between Cu and Zn. This is main-
ly due to the fact that the screening charge in Zn
is predominantly of p character, while in Cu the
screening associated with the &E," shift is a
combination of d and s screening. Since the P
orbital is spatially more extended than the d
and s orbitals, this means that the final-state
screening in Zn is not as effective as in Cu.
On the other hand, the &E, shift is similar for
Cu and Zn (i.e., n. E', for Cu and &E',' for Zn),
Fig. 3. Thus, in this comparison the mentioned
difference in the final-state screening is out-
weighted by an initial state effect, namely, the
participation of the d electrons in the bonding of
Cu but not in Zn. When comparing the &E, shifts
between Zn and Ga, we find that they are rather
similar to each other. The reason for this is that
in both cases the screening charge is of P type.

The use of Eg. (7) in the calculation of the &E,
value for Ga needs special mention. The (X+I)
approximation here involves the element Ge.
As an impurity in Ga, the "Ge" atomic site should
be considered to be in its metallic phase. There-
fore, the quantity E„'h' should not be the experi-
mental cohesive energy for germanium, but
should rather correspond to the cohesive energy
for the hypothetical metallic phase of germanium.
Further, the Miedema parameters for germanium
also refer to this metallic phase. The metallic
cohesive energy of germanium has been esti-
mated" to be 3.6 eV.

Finally, we note from Fig. 5 that both &E,"
and &E, show kind of a plateau region in the mid-
dle of the series. This is because for the earlier
transition elements, the final-state screening
takes place in the bonding part of the d band,
while for the heavier elements antibonding d
states are utilized. This will be further discussed
in Sec. IX in connection with surface core-level
shifts. Suffice it here to say that the inflection
point in &E,"and &E, occurs for chromium, in-
dicating that this element is close to having a
half-fil. led d band.

V. 4d TRANSITION ELEMENTS

For the metallic elements of the fifth period
there are much less experimental data available
than for the 3d elements. It is only in the be-
ginning (Rb, Sr) and in the latter part of the

series (Ag, Cd) that experimental values" for
the core-level binding-energy shifts can be
found. For Y and Zr we have for the 4P~, level
derived "pseudoexperimental" atomic values of
the same type as in the earlier elements of the 3d
transition series (see Appendix). Unfortunately,
due to lack of spectroscopic information, this
method can not be used for elements beyond Zr,
except for a few cases in the heavier part of the
fifth period where the 4d, ~, level is derived
(In, Sn). Instead, we have used a somewhat dif-
ferent method from which we calculate the atomic
binding energies of the 3d, ~, core levels throughout
the whol. e series. Since this method is a kind of
an interpolation procedure, based on experimental
data for Zn, Kr, Sr, Cd, and Xe, the calculated
values should be quite reliable. The detail. s of
these calculations are deferred to the Appendix.
In Fig. 6 we compare the experimental" and
"pseudoexperimental"" shifts with our theoretical
values. The agreement is satisfactory. The
reason that no pseudoexperimental point has been
included for Tc is that currently there are no
accurate experimental binding energies available
for the Tc metal. However, the good agreement
obtained in Fig. 6 indicates that we can combine
our interpolated 3d, @ binding energy with our
calculated shift to derive a fairly accurate binding
energy for the solid phase. The obtained value is
254.4 eV. This can be compared with the pre-
viously reported value' of 253 eV. Inspection of
Fig. 6 shows that the error in the estimated Tc
binding energy should not exceed 0.5 eV.
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FIG. 6. The full line is the calculated core-level
binding-energy shift, Eq. (7), for the metallic elements
in the fifth period. The experimental and pseudoexperi-
mental data have the same notation as in Fig. 3. The
open circles refer to the 4p3~2 (Y, Zr) and 4d&~2 shifts
Qn, Sn). In addition, the open squares refer to pseudo-
experimental values for the 3d~y2 level obtained from
Method B in the Appendix. The dotted line is the impur-
ity contribution to the shift.
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Among the 4d elements, we find in many cases
dips in the &E, values (Fig. 6). In the cases of
Nb, Mo, Ru, and Rh, this is due to the mono-
valent, d 's, atomic ground-state configuration.
For Pd there is an additional dip in comparison
with Ru and Rh. This is explained by its "zero-
valent" atomic ground-state configuration, d".
Otherwise, the characteristic features found in

the 3d transition elements are indeed also
present for the 4d elements, as for exampl. e,
the rather drastic change of screening for the
elements beyond the noble metals. However,
this change of screening is not immediately
obvious from Fig. 6 because of the differences
in the free-atom configuration in Pd, Ag, and Cd.
It is only when we consider the &E,"and &E,
shifts that this feature becomes clearly displayed.
This comparison is postponed to the summary
section. Indeed, due to the zero-valent, mono-
valent, and divalent free-atom configurations for
Pd, Ag, and Cd, respectively, their &E, shift
in Fig. 6 looks very much the same. Relative to
the free atom c-onfiguration the final-state screen-
ing is dominated by s-electron screening in Pd
and Ag and P-electron screening in Cd. From
this alone one would expect a larger &E, shift
for Pd and Ag than for Cd. However, for Ag (as
previously for Cu) this difference in screening
is outweighed by the initia, l state effect that the
d electrons contribute to the bonding in Ag but
not in Cd. In the case of Pd the d electrons are
bonding both in the initial and the final state, but
more effectively so in the initial state. This cir-
cumstance reduces the &E, shift for Pd so that it
becomes comparable to the shift for Ag. Finally,
we would like to bring to the reader's attention the
fact that Pd is unique among the transition-metal
atoms in having a closed-shell free-atom con-
figuration (d"). Therefore, the core-electron
spectrum shoul. d be particularly simple to analyze
and interpret for this atom.

VI. Sd TRANSITION ELEMENTS

For the metallic elements of the sixth period
there are experimental data available for Cs,
Ba, Yb, Hg, Tl, Pb, and Bi." However, for the
5d el.ements, Lu-Au, there is no experimental
information for the free atoms. Nevertheless,
it turns out that it is possible to calculate ac-
curate atomic binding energies for the 4f, /,

level (from Yb to Hg). The details of these cal-
culations are accounted for in the Appendix. Fur-
ther, a rather appropriate value for the 5p3/2
atomic excitation in La can also be derived (see
Appendix). Thus it is possible to obtain good
quasiexperimental data~ also for the 5d ele-
ments. In Fig. 7 we compare these shifts with
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FIG. 7. The full line is the calculated core-level bind-
ing-energy shift, Eq. (7), for the metallic elements in
the sixth period (excluding most of the lanthanides). The
experimental and the two types of pseudoexperimental
data have the same notation as in Figs. 3 and 6. The
open circles refer to the 5p3/g (La) and the 5ds/2 shifts
(Tl, Pb); open squares refer to the 4fY/2 shifts. The
dotted line is the impurity contribution to the shift.

those derived from Eq. (7), and, as for the other
transition series, a good agreement is found. The
general behavior of the level shift from Yb to Bi
is most reminiscent of the 4E, shifts in the 3d
and 4d series, which of course, is nothing but a
confirmation of the chemical periodicity of the
elements. The dip between Ir and Pt is due to the
monovalent configuration, d's, in atomic Pt. It
should be mentioned that the first ionization po-
tential has not, as yet, been accurately determined
for some of the 5d elements, ' which adds some
uncertainties to our calculated shifts.

In a previous work" the 4f electron excitation
energies for the lanthanide metals were treated
in very much the same manner as the E,"+ ener-
gies in the present work. ThereDy a very good
agreement with experiment was obtained. In the
present work we have shown that the binding ener-
gy of the 4f level can be understood also for the
5d metals (Yb-Hg) as well as for Tl, Pb, and Bi.
Thus the 4f excitation energy can be quite accurate-
ly accounted for in a sequence of 26 metals.

In Fig. 7 we have for Tl included both an ex-
perimental (based on the 4f levels) and a pseudo-
experimental point (based on the 5d, ~ leveL).
Since the Ez~„(Z) term is quite small in this re-
gion of the sixth period, we expect the calculated
&E, shifts to be particularly accurate for these
elements. Tl, for instance, forms almost an ideal
solid solution with Pb (the Z+I element). One
woul. d, therefore, expect the experimental point
for Tl to be very close to our &E, curve. The
estimated errors in the solid-pha, se core-level
binding energies cannot alone explain the dis-
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3.3 eV for lanthanum, ' which should also be a
rather appropriate value for the other trivalent
lanthanides. This is shown as a dotted line in

Fig. 8. For the divalent metals, Eu and Yb, we
have used the work function' for Ba, 2.5 eV.
From Fig. 8 it now becomes clear that for those
lanthanides which change valence upon condensa-
tion, the 5E, values are negative. Thus we meet
the rather remarkable situation in which the core
electron is more bound in the metal phase than in

the free atom. The reason for this is, of course,
the fundamental difference in electronic struc-
ture between the atomic and the metallic phase
for these elements.

In order to treat all the metallic elements in

the Periodic Table we will here, for complete-
ness, also include the actinide elements. " How-

ever, due to lack of experimental values of the
cohesive energy for many of these elements~ as
well as lack of some crucial spectroscopic
data, " '~ the calculated shifts shown in Fig. 9
should be regarded as rather tentative. Further,
we have also for simplicity only considered shells
more localized than the 5f orbitals. For the
heavier rare-earth-type actinides (~Am) we note
a similar type of behavior as for the lanthanides,
namely, a pronounced dip for Am, Bk, and Cf.
These elements are divalent as atoms but tri-
valent in the metallic phase. "' ' ' For the
actinide elements beyond Cf the &E, shifts behave
in a regular manner, since there is no valence
change upon the condensation to the metallic
phase. '~ For the earlier actinides the situation
is much more complex. Here, it is likely that a
deep core hole will be predominantly screened
by 5f electrons. Some most interesting screening
situations can be envisaged for some of these
elements, but since there are no atomic-core-
level binding energies available for the ~oment,
we feel that a further elaboration on this might
become somewhat too academic. We only comment

4J4 5
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Fr Ra Ac Th Pb U Np Pu AmCmBk Cf Es FmMd No Lr

FIG. 9. Calculated binding-energy shifts EE~ for the
actinide elements (also included are Fr and Ra).

on that the irregularities of the &E, shifts for the
earlier actinides originate mainly from the large
differences between the electronic structure of the
atoms and the metals.

VIII. Sf OCCUPATION IN URANIUM METAL

The electronic structure of the lighter actinide
metals has been a problem under long-standing
debate and controversy. Only recently has it
become rather commonly accepted that the 5f
level is occupied in uranium and that the 5f elec-
trons have itinerant (band) properties. '~ '~ The
previous picture was that uranium is a hexavalent
metal of type (6d'Is)' with no occupation of the
(assumed) localized 5f level. "'"' Thus uranium
was considered to be the actinide analog to
molybdenum and tungsten in the 4d and 5d series,
respectively. This conclusion was drawn mainly
from the metallic radius and the chemical proper-
ties of uranium. However, there are many other
properties of metallic uranium which indicate that
its electronic structure cannot be that simple. '"
We are not going to discuss this question in detail
here, but will just investigate which of these
pictures the measured core-level binding energies
favor.

In the course of the present investigation we
were led to consider the metallic binding energy
of a particular core level c as a function of the
atomic number. Not unexpectedly, a quite regular
behavior could thereby easily be distinguished.
This holds in particular, for the outermost P level
of the core and in Fig. 10 we have plotted the 2p3/2,

3p3/2 4p3/2 and 5p, /, metallic binding energies
for the earlier elements in the third-sixth period,
respectively. '" From this figure, the mentioned
regularity is evident, as well as a relatively
smooth lowering of the P-level binding energy with
increasing period.

If we consider the 5p3/2 level for Cs, Ba, and

La, we note that the regular pattern seen in the
other periods is broken when we arrive at the
lanthanide elements. Thus, although the Z number
has increased by 14 when proceeding from La to
Lu, the 5p3/, binding energy has increased by
only 10 eV. This is, of course, due to the filling
of the 4f level. Since the 4f orbital is spatially
much more localized than the 5p orbital, the
4f shell electrons screen very effectively the in-
creased nuclear charge, which would otherwise
strongly attract the 5P electrons. However, this
screening is not quite perfect, which is evident
from the fact that the 5p3/, level is more bound
in Lu than in La.

With this introduction we are now prepared to
consider the case of uranium. Let us now assume
that the uranium metal is of (sd)' type like Mo
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FIG. 10. Experimental binding energies, E+~&, of the

2p3/2 6p3/2 core levels for elements in the left part of
the Periodic Table. The labeling of the horizontal axis
by z and d"s (n = 0, 1, . . . ) just represents the columns
(1A, 2A, 3A, . . . j of the Periodic Table.

and%. Even so, it might be that the screening
of a core hole in uranium is different from what
it is in Mo and W, namely, that the main screen-
ing charge is of 5f type. However, for the 6P, s
core hole this could not be the case since this
core hole is situated outside the 5f orbital. Thus
for a 6p, g, core hole in (hypothetical} (sd)6
uranium, the screening property should closely
correspond to that in Mo and W. The thorium
metal is of normal tetravalent (sd)4 type and the
screening of a 6P, /, hole should, therefore, be
comparable to that in Zr and Hf. Thus, with the
assumption of an (sd)6 uranium metal, we expect
the same pattern of the 6P3 @ binding energy in
the beginning of the actinide series as for the
outermost P levels in the 3d-5d metals. How-
ever, as is clear from Fig. 10, this is far from
being the case. Instead, the 6P, ~ electrons in
uranium are much less bound than expected for
an (sd)8 transition metal. In view of the behavior
of the lanthanides, the reason for this is clear.
Uranium metal has to have an appreciabl. e occupa-
tion of the 5f level (about two electrons). These
electrons screen the nuclear charge seen by the

6p electrons, thereby causing a substantial re-
duction of the 6P, /, binding energy.

In order to quantify the discussion above, we
have calculated the 6P, /, ionization energy for
atomic thorium (6d'7s' configuration) and atomic
uranium (hypothetical 6d'7s' configuration),
thereby obtaining the values 25.8 and 31.3 eV,
respectively (see Appendix). For thorium we have
estimated the I ~&~ term to be 7.4 eV. From a
comparison with zirconium and hafnium, the co-
hesive energy terms in Fig. 1 are found to give
an extra contribution to the level shift of about
1.5 eV. Thus we calculate the 6P, /, binding energy
in metallic thorium to be 25.8- 7.4-1.5=16.9
eV. This value is in satisfactory agreement with
the experimental value'" of 16.6(3}eV. In the
case of uranium an appropriate value for the
hexavalent metallic shift should be about 9-10
eV. Thus hexavalent metallic uranium should
have a 6p, /, binding energy higher than 21 eV.
However, the experimental value"' is 16.8(5)
eV. This clearly shows the inadequacy of the
hexavalent picture for uranium.

Thus, in conclusion, the measured value of
the 6P, /, binding energy in metal. lic uranium
definitely supports the view that there is a
substantial occupation of the 5f level. Then, in
order to understand for example, the small
metal. lic radius of uranium, these f el.ectrons
must be considered as actively taking part in
the bonding of the metal "s x'0 Thi.s i.s indeed
the case for the itinerant picture of the 5f
electrons. "'"'

IX. SURFACE CORE-LEVEL SHIFTS

Surface atoms experience a potential different
from the bulk due to the lower coordination num-
ber. From this it is clear that one should expect
a somewhat different core-level binding energy
for the surface atoms as compared to the bulk
atoms. Experimental. ly, however, the situation
has been rather controversial, and it is only very
recently that unambiguous surface core-level.
shifts have been observed. "' "' A theoretical
account for some of these shifts has already been
given in Ref. 106.

The present formulation of the core-level bind-
ing energies can rather easily be generalized to
the surface situation. For a surface atom all the
arguments leading to Eq. (4) [and its approximate
form Eq. (6)] can be repeated, but the bulk co-
hesive energies should be replaced by surface co-
hesive energies"' and the impurity term should
refer to a situation with a surface impurity. "'
Thus we obtain the core-level. binding energy for
a surface atom, E,"z, as [within the (2+1) approx-
imation]
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surf Z+1 Z+1
~c,y' = Ecoh~rf + Ec —I(Z) —E coh, surf

+ E Imp, susf (Z ) (9)

where E.,h, ,f is the surface cohesive energy of
the Z metal and Eg,P;"' (Z) is the solution en-
ergy of the (Z+1) impurity at the surface of the
Z metal. ."' From experimental surface tension
measurements it has been found that empirically
the surface cohesive energy is related to the bulk
cohesive energy as"'"'

( ~)

Q5—

)
4P

Cl
Vl

LLJ

Cl 0

expt values (see text)—
Eq. (12)
Eq. (12) without the
E' & germ

(10}Ecoh,surf 8Ecoh

Skapski" ' ' has theoretically derived a similar
relation from considerations of the number of
broken bonds, for a surface atom as compared to
a bulk atom. This picture of broken bonds for the
surface energy has been severely questioned by
Evans. ' Here, however, we will only use Eq.
(10) as an empirical relation. Furthermore, it
seems most plausible that the impurity term
should also obey a similar (empirical) relation,
namely,

E z+I' (Z}= 0.BED,I(Z) .
It should be emphasized that the relation (10)

is derived from surface tension data for the metal-
lic liquid phase, extrapolated to low temperature
(and crystalline structure). However, the co-
ordination number for an atom at the surface of
the liquid might be quite different than for the
crystalline phase. At best, the liquid surface
coordination number may correspond to the
average of the different types of surfaces possible
for the crystalline phase. This "average proper-
ty" has to be borne in mind when the simple rela-
tions in Eqs. (10) and (11) are applied to specific
cases.

Equations (6) and (9)-(11)can easily be com-
bined so that we obtain a simple expression for
the core-level binding-energy shift between the
surface and the bulk, DE, ' (B =bulk, S =surface).
This reads

DE s,B E surf E bun 0 2[Ebs Ez EimP (Z)]

(12)

Thus the core-level surface shift is approximately
20% of the absorption shift IL, in Eq. (8). Note that
the above treatment gives a direct relation between
the surface chemical shift and the heat of surface
segregation of a (Z+1) substitutional impurity in
the Z metal.

In Fig. 11 we plot the calculated surface atom
core-level shifts for the 5d elements. The most
salient feature is the change of sign of the surface
shift near the middle of the series. Thus, for the
earlier transition elements the core level. is more
bound at the surface than in the bulk, while in the
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FIG. 11. Calculated surface atom core-level shifts
relative to the bulk for the elements Yb-Bi in the sixth
period. The experimental data are from Refs. 123, 125,
and 133. The parentheses for Yb is used to indicate the
somewhat uncertain origin of this value (see text and

discussion in Ref. 134).

latter part of the series the reverse situation is
met with. This can be understood as follows:
The final-state valence-charge distribution around
the core hole is essentially that of the (Z+1}
element. For elements in the beginning of the
transition series this means that the binding due
to the conduction electrons is stronger in the
final state than in the initial state. This is so,
since, for these earlier d elements the (Z+1)
screening takes place in the bonding part of the
d band. For the heavier elements with a half-
filled or more than half-filled d band the situation
is the opposite. [Here the (Z+ 1) screening
utilizes the antibonding part of the d band. ]
Therefore, for the earlier d metals, the gain in
bonding in the final state is larger for a bulk atom
than for a surface atom, due to the larger co-
ordination number in the bulk. This immediately
explains the increased core-level binding energy
for the surface atoms for these metals. For the
heavier d metal. s the situation is reversed.

From Fig. 11 it is rather interesting to note
that a similar change in the sign of the surface
atom core-level shift also takes place in the
middle of the 6P series (Hg-Rn). The same
arguments as given above for the 5d elements
can be applied here, and therefore, the change
of sign of the surface shift just reflects the
bonding-antibonding division of the P band. In
Fig. 11 we have included two experimentally de-
termined surface atom core-level. shifts. This
is for the (110) surface of W (Ref. 125) and for
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the surface of evaporated Au films & 1000 A
thick. "' In the case of Yb an increased surface
core-level binding energy of 0.6 eV has been
reported, "' but the authors of Ref. 133 believe
this to be due to surface contamination of oxygen.
Here we conjecture that this observed shift could
originate equally well. from the surface effect"'
and we have included this value into Fig. 11. (In
view of the uncertainty of its origin we have put
this value within parentheses, however. ) Since
the relation for the surface cohesive energy in

Eq. (10) probably only expresses a rather crude
(and an averaged) estimate, one might consider
the agreement between our calculated surface
core-level shifts and the experiments, to be
quite reasonable. (See also notes added in proof. )

From the given description it follows that for
an individual element one would expect the largest
surface atom core-level shift for that surface
plane which has the lowest coordination number.
From the simple bond-breaking picture one would
also expect a linear relation between the surface
coordination number and the surface level shift.
However, this linear effect should be partly com-
pensated by the tendency of the individual bonds
to strengthen somewhat when the coordination
number is lowered. For a metal like plutonium,
whose properties already in the bulk are most
sensitive to the coordination number, one might
expect a quite pronounced dependence of the sur-
face atom core-level binding energy on the sur-
face plane direction. Another most interesting
case is samarium, which is a trivalent metal in
the bulk, but appears to be divalent at the sur-
face. ' ' ' ' From Fig. 8 we note that for a surface
samarium atom this will have a dramatic effect
on the binding energies of the deep-core electrons
and a decrease of nearly 7 eV as compared with
the bulk should be expected. For the 3d core
electron spectra, whose spin-orbit components
are multiplet splitted over a range of about 3-4
eV, Wertheim and Crecelius"' observe a surface
shift of 7.6 eV.

When comparing the surface core-level shift
between different metals, one would expect the
largest shift for those metals whose properties
are most different from that of its next following
element in the Periodic Table. From this point
of view the observed large surface core-level
shift in gold seems quite fitting, since the ele-
ment after gold, mercury, indeed has properties
quite distinguished from those of gold.

core-ionizedq /valence-ionized
Z atom ) ( (Z+1) atom

(Z)' = (Z+1)

2+1
I (z)

EA (Z+1) otom

Rare-gas atom Z

2+1
II E cab

(Z+1) metal
O-i

Ez+q (Y)

Y metal
with

(Z+1) impurity

atoms. "' Previously, Citrin and Hamann" as
well as Watson, Herbst, and Wilkins'" have
considered the physical situation of having rare-
gas atoms implanted in noble metals. Both these
studies successfully reproduced the experi-
mental trends of the implanted rare-gas atom
core-level shifts, and the work by Watson et al.
even gave a good numerical agreement. How-
ever, as stressed by Watson et al, both their
approach and that of Citrin and Hamann en-
compass rather drastic simplifying assumptions
and neither can be unambiguously asserted to be
unique. Here we address ourselves to the same
problem, applying a simple generalization of the
approach outlined in Sec. II. As will become evi-
dent below, the present method is unfortunately
hampered by lack of certain crucial data. How-
ever, instead of trying to verify the applicabil. ity
of the present approach, we will here assume that
it contains all the essential contributions to the
core-level shift, and from this, derive data,
which might otherwise be difficult to obtain.

In Fig. 12 we show the Born-Haber cycle which
applies to the present case of implanted rare-
gas atoms. The first step involves the energy
required to implant a rare-gas atom into the
metallic host of atomic number Y. This energy
will be denoted by Em~~' (Y). In the next step
we proceed from the free rare-gas atom to the
core-ionized state, a process which defines the
energy E",. This core-ionized state is then re-
placed by an almost equivalent one, namely, the
(2+1) alkali +1 ion. The remaining steps in the
cycle are very similar to those in Fig. 1. The
only difference is that in the last step a (8+1)
metal site is dissolved into the Y metal. This
gives the solution energy Ez~~(Y). Thus we

X. RARE-GAS ATOMS IMPLANTED IN NOBLE METALS

Y metaL
with

Z impurity

E implant
c. F

Accurate experimental core-level binding en-
ergies are available for the free rare-gas

FIG. 12. Born-Haber cycle for the implanted rare-gas
core-level binding energy Eo +'"' in a metal Y. Its con-
struction is described in the text.
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obtain the following binding energy of the core
level labeled c for an implanted rare-gas atom:

Eimylant EtmPlant
( Y) + EA f + Es Eim~(Y)

The corresponding shift is then given by

~E~P~, E& E~,~t
C C C, F

=f('g)+E.".n'- E ""'(Y)-Es.'t(Y) (14)

For the impurity term, E apt(Y), we apply the
Miedema scheme. Thus, except for the implanta-
tion energy, al.l quantities on the right-hand side
of Eq. (14}are known. These terms are listed
in Table I together with the experimental &E, p""'

energies. By assuming the validity of Eq. (14}
we may now derive values for the implantation
energy, E p~t (Y). The obtained values are also
given in Table I. Since the size of the rare-gas
atom is likely to be relatively independent of the
host, this means that in a relative sense the rare-
gas atom will introduce the largest disturbance
in the metal having the highest number density
(atoms/cmn), i.e., in copper. This view is con-
firmed by the derived numbers. Similarly, for
a given host metal the largest disturbance should
be expected for the largest rare-gas atom. This
expected trend is also exhibited by the derived
values of E P~'. The only deviation is observed
for Ar implanted in Ag and Au. However, these
binding energies have been measured by another
group, ' ' and they obtained 241.9 eV for Ar in Ag,

and 240.5 eV for Ar in Au. With these binding
energies we get 1.8 eV for the implantation energy
of Ar in Ag, and 2.4 eV for Ar in Au. If we use
these values in Table I the implantation energy
does increase in all cases with increasing size
of the rare-gas atom. These differences, how-

ever, also show that the errors in the observed
binding energies might be quite large (several
tenths of an eV). As regards the appropriateness
of the magnitude of the obtained implantation
energies, it is more difficult to make an assess-
ment. The only comparable case we are aware
about is a theoretical study of the implantation
energy of a helium atom in silver. '4' For this
case the calculated implantation energy was
found to be 1.5 eV. In comparison with the cur-
rently derived rare-gas implantation energies in

Ag, this value seems rather fitting, especially
so since helium is the smallest rare-gas atom.
Besides possible experimental difficulties, the
main uncertainty in the present approach is prob-
ably due to the impurity term, Es,P, (Y) From.
Table I we note that the Miedema solution energies
for alkali impurities in noble metals can attain
rather large values, and therefore the relative
error might be quite large.

XI. DISCUSSION AND SUMMARY

In Secs. I-X we have compared the calculated
core-level shifts with experimental as well as
pseudoexperimental values. In Fig. 13 we sum-
marize this comparison in an extension of Fig. 2.

TABLE I. Summary of quantities used in the Born-Haber cycle [(Eq. (14)] for implanted
rare~as atoms in Cu, Ag, and Au. En~3't~t is the binding energy for the implanted atom rel-
ative to the Fermi level, Ec is the corresponding binding energy for the free rare~as atom
relative to the vacuum level, bEc ' is the difference between these two binding energies,
I&z& is the neutralization energy within the Z+ 1 approximation, E,J, is the cohesive energy
for the Z+ 1 alkali metal, Ez,&(Y) is the solution energy (within Miedema's semiempirical
scheme) of the Z+1 alkali metal impurity in the host metal (Cu, Ag, or Au), and finally
E p ' (Y) is the calculated energy L(Eq. (14)] associated with the implantation of a rare~as
atom in the host metal.

Host
metal

Implanted E,' &~'
atom a

EA
C

b bEIIIIPLLIIt
C

lz+1 Ez+ f Efngl (y) EIIIIPhIIIt (P

Cu

Au

Ne
Ar
Kr
Xe
Ne
Ar
Kr
Xe
Ne
Ar
Kr
Xe

862.18
241.09
207.27
669.58
862.38
241.19
207.60
669.62
861.56
240.26

668.89

870.21
248.63
214.55
676.70
870.21
248.63
214.55
676.70
870.21
248.63
214.55
676.70

8.03
7.54
7.28
7.12
7.83
7.44
6.95
7.08
8.65
8.37

7.81

5.14 1.11
4.34 0.93
4.18 0.85
3.89 0.80
5.14 1.11
4.34 0.93
4.18 0.85
3.89 0.80
5.14 1.11
4.34 0.93
4.18 0.85
3.89 0.80

0.45
1.03
1.16
1.31

-0.01
0.31
0.36
0.42

-0.54
-0.41
-0.43
-0.45

2.23
3.30
3.41
3.74
1.57
2.48
2.28
2.81
1.86
2.69

2.67

'From Ref. 18. "See Ref. 145.
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FIG. 13. Comparison between the experimental,
b,E'"~', as well as pseudoexperimental, EE "" "P', and
the theoretical, EEa, core-level binding-energy shifts.
For clarity the average position of the bars in Fig. 2
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The overal. l. good agreement shows that the given
description of a core ionization in a metal con-
tains the essential contributions. In particular,
this must mean that the complete screening pic-
ture of the core hole is indeed appropriate for
metals. The question then arises as to what
extent a similar picture is applicable to semi-
conductors and insulators. For semimetals and
small-band-gap semiconductors it seems re-
sonable to expect that a core hol. e here should
also become totally screened. '" For insulators,
however, the situation should be different. Here
the surrounding medium will give rise to a polar-
ization field around the core hole, but there are
no carriers available to locally screen the ionized
site. Thus, for semiconductors, there might be
a critical value of the energy gap, above which
free-carrier screening is no longer possible.

Not unexpectedly, a regularity was found in the
core-level shifts, which directly reflects the
chemical periodicity of the elements. However,
this might be somewhat obscured by "accidental"
differences in the atomic ground-state configura-
tions. This is especially the case for the 4d
elements. Therefore, we give in Fig. 14 the
calculated level shifts for the divalent and mono-
valent configurations of the d-transition-series
elements as discussed in connection with Fig. 4
in Sec. IV. In Fig. 15 we make a direct compar-
ison between the divalent and monovalent shifts,
&E,"and &E,', for the different periods and we

0 I I I I I I I I

Cs Ba La
Yb Lu Hf Ta W Re Os Ir Pt Au Hg

FIG. 14. Calculated monovalent QE ) and divalent
(bE,") shifts for the 3d—5d elements.

15-

) 10-

h
«I

AE,

—3d elements

- - —4d elements
"----- Sd elements

pl I

K Ca Sc Ti V Cr Mn Fe Ca Ni Cu Zn Ga

Rb Sr Y Zr Nb Ma Tc Ru Rh Pd Ag Cd In Sn
Cs Ba La

Yb Lu Mf Ta W Re Os Ir Pt Au Mg Tl Pb Bi

FIG. 15. Comparison between the monovalent and di-
valent shifts for the 3d—5d elements. Also the shifts for
the other metallic elements in the fourth —sixth period
are included.
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also include the "P transition" metals. From
this figure the periodic variation of the level
shifts can easily be identified.

The present approach was made possible thanks
to the Born-Haber cycl.e shown in Fig. 1. How-
ever, it is only after the introduction of the
(Z + 1) approximation that the scheme becomes
practically useful. The (Z+ 1) approximation for
the ionization energy, I~*, might in some cases
introduce a significant error. This point will be
investigated in a future communication, where
we will study to what extent the (Z+ 1) approx-
imation depends on the particular core level.
c accommodating the hole. " Still, we feel that
occasionally the largest error might be due to
the impurity term, E'~$(Z). For this quantity
it seems, however, unlikely that the (Z+1)
approximation, E~,g(Z), should cause any sig-
nificant error. Instead it is the Miedema semi-
empirical scheme for the (Z+1) impurity problem
itself, which in certain cases might very well be
erroneous. However, the solution energy, E~,((Z),
can in principle be obtained from experiment,
and one might hope that in the future, experi-
mental values will become more frequently avail-
able than at present. On the other hand, it is
only quite recently that the Miedema scheme has
become widely recognized, and, as more and
more experience is gained from its application to
various physical and chemical situations, its
eventual limitations for specific cases will be-
come mapped out.

As regards the experimental metall. ic core-
level binding energies, one often finds unrea-
sonably large deviations between different in-
vestigators. The main reason for this seems to
be that insufficient attention has been paid to the
calibration problem. This is explained by the
fact that, often, the absolute value of the binding
energy has not been the primary interest of the
experiment, but rather some special feature of
the spectrum for which a careful calibration cer-
tainly is not necessary. Thus the scatter of the
experimental values is not usually due to limita-
tions of the experimental technique. Therefore,
increased attention to the calibration problem
could, in most cases, easily improve on this
currently somewhat unsatisfying situation.

Naturally, it is experimentally much easier to
determine core-level binding energies for the
metallic state than it is for the free atom. Most
certainly, it will take a long time before core-
level binding-energy data for the free atoms will
become available to the same extent as they are
today for the metallic phase. In this situation it
seems most valuable if relatively accurate data
for the free atoms could be provided by some

indirect means. Having demonstrated the re-
liability of the present method for the core-level
shifts, it thus becomes possible to derive atomic
binding energies from the experimental data of
the corresponding metal. This will be done in a
forthcoming article. "

The insight gained into the origins of the core-
level shifts permits a confident study of the reg-
ularity of the metallic binding energy of the outer-
most P core shell. In particular, this means that
if the earlier actinides were of normal d-transi-
tion metal character, the core-hole screening
should be very similar to the one in the 3d, 4d,
or 5d series. From this we could show that the
experimental binding energy of the 6p, ~, level in

uranium metal definitely indicates that there must
be an appreciable occupation of the 5f state.
Thus uranium is not a simple d-transition metal
but has a more complicated electronic structure.

The present approach easily lends itself to gen-
eralizations so that systems other than the pure
metals can be considered. In this paper we chose
the case of implanted rare-gas atoms in noble
metals to give an illustration of how this can be
done. In this particular case we used the exper-
imentally determined core-level shifts to indirect-
ly derive thermodynamic data, which otherwise
might be quite difficult to obtain. At this stage
it is, however, somewhat difficult to assess the
accuracy of the obtained results. The main rea-
son for this is the uncertainties which might be
impaired to the Miedema values for the impurity
term. $s more experience will be gained, how-
ever, it seems possible that measured core-level
shifts can become a useful means to obtain ther-
mochemical information. A generalization to
dilute alloys and more complicated systems will
be presented in a future publication. '"

There is one further comment which might be
worth making in connection with the core-level
shifts for implanted rare-gas atoms. It has been
argued (e.g., in Ref. 146) that these shifts can
be used to probe the capability of the host metal
to shield a core hole in the metal. One thus re-
gards the "extra-atomic relaxation" mainly as a
property of the surrounding metal. The obtained
shifts are then used to separate initial- and
final-state effects in the chemical shifts of alloys.
As can be seen from Table I this assumption is
clearly erroneous. The shift is mainly a property
of the implanted atom itself (provided there is a
metallic environment which can supply the
screening electron to the final state). The in-
fluence of the particular metal on this shift is
only included through the terms Ez,~(Y) and
E ~~'(Y). The latter term which in general
seems to be the dominating one, is furthermore
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a property of the initial state. The relatively
constant value of the shift for a particular metal
host (irrespective of the implanted rare-gas
atom), which was the basis for the arguments in

Ref. 146, is, therefore, mostly a consequence
of the chemical similarity of the rare-gas atoms
and thus an extension of the periodicity of the
&E, values which was demonstrated in Fig. 15.

At least in principle, one of the simplest chem-
ical shifts is the core-level shift between a bulk
and a surface metal atom. However, it is only
very recently that such a shift has been observed
experimentally. Relying on an empirical relation
for the surface energy, we could derive a very
simple expression for the surface shift. As a
result, we found that, depending on the metal,
the shift could be either towards higher or lower
binding energies. Further, it seems most likely
that the shift should be largest for the surface
plane having the lowest coordination number.

Some time ago, a Born-Haber cycle similar to
the one used in the present paper had been ap-
plied to describe the 4f excitation energies in the
lanthanide metals. '" A more refined treatment
of these systems has now been given in Ref. 76.
Also, Broughton and Perry" have recently treated
core-level shifts by a method closely related to
ours. However, they do not consider the cohesive
energy terms in Fig. 1. Within a given period
of elements (fourth, fifth or sixth) this means
that their derived shifts will differ from ours by
a total span of about 5-6 eV. A related treatment
of core-level shifts for some molecules has been
given by Jolly. '" It is also well known that the
Auger electron energies show a large shift be-
tween the free atom and the metal. For those
Auger processes which end up in two holes in
the core, an appropriately modified Born-Haber
cycle can again be applied. A detailed account
of this will be given in another publication. '~
Here we just mention that the agreement between
experiment and theory is of the same quality as
for the single core-holes in the present work.

To summarize, in this paper we have demon-
strated that core-electron excitations in metals
can be accurately described by a Born-Haber
cycle. This confirms the complete screening
picture of the core hole in the final state.

Notes added in Proof. After completion of this
work we became aware of the work by J. Reader,
Phys. Rev. A 13, 507 (19'l6) who has studied the

energy levels of Cs ii . He found an ionization en-
ergy of 23.14+0.02 eV in good agreement with our
estimated value of 23.15(10) eV (Table V). Fur-
ther, P. Mitchell [J. Phys. B 12, 1653 (1979)] has
from Hartree-Fock calculations concluded that the
+z/ z level of the Sp '6s ' conf iguration should be

revised. His new assignment gives a spin-orbit
splitting of 12 240 cm ' for this configuration.
Thereby the mentioned anomaly in Ref. 162 is no

longer apparent. From these two recent papers
one derives a decoupled p-ionization energy of
17.42 eV, which is in good agreement with our cal-
culated value of 17.44(2) eV. The Csr spectrum
has also been reinvestigated by J. P. Connerade,
M. W. D. Mansfield, G. H. Newsom, D. H. Tracy,
M. A. Baig, and K. Thimm, Philos. Trans. R. Soc.
Lond. Ser. A, 290, 327 (1979).

Recently a positive surface chemical shift has
been established for Ta [J. F. van der Veen, F. J.
Himpsel, and D. E. Eastman, Phys. Rev. Lett.
44, 553 (1980)], thus verifying the predicted change
in sign between Ta and W (see Fig. 11). Further-
more, for Ir the shift is found to depend on the
surface atom coordination number in accordance
with the suggestions in Sec. IX.

A recent reinvestigation of the Yb surface indi-
cates that the observed shift (see Ref. 134) is in-
deed a true surface effect (L. Johansson, private
communication).
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APPENDIX

As stressed several times in this paper, there
is a substantial lack of experimental core-level
binding-energy data for the free atoms. Further,
for those cases where such data exist, it is usually
only one or a few of the inner shell ionizations
that has been measured. In such a situation it
might seem quite reasonable to use calculated
ionization energies instead. However, it is known
that, for the moment, even the most extensive
calculations give reliable results only for the
very lightest elements. For the other elements,
rather large discrepancies between theory and
experiment are often found. Since in our present
investigation an error larger than 0.5 eV is
highly undesirable, we have to turn to other
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methods. Below, we will introduce two different
procedures which can be used for this purpose.
In the first one, this is made possible by a com-
bination of atomic calculations and experimental
atomic spectroscopic data. In the second one,
a kind of an interpolation is made between ex-
perimentally known ionization energies. For the
atomic calculations we have employed the rela-
tivistic Hartree-Fock-Slater scheme, where we
use the exchange parameter a as a free param-
eter. When we will refer to a calculated excita-
tion energy later, note that this has always been
obtained from a calculated total energy difference
where the same a has been used for both the
initial and the final state. It should be emphasized
that we have been exclusively interested in find-
ing a practical means for obtaining accurate
core-ionization energies, and that we nowhere
imply that the calculated atomic wave functions
as such will faithfully represent the true wave
functions.

A further complication arises for core ioniza-
tions in open shell atoms, namely, the multiplet
splitting of the configuration made up by the
core hole and the valence electrons. In view of
the different spatial distributions of the core hole
and the valence electrons, it seems appropriate
to treat the core hole and the va&ence electrons
as two separate systems whose total. angular mo-
menta, j, and J„, are coupled to form the total
angular momentum J&. This coupling is some-
times referred to as Jj coupling. '" We illustrate
this by considering the 2p core ionization in
sodium. This Leads to the following final-state
possibil. itic s':

become evident, the methods we are going to
apply below are such that the derived values
will directly correspond to the decoupled ion-
ization energy.

In the following we will make an extensive use
of data obtained from Ref. 60. Also Moore's
Tables" and the recent compilation in Ref. 59
have been consulted. In addition to this, Refs.
154-160 and 61 have been utilized.

1. Method based on ionization potentials

This method utilizes the fact that for many
elements quite a large number of ionization po-
tentials are very accurately known. ' This for-
tunate situation is particularly true for the lighter
elements. However, for the heavier elements,
the data are much less complete and for our
present purpose only a few elements can be
treated. The method itself is probably best
described by an illustrating example. Let us
consider magnesium and the 2P, @ core ionization
of this atom. Atomic magnesium has the ground-
state configuration (1s'2s'2p'Ss'), where the two
electrons in the 3s orbital are the valence elec-
trons. By ionizing magnesium to the ground state
of the +3 ion, we arrive at the (1s'2s'2p~~»2p'»}
configuration. This ion is then dressed by two
electrons in its 3s orbital. Thus we end up with a
+1 ion, (1s'2s'2p', »p', »3s'), which is the desired
P, + core-ionized state. The discussion can be
somewhat simpLUied if we consider the following
two reactions which both lead to the same final
state;

2p~(j, = —')Ss(Jr —-0) 38.462 eV

Mg(s') - Mg' Mg" Mg" (p33»),

Mg'(P,',s')- Mg" (P, ,s)- Mg '(P', ,) .
(A2a)

(A2b)

~
2P'(j, = ~)3s(Jr =1) 38.156 eV

Nai -Nau (A1)
2P'(j, = ~)3s(Jr =1) 38.081 eV

2P'(j, = ~)3s(Jr =2} 37.986 eV.

In sodium metal this coupling is absent and
only the spin-orbit splitting of the p Level is ob-
served. The way we calculate the excitation en-
ergy in the metal [the Born-Haber cycle in Fig. 1
combined with the (Z+ 1) approximation] pre-
supposes that the atomic ionization energy cor-
responds to the decouPled situation. In the case
of sodium this means that a weighted averaging
of the levels in Eq. (Al) has to be made before
we arrive at the appropriate E,"+&, to be used in
our formula for the level shift, Eq. (7). As will

If the energies of these two reactions are known,
we can directly obtain the 2P, ~, core-ionization
energy. The energy in Eq. (A2a) is, of course,
nothing but the sum of the first three ionization
potentials for magnesium. The remaining prob-
lem is thus to find the energy of the reaction in

Eq. (A2b}. The two ionization steps from
Mg'(p~3»s') to Mg '(ps~») only involves the 3s
valence electrons. This process is therefore,
likely to be well described by its (Z + 1) substitu-
tion, namely, the double ionization of Al'(s') to
the AL3+ ion. However, since several ionization
stages are involved, the relative error in this
replacement can become rather substantial. To
account for this, we start by calculating the ener-
gy for the Al'(s')-Al" reaction and vary the value
of the parameter 0' until the experimental value of
47.276 eV is obtained. This gives a =0.8346.
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pAQLE g. &he 2p&~2 binding energies for the elements Na-Si, calculated with the method based on ionization poten-
tials (method A). Columns 1-6 contain in the upper row the relevant ionization potentials for the Z atom and in the
lower row contain the ionization potentials for the Z+ 1 atom. Column 7 contains the sums of these ionization poten-
tials. Column 8 shows the calculated sum of ionization potentials for the 2p3~2-ionized atom (instead of the Z+ 1 ion).
Column 9 shows the calculated correction to the Z + 1 approximation for this quantity. Column 10 contains the result-
ing 2p3~2 binding energies. In columns 11 and 12 these energies are compared with available experiments.

1
Atom

2 3
I( I2

4
I3

5

Ig

6
Ig

7
ZI„

8
(&I„)*

9
7-8

10
E c81c

C

11 12
E exyt E calc EegPt

C C C

Na

Mg

Al

Si

5.139
(Mg)
7.646

(Al)
5.986

(Si)
8.152

(p)

47.287
15.035
15.035
18.828
18.828
16.346
16.346
19.726

80.145
28.448
28.448
33.493
33.493
30.18

119.99
45.142
45.142
51.368

54.426
15.035

102.826
47.276

173.25
94.981

166.77 269.90
65.025 166.30

14.307 0.728

45 184 2 092

91.430 3.551

160.99 5.31

38.12 38.09 ~

81.82

108.91

0.03

0.10

gleighted average (see Ref. 162). Reference 161.

With this value of 0. we then calculate the energy
for the reaction Mg'(2P', ~,s')-Mg~(2P', @), and
find 45.184 eV. Since the sum of the first three
ionization potentials in magnesium is 102.826 eV,
we obtain directly from Eqs. (A2) that the P, ~,

core ionization for the Mg atom is equal to
102.826- 45.184 = 57.64 eV. This value should be
compared with the experimental value of 57.57(10)
eV obtained from Auger electron spectroscopy"
and the value of 57.54 eV found from photoabsorp-
tion. '" Thus, the agreement between our cal-
culated value and experiment is good.

For the 2P, @ core ionization in the aluminum
atom we add together the first four ionization
potentials, i.e., we obtain the energy for the
process Al(3s'3p}- Al" (2p~~). This is 173.25 eV.
Then we calculate the energy for the reaction
Si'(3s'3P)- Si» and vary a until the experimental
value of 94.981 eV is obtained. With this value of
a the energy of the step AI'(2P~~~~3s'3P)-Al (2p,'g, ) is computed to be 91.430 eV. From
this we derive a (decoupled) P, ~ core-ionization
energy of 81.82 eV.

From these two examples the general procedure
of the method should be rather obvious. In Table
II we present our calculations for the P,&, core
ionization for Na, Mg, Al, and Si, and show the
experimental values we have used for the various
ionization potentials. Measurements of the p»,
core ionization are available for sodium" and
magnesium, "' and as can be seen from Table
II, the agreement is satisfactory. Therefore,
one should al.so expect that the calculated values
for aluminum and silicon should be rather accu-
rate. However, quite naturally, the higher the
ionization stage has to be before we arrive at the
2P', @ configuration, the less accurate the derived
values will be. This can be seen from column 9
in Table II, where the difference between the

sum of valence ionization energies for the (Z+1)
substitution (ZI„) and the corresponding ioniza-
tion energy for the Z atom with a core hole
[(ZI„} ] is listed. In the case of silicon this
difference attains quite a large value.

The same procedure as above, can be applied
for the 3P, ~, core-electron ionization for the
earlier elements in the fourth period, K-Cr.
For elements beyond chromium some of the
higher ionization potentials are no longer ac-
curately known, which renders the present
method inapplicable. In Table III we give the
experimental and calculated data for K-Cr. In
some cases, when we compare the appropriate
valence electron ionization for the Z atom (with
a core hole) and the (Z+ 1) atom, we cannot di-
rectly use the ionization-potentials, but have to
correct for a configuration difference. Such a
case is Ca'(3P', @4s')- Ca"(3P,'~, ), where the
ground state for the (Z+1) ion, Sc', is 3d4s.
Thus the second ionization potential of scandium
has to be subtracted by the excitation energy
ScII(ds-s'). Prom Table III we note the good
agreement between the computed values and the
experimental values for potassium% and calci-
um. '" It should also be noted that some of the
ionization energies used in the calculation for
vanadium and chromium might be somewhat
erroneous. This, in addition to the large "cor-
rection" term in column 11, limits the accuracy
of the derived core-ionization energies.

In Table IV we present the corresponding data
for the earlier elements in the fifth period,
Rb-Zr. Unfortunately, the present lack of ac-
curate ionization energies does not permit reliable
calculations for elements beyond zirconium.
From the table we note the satisfying agreement
between the calculated and measured value for the
4p~@ electron ionization in rubidium' and
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TABLE IV. The 4p3~2 binding energies for the elements Rb-Zr, calculated with the method based on ionization po-
tentials (method A). For a description of the columns see Table II.

1
Atom

3
I)

5

I4

10
E C81C

C

11
E exPt

C

12
E c81c E 8KPt

C C

Rb

Zr

4.177
(Sr)

5.695
(~)

6.38
(Zr)
6.84
(Nb)

27.285
11.030
11.030
12.23
12.23
11.36
13.13
11.32

42.87
20.525
20.525
22.99
22.99
25.04

60.60
34.412
34.412 80.35
37.6 50.55

31.462
11.030
59.59
32.75
99.74
68.76

157.72
124.5

31.59 1.16

66.21 2.55

120.0 4 5

10.606 0.424

28.00 28.21

33.53

37.7

-0.01

-0.21

Weighted average (see Ref. 162).
Ionization from Zr'(ds ) which lies 1.773 eV above Zr'{d s).

'Ionization from Nb'(d s ) which lies 3.0 eV above Nb'(d ). This value, 3.0 eV, has been estimated by the present
authors.

"Estimated from regularities in the d"s d" ionization energies for the+3 ions.
'Reference 39.

strontium. " Table V contains the pertinent
information for the earlier elements in the sixth
period, Cs-La. The literature value for the
second ionization in Cs is 25.1 eV. However, a
simple interpolation between the 5P ionizations
in Xe, Ba'+, and La" shows that a much more
appropriate value should be 23.15(10) eV. This is
supported by our present calculation for the 5P3
core ionization, which, after this replacement,
agrees rather satisfactorily with the experimental.
value" (Table V). The computed 5p,&, ioniza-
tion energy for the barium atom is in excellent
agreement with experiment. " For lanthanum,
which has the atomic configuration ds', we need
the energy position of the Ce u(ds') level. This
level has not yet been identified in the CeII spec-
trum, but its position can be estimated to be
about 3.05(10) eV above the lowest d level. This
level in its turn is situated 4.03 eV above the
ground state Ceil(4f 5d').

For the metals beyond the noble metals, the
outermost d electrons behave essentially l.ike
core electrons. It is, therefore, possibl. e to
include these levels into our consideration of
core-level binding-energy shifts. The method
above can also be applied here to give sufficientl. y
accurate estimates for some elements for which
atomic core-ionization data otherwise are miss-
ing. The procedure is exactly the same as above,
only that here in the last ionization process we
ionize a d, ~ electron. In Table VI the experi-
mental ionization energies and our calculated
values are given'" for the elements Cu-Ga.
Accurate values of the d-electron ionization in Cu
and Zn can be obtained from the spectroscopic
levels in CuII and ZnII. Our calculated values
compare favorably with these data. In the case
of Ga the fourth ionization potential. is not known,
and therefore, the present method can not be di-
rectly applied in the form described above. In-

TABLE V. The 5p3~2 binding energies for the elements Cs-La, calculated with the method based on ionization poten-
tials (method A). For a description of the columns see Table II.

1
Atom

2

I,
3
I2

4
I3

5

I4

6
ZI„

8
6-7

9
E cQLC

C

10
E exPt

C

11
E C81C EexPt

C C

Ba

3.894
(Ba)

5.2117
(La)

5.5770
(Ce)

23.15(10)
10.004
10.004
10.143
11.060
3.77(10) '

35.844
19.177
19.177
20.198

49.95(6)
36.758

27.05 (10)
10.004
51.060
29.320
85.76 (6)
60.72 (10)

28.337 0.983
22.72

27.25 (20)2.2158.51

22.74'
9.621 0.383

17.43 (10) 17.37 0.06(10)

-0.02

'Weighted average (see Ref. 162).
Estimated by the present authors (see text).

'Ionization from La'(s ) which lies 0.917 eV above La'(d ).
Ionization from Ce'(ds ) which lies 7.08(10) eV above Ce'{fd ) (also see text).

'Reference 23.
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TABLE VII. The 4d&~2 binding energies for the elements Ag-Sn, calculated with the method based on ionization po-
tentials (method A). For a description of the columns see Table VI.

1
Atom

2

I)
3
I2

5
Excitation

7
&I„

8
(ZI„)

9
7-8

10 11 12
E calc E exyt Ec+c 8exyt

C C C C

21.49
16.908
16.908
18.870
18.870
14.632
14.632
16.53

7.576
(Cd)
8.994 37.48
(In) 28.03

5.786 s d s
(Sn)

7.344 30503 d s-d s
(Sb) 25.3

14.329

20.982

29.07
16.908
63.38
46.90
38.985
14.632
73.461
41.8

45.73 1.17
17.65 17.58

14.375 0.257

41.1 0.7 32.4

12.6016.468 0.440 0.04

0.07

~weighted average (see Ref. 162). Combination of Refs. 58 and 60.

stead, we can utilize the d's' level in Ga III.
Consider the following reactions:

Ga(d s2p) Ga2+(das2)

Ga'(d's'p)- Ga"(d's').

(ASa)

(Asb)

If both these reaction energies are known, we
can directly obtain the d, @ core-electron ioniza-
tion energy. The last process, E'l. (A2b), is
compared with Ge'(d'os'p)- Ge~(d'Os2). From
atomic calculations and n-fitting, we then calcu-
late the (decoupled) excitation energy in Eq. (A2b)
in the same way as before. For the accuracy of
the result, it is a great advantage that we can
utilize the Gam(d's') level, since, in this way,
the number of necessary ionization stages re-
mains low. This is reflected by the smal. l correc-
tion term, column 10 in Table VI. Unfortunately,
the Ga ta(d's') level has not been investigated
experimentally, but its position above the
Gaia(d"s) ground state can be estimated with a
high accuracy. The same procedure has been
used for Ge, where we utilized the Ge IV(d's')
level.

Calculated and experimental values are shown
for Ag-Sn in Table VII. For indium and tin the

same method was used as above for gallium and
germanium, respectively. The experimental
d-ionization energies for atomic Ag and Cd agree
very well with our calculated values. Table VOI
gives the appropriate ionization potentials and
calculated values for Au-Pb. Here the literature
value of 34.2 eV' for the third ionization poten-
tial in mercury is somewhat uncertain. This can
indeed, also be seen from the rather large dis-
crepancy between our calculated value for the
atomic d ionization and the experimental value.
In view of the very good agreement for the cor-
responding ionization in Zn and Cd, a comparable
accuracy should be expected for Hg. This sug-
gests that a more proper value for the third ion-
ization potential in Hg should be 34.7 eV. This
modified value is also supported by the regularity
of the ionization energies, d"s-d", for the +3
ions in the Sd series.

Above, we have shown that quite accurate core-
electron ionization energies can be derived from
other independent spectroscopic data, provided
these data are supplemented by some simpl. e
atomic calculations. However, the somewhat
limited accessibility of accurate experimental
ionization potentials prevents a more extensive

TABLE VIII. The 5d5)2 binding energies for the elements Au-Pb, calculated with the method based on ionization po-
tentials (method A). For a description of the columns see Table VI. For mercury, the values given within parentheses
are discussed in the text.

1
Atom

2

I(
3
I2

4
I3

5
Excitation

6
Emc

7

In

8 9 10 11 12
(gI )¹ 7 8 +cele ~myt gcalc gexyt

n C C C C

Au

Hg

9.226
(Hg)

10.438
(Tl)
6.108
(Pb)
7.417
(Bi)

20.5
18.756
18.756
20.428
20.428
15.032
15.032
16.69

(34.2)
29.852

d)0 dSs2

31.938 d s d s
25.56

8.290

12.554

29.7
18.756

(63.4)
50.280
34.826
15.032
66.941
42.25

11.3 11.2418.353 0.403 0.06(10)

41.45 0.80
25.49

(14.4) 14,84 (-0.4)48.976 1.304

14.737 0.295

weighted average {see Ref. 162). Combination of Refs. 58 and 60.
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Core level Energy ~ (eV)

Zn 3ds(2
Kr 3d5(2
Sr 3dsg~
Cd 3ds(2
Xe 3d5)2

17.168
93.82(3)

142.3(2)
412.0(2)
676.70 (8)

0.7109
0.7176
0.7191
0.7295
0.7389

TABLE IX. Summary of experimentally determined
atomic binding energies which are used as starting
points for the interpolation of 3d5~ 2 and 4f, ~2 binding en-
ergies. The third column displays the values of the ex-
change parameter & which are found to reproduce these
binding energies.

use of this method. It shoul. d, for example, have
been of special interest to apply this scheme
to lutetium and hafnium, since for these elements
the atomic 4f ionization energy could then have
been derived. Unfortunately, one (or several) of
the experimental ionization potentials in hafnium

is likely to be quite erroneous, preventing the
applicability of our scheme. The main restriction
of the method is, however, the fact that only the
outermost l.evel of the core can be treated. In

the next section of this Appendix, we present
another approximative method which does not
have this limitation.

Yb 4fv(2
Hg 4fv g~

8.910
107.06 (5)

0.6947
0.7188 2. Interpolation method

See Refs. 165 and 166.
Since experimental data for core-electron

binding energies are available for some ele-
ments, it seems reasonable to expect that some
kind of interpolation between these values should

give acceptabl. e data for the intervening ele-

TABLE X. Experimental and interpolated 3d5~2 binding energies for the elements Zn-Xe.
The second column shows the elements which have been used for the interpolation. The third
column contains the calculated binding energies using a linear interpolation of the exchange
parameter a between these elements. For comparison, the fourth column contains the bind-
ing energies calculated using a linearly interpolated value for the errors in a set of ESCF
calculations. The fifth column contains the results from other calculations (method A) or ex-
perimentally determined binding energies which we, for various reasons, have chosen not to
include in the interpolation procedure (see text).

Element
Energy

Interpolation (eV)

&SCF
(linearly

corrected) Other determinations

Zn
Ga
Ge
As
Se
Br
Kr
Rb
Sr
Y
Zr'

Nb
Mo
Tc
Ru
Rh
Pd
Ag
Cd
In
Sn
Sb
Te
I
Xe

Zn-Kr
Zn-Kr
Zn-Kr
Zn-Kr
Zn-Kr

Kr-Sr

Sr-Cd
Sr-Cd
Sr-Cd
Sr-Cd
Sr-Cd
Sr-Cd
Sr-Cd
Sr-Cd
Sr-Cd

Cd-Xe
Cd-Xe
Cd-Xe
Cd-Xe
Cd-Xe

[17.168]
27.03
38.05
50.35
63.77
78.27

[93.82]
117.24

[142.3]
165.62
189.53
210.62
235.86
266.06
289.03
317.01
341.55
375.77

[412.0]
451.71
493.10
536.46
581.49
628.25

[676.70]

[17.168]
27.11
38.34
50.64
63.87
78.32

[93.82]
117.31

[142.3]
165.46
189.25
209.75
235.01
261.36
288.24
316.39
340.61
375.35

[412.0]
451.71
493.50
536.86
581.86
628.45

[676.70]

26.99 (Calculated, method A)
37.86 (Calculated, method A)

117.33 (Photo absorption)

375.5 (Auger)

See R,ef. 167.
~See Ref. 168.

Calculated for the d g-configuration.
~See Ref. 72.
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ments. Naturally, to get accurate results, it is
desirable that the interpolation should be performed
between elements close to each other in the
periodic table. A particularly favorable case
seems to be the 3d, @ ionization, because here
atomic data are available for Zn, Kr, Sr, Cd,
and Xe."' For these elements we have calculated
the 3d, @ ionization energy and varied n until
agreement with experiment was achieved. The
values of o. obtained in this manner are col-
lected in Table IX. As a function of atomic
number these e values display a regular and
consistent behavior. The sensitivity of the calcu-
lated energy to a change of 0.001 in a is about
0.04 eV for zinc and 0.1 eV for xenon. This sug-
gests that if a linear interpolation is made be-
tween the consecutive fitted n-values, appropriate
ionization energies could be calculated for the
intermediate elements. The values computed in

this way are tabulated in Table X. The values
for gallium and germanium can be compared with
the previously derived values in Table VI. The
agreement is gratifying.

The reason that we have not based any inter-
polation on the experimental Ag 3d, ~, ionization
value" is that we expect the measurements of the
Cd binding energies to be somewhat more ac-
curate as concerns the absolute values. However,
as can be seen from 'Table X a good agreement
between the interpolated and the experimental
Ag 3d, @ binding energy is obtained.

The same method as above for the 3d», level was
also applied to the 4f,&, ionization in the 5d series.
Experimental atomic data are available only for
ytterbium and mercury. The corresponding n
values were derived and a linear interpolation
was made, giving a values for the intermediate
elements. From this, the 4f, ~ ionization ener-
gies for the 5d elements were calculated and the
results are presented in Table KI. In this table
we also include some calculated results for
elements beyond mercury, obtained from linearly
extrapolated n values.

For Tl, Pb, and Bi, we can compare the ex-
trapolated 4f,~ binding energies with experi-
mentally determined values. As can be seen
from Table XI they seem to differ by about 0.5
eV. It is, however, not quite clear which quan-
tities are the most accurate ones for these ele-
ments, the extrapolated or the experimental ones.
We can, however, obtain additional estimates
of the atomic binding energies by combining
the calculated &E, shifts with the measured solid-
phase binding energies. As was pointed out
in Sec. VI, we expect the calcul. ated &E, shifts
to be particularly accurate for the elements in
this region of the sixth period. Since the esti-

Element

&SCF b

Energy (Linear ly
(eV) corrected) Experimental

Yb
Lu
Hf
Ta
W
Re
Os
Ir
Pt
Au

Hg
Tl
Pb
Bi

[8.910]
15.89
23.61
31.96
40.87
50.61
60.91
71.66
79.86
91.52

tlov. os]
125.19
144.15
164.66

[8.910]
16.44
24.26
32.74
41.44
51.31
61.55
65.94
79.82
91.20

[107.08]
125.13
144.18
164.49

125.75'
144.0~, 143.6f
164.9'

All n values are interpolated or extrapolated between
Yb and Hg.

See Bef. 169.
'Calculated for the d configuration.

See Ref. 26.
'See Bef. 20.

See Ref. 28.

mated errors in the solid-phase binding energies
are also quite small, we expect the obtained
atomic 4f binding energies to be quite accurate.

For Tl we have calculated the &E, shift to be
7.60 eV. This value is also supported by the
pseudoexperimental point based on the 5d, p,

level, (see Fig. 7). Combining this shift with
the measured solid-phase binding energies"
[122.17(10) eV and 117.73(10) eV], we obtain
129.8 and 125.3 eV for the 4f, I, and 4fvg, atomic
binding energies, respectively. The atomic 4f, @
binding energy obtained in this way thus agrees
well with the extrapolated value in Table XI but
not with the experimental energy. Therefore,
it seems that the experimental atomic binding
energies in Ref. 26 might be somewhat too high.

For Pb we have calculated the &E, shift to be
7.44 eV. As for Tl, the calculated shift is
supported by the pseudoexperimental 5d, ~ shift,
(see Fig. 7). In this case we obtain, by combining
the calculated 4E, value with the experimental

TABLE XI. Experimental, interpolated, and extrapo-
lated 4f, &2 binding energies for the elements Yb-Bi
based on the experimentally known values for Yb and Hg.
The second column contains the binding energies calcu-
lated using a linear interpolation or extrapolation for the
exchange parameter n. For comparison, the third col-
umn contains the binding energies calculated using a
linearly interpolated or extrapolated value for the errors
in a set of &SCF calculations. The fourth column con-
tains experimentally determined binding energies which
we, for various reasons, have chosen not to include in
the interpolation/extrapolation procedure (see text).
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solid-phase binding energies, 8 [141.69(10) eV
and 136.65(10}eV] as our estimates for the atomic
4f binding energies 149.1 and 144.1 eV for the —',

7
and —, components, respectively. This value is
also in good agreement with the one derived from
photoelectron spectroscopy, "but in somewhat
worse agreement with the experimental photo-
absorption value. "

For Bi a good agreement is found between the
calculated nE, shift and the experimental 4f
shift (Ref. 20 for the atomic and Ref. 88 for the
solid-phase binding energies). Furthermore,
from Table XI we can see that a fairly good
agreement is obtained between the extrapolated

and experimental 4f, s binding energies. A con-
clusion that can be drawn from the above com-
parisons between extrapolated and experimental
binding energies is that the binding energies cal-
culated in this way seem to be accurate to within
a few tenths of an eV.

Finally, the same type of approach was used
for the 6P, ~ ionization in thorium and uranium.
Here, an adapted value of e was obtained from
the known ionization energy" of radon (10.'148

eV}. With this fitted a value the corresponding
6p~ p ionization energies for Th(d2s') and U(d~s')
were calculated to be 25.8 and 31.3 eV,
respectively. '"
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It is only for cesium that the difference in the spin-or-
bit splitting between the first (p s ) and third spectrum
(p ) is unreasonably large, the splittings being 9810
cm ' and 13884 cm ', respectively. Thus the derived
(decoupled) experimental value for the p3/2 ionization
in cesium is somewhat uncertain.
M. W. D. Mansfield and G. H. Newson, Proc. R. Soc.

London 357, 77 (1977).
Our inclusion of Cu in this connection does not mean



21 CORE-LEVEL BINDING-ENERGY SHIFTS FOR THE METALLIC. . . 4457

that we consider its d electrons as core electrons in
the metallic phase. Instead, we use Cu as a test exam-
ple of the present method for calculation of core-ioni-
zation energies. The same holds true later when we
consider Ag and Au.

6 The value for Zn is taken from Refs. 58 and 60. The
value for Kr was obtained as described in Ref. 138.
For Sr we have used the value in Ref. 69. The data for
Cd were obtained from Ref. 71. Finally, for Xe Ref.
52 was consulted.
The value for Yb was obtained from Ref. 59. For Hg

Ref. 19 was used.
The atomic calculations by Huang ep aL. were used in

the following way: first we compared the actually cal-
culated values with the experimental ones for Zn, Kr,
Sr, Cd and Xe. The following deviations were found:
Zn 2.92, Kr 1.77, Sr 1.17, Cd 0.88, and Xe 0.54 eV.
These differences appear to behave rather smoothly.
Assuming now that the deviations decrease uniformly
within each interval, we derive correction energies

for the intermediate elements.
M. W. D. Mansfield and J. P. Connerade, Proc. R.

Soc. London, Ser. A 344, 303 (1975). Additional lines
were interpreted and revised ionization energies were
given in a later publication. J. P. Connerade and

M. W. D. Mansfield, Proc. R. Soc. London, Ser. A 348,
539 (1976).

Essentially the same procedure as described in Ref.
166 was applied to the 4f~~& binding energies. Here the
deviation between the calculated and experimental
energies was 4.98 eV for Yb and 2.48 eV for Hg. For
elements beyond Hg the deviations were linearly ex-
trapolatedd.

~ The approximation of using the same n for Rn, Th,
and U is likely to be rather good. This is supported by
cursory calculations for the outermost p level of re-
lated elements. The values in column 12 of Table III
could thereby generally be reproduced to within 0. 5 eV,
using the appropriate n for the Ar 2p3~& level.


