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Magnetism versus superconductivity —molecular-field theory
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Within the context of molecular-field theory we analyze the thermodynamics of magnetic su-

perconductors over the whole (T,H) plane, The conditions for the coexistence of a long-range
magnetic order (including ferromagnetic order) and superconductivity are given. Specific heat
and static susceptibility are calculated and anomalies associated with the occurrence of' a coex-
istence phase are observed. Good qualitative agreement with experiments is found and several
predictions are made.

I. INTRODUCTION

Experimental as we11 as theoretical investigations
on the interrelationship of magnetism and supercon-
ductivity have a long history. ' Early research was

mainly concerned with the effect of paramagnetic im-

purities on superconductivity. The early microscopic
theory of Abrikosov, Gor'kov, and Rusinov"
(AGR) treated a superconductor with uncorrelated
paramagnetic impurities. The theory was later ex-
tended to include spin-orbit interaction, crystal-field
effects, ' etc. In many instances these theories were
capable of explaining the experimental data of sys-
tems with relatively low-impurity concentrations.
However, a particularly intriguing question on the
coexistence of magnetism and superconductivity has
been recently reopened by, the discovery ' of new
rare-earth (R) ternary compounds: RRh484 and
R„Mo6(S, Se) 8. These compounds have been shown
to exhibit superconductivity or long-range magnetic
order, "reentrant" behavior, ' and, in some cases,
even the coexistence of superconductivity and long-

range antiferromagnetic order. ' " In contrast to the
early phenomenological theories, ' the possiblity of
coexistence of magnetic order and superconductivity
was predicted in the AGR theory (a similar micro-
scopic model was exactly treated more recently, "and
similar results were found). However, the aforemen-
tioned ternary compounds contain a high concentra-
tion of magnetic moments distributed over the regu-
lar lattice. Henceforth, applicability of the AGR-type
theories is restricted.

Some of the more recent theoretical attempts to
understand the interrelationship of magnetism and
superconductivity include microscopic theories as well

as phenomenological ones. ' " However, most 0f
the microscopic theories fall short in treating effects
of the external magnetic field. The main difficulty
lies in our limited ability to treat microscopically the
effects of the external magnetic field, even in pure
superconductors. The problem is especially compli-
cated in type-II superconductors where the only sen-

sible approach is a Gin. zburg-Landau-type theory as
employed, for example, by Abrikosov. '4 A similar ap-
proach has been applied recently to the analysis of
magnetic superconductors. ""Nevertheless, even in

these theories the mathematical complexity is exten-
sive.

Preliminary calculations of Belie and Jaric" were
made in the context of a phenomenological,
molecular-field-type theory. In general there are
several advantages of molecular-field theories: (a)
mathematical simplicity which allows clear physical
interpretations and relatively easy applicability; (b)
maximal utilization of the understanding of decou-
pled subsytems; (c) ability to treat couphngs of afbt-
trary strength; (d) generally good qualitative agree-
ment with experiment, etc. The theory will be ex-
tended and completed here in order to describe the
thermodynamics of magnetic superconductors in an
external magnetic field and at arbitrary temperatures.
%e will introduce the appropriate thermodynamic
Gibbs potential and thus we will be able to avoid a
lack of uniqueness in the Maxwell construction en-
countered previously. The physically intuitive model
which we will adapt here considers a magnetic super-
conductor as consisting of two subsystems: a mag-
netic one and a superconductor. The chief effect of
the magnetic subsystem on the superconductor is to
create an effective magnetic field which tends to de-
stroy superconductivity. On the other hand the effect
of the superconducting subsystem on the magnetic
one is the screening of external as well as local mag-
netic fields, which have a tendencey to destroy any
long-range magnetic order. Hence, if the supercon-
ducting subsystem is in the Meissner phase, all fields
are completeely screened. Thus ordinary intuition in-
dicates that the Meissner phase and long-range mag-
netic order cannot coexist in the same volume. This
statement should be corrected, however. In the
Meissner phase of the superconducting subsystem the
effective field acting on the superconductor is com-
pletely screened. Therefore, the magnetic induction
due to the effective field acting on the superconduc-
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tor subsystem is zero, ~hereas the total magnetic in-
duction of the magnetic-superconductor need not be
zero. Hence, it will be important to make a distinc-
tion between effective fields and magnetic induction. "

It is, unfortunately, impossible to determine
uniquely a microscopic picture starting from a macro-
scopic one (i.e., molecular-field theory). However, a
microscopic picture, consistent with our intuition,
may be one in which there are two electronic bands
near the Fermi surface. One band is mainly respon-
sible for superconductivity, while the other one pro-
vides most of the indirect coupling between localized
magnetic moments. This picture is supported by the
electronic structure calculations for some RRh4B4
compounds. These calculations show that supercon-
ductivity is due mainly to the Rh 4d electrons, while
the 8 4f localized magnetic moments interact strong-
ly with the 8 Sd electrons and weakly with the Rh 4d
electrons. An implication of this picture is that the
exchange coupling, cr s, traditionally employed in
microscopic theories of magnetic superconductors, is
probably insufficient. One needs to include elec-
tromagnetic coupling as well. Another implication is
that the Ginzburg-Landau-type theories must include
nonlocal, m 2/2 as well as Pm OP-type, couplings of
the magnetic, m, and superconducting, P, order

. parameters. Within this picture it also seems that the
magnetic subsystem affects the superconductor sub-
system chiefly by producing a relative sliding of the
up- and down-spin Fermi surfaces. Such conclusion
should be true at least at sufficiently low tempera-
tures and/or high external fields where magnetic
fluctuations (or the Abrikosov-Gor'kov mechanism)
should be suppressed. Some of the aspects of this
microscopic picture are treated in Refs. 14, 21, arid 22.

In Sec. II we will derive the thermodynamic func-
tions for magnetic superconductors. We will pay spe-
cial atten'tion to thc question of coexistence of long-
range magnetic order and superconductivity. At the
end of Sec. II we will briefly discuss the applicability
of the theory to the more general magnetic struc-
tures. In Sec. III we will compare our results with
experiments, with special attention focused on
ErRh4B4. We will also present there the discussion
and the analysis of the theory. In the Appendix we
will describe numerical calculations performed in or-
der to illustrate some of the consequences of the
theory.

II. THERMODYNAMICS

Let us consider decoupled superconducting and
magnetic subsytems whose respective magnetizations
M, and Mp, at given temperature T and external
fields H„=H,p =H, are

M, =h, (H„,T)

M~ = h~ (H,~, T)

The functions h, and hp are assumed to be known.
For the sake of simplicity we will also assume that
the magnetic subsystem is a ferromagnetic one and
that a11 magnetizations and magnetic fields are either
parallel or antiparallel to ari axis of a long cylindrical
sample. We also note that M, corresponds to the
macroscopic magnetization of the superconducting
subsystem.

The two subsystems are coupled, as described in
the Introduction, in a molecular-field fashion. This
means that the fields appearing in Eq. (1) are to be
taken as effective fields

H„=H +5Mp,

H p =H+5M, (3)

The parameter 5 describes the coupling. If 5 & 0
(8 (0) we will call the coupling of the two subsys-
tems ferromagnetic (antiferromagnetic). If we as-
sume the ferromagnetic and superconducting subsys-
tems known, then 5 is the only parameter entering
the theory. The introduction of the coupling implies
that we should include in Eq. (1) both stable and un-
stable states, as some of the unstable ones may be
stabilized by the interaction. We will assume below
that the ferromagnetic subsystem is also described in
a molecular-field fashion. Hence, any unstable states
of the ferromagnetic subsytem are included explicitly
by having the subscript p, in Eq. (1), refer to the un-
correlated paramagnetic moments and by replacing
the field H,~, in Eq. (3), by

H„=H+5M, +XM, , (4)

where h.M~ (A, & 0) describes the "self-coupling" of
the ferromagnetic subsystem.

The equation of the state of the ferromagnetic su-
perconductor (FS), giving the total magnetization M,

M(H, T) =M, +M~

G(H, T) =G„+SMARM, +G,~+ 2 A.M~~

where G„ is the Gibbs potential. of the superconduct-
ing subsystem in an effective field [Eq. (2)], G,~ is
the Gibbs potential of the paramagnetic subsystem
in an effective field [Eq. (4)l, and the term 8M~M,
comes from the coupling of the two subsystems.

Other thermodynamic functions can be obtained
from the Gibbs potential. The entropy S is found to

is determined by solving Eqs. (1)—(4). In general
several solutions will be found. Unstable ones are el-
iminated by considering a thermodynamic Gibbs po-
tential G of FS. The solution of Eq. (1) which yields
the lowest G is the stable one. The Gibbs potential is
given, in accordance with the molecular-field theory,
as
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with either T, & T~ or T, & T~, where mo is the sa-
turation magnetization of the ferromagnetic subsys-
tem T~ is its transition temperature, T, is the transi-
tion temperature of the superconductor subsystem,
and h~ 2

—=ht 2(0). Typical phase diagrams are
sketched in Fig. 1. ' It is seen that the behavior of
FS may range from superconductinglike, Tj « T,
and ~Smo~ && ht, Fig. 1(a), to ferromagneticlike,
Ty » T„~Smo~ && hf, Fig. 1(f). It can also be seen
that although originally the transition from II to I
was of second order, the interaction with the fer-
romagnetic subsystem changes the transition to first
order. This is essentially due to the infinite suscepti-
bility of the superconducting subsystem at the lower
critical field. In the case of the superconductinglike
behavior the transition is weakly first order. In Fig.
1 (c) we note a transition at T,3 to type-I supercon-
ducting behavior. A similar tendency towards type-I
superconducting behavior was also predicted in Ref.
19. We also note that Fig. 1(d) corresponds to the
transition from a magnetically ordered state to a su-
perconducting one. Such transition has, as yet, never
been observed experimentally. Although there is
some interest in further studying all six possible cases
we wish to focus our attention here on the question
of coexistence of superconductivity and ferromagne-
tism.

We define the coexistence phase, If, in zero exter-
nal field as characterized by a spontaneous magneti-
zation of the ferromagnetic subsystem, M~ ~ 0, and
by zero magnetic induction of the superconductor
subsystem, 8, =0„+M,=0 li e., ~H„] & ht(T) l.
Note that nonzero total magnetic induction,
8 =H +M, in the coexistence phase, "does not con-
tradict 8, =0. The simplest way to analyze the coex-
istence phase is by presenting Eqs. (I)—(4) graphical-
ly3 in the (M~, M, ) plane, as shown in Fig. 2. A
solution is given by the intersection of the two curves
associated with Eq. (1). The two curves are closely
related to properties of the superconducting and fer-
romagnetic subsystems, respectively. The coex-,
istence is associated with a solution which satisfies

. M, = —SM~ and M~ &0, i.e., corresponds to the com-
plete Meissner effect of the superconducting subsys-
tem. It is seen that the occurrence of the coexistence
solutions is determined by the slopes of the two
curves at the origin. Thus a necessary condition for
coexistence, which appears at a temperature T & T2,
is to have a solution for T2 of

(14)

For a typical case with no crystal-field effects,
X~(O, T) —T ', which reduces Eq. (14) to

if T2 & T„' otherwise T2= T,. The trivial solution,
M~ = M, =0, is always present. However it can be

FIG. 2. Equation (1) presented graphically. The full line
is associated with the superconductor subsystem described in
'the first line of Eq. (1}. The dashed line is associated with
the ferromagnetic subsytem described in the second line of
Eq. (1). The intersections correspond to the solutions. The
inversion symmetry is due to 0 =0.

shown that the coexistence solution is a more stable
one. The reason is that these two solutions are
equivalent to the two solutions of a pure ferromag-
netic system with an effective "self-coupling"
7l, = A,

—S2 [ cf. Eq. (9)]. Thus, the coexistence solu-
tion Sill be a truly stable one if no other solutions,
except the trivial one, exist (e.g. , Smo « ht or
T T2 Tf « T,). However, if Smo & hi then the
coexistence phase will be destroyed at a sufficiently
low temperature T~. Transition to the Iif phase will
occur. It is also noteworthy that the coexistence
solution, even when stable, is associated with un-
stable states of the ferromagnetic subsystem, as anti-
cipated in the Introduction.

Next'we will analyze in more detail the case when
coexistence occurs. We assume T~ & T, and

& 5mo & A2.
The typical evolution of the solutions, as the tem-

perature changes, is shown in Fig. 3. We also show
the total Gibbs potential (as a function of M~) so that
the stable solutions may be identified. As could be
seen from Fig. 3, the transition at T2 from phase I to
the coexistence phase If is of second order whereas
the transition at T~ from phase If to phase IIf is of
the first order. The main reason for the first-order
transition is the infinite susceptibility of the super-
conducting subsystem at the lower critical field. . A
lower bound for the coexistence, Tt, is given by (cf.
Fig. 3)

(16)

The actual temperature T~ at which the coexistence is
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signatures in the specific heat C and the static suscep-
tibility X. Notably there will be a 8-function jump in
both C (latent heat) and X (magnetization discon-
tinuity) at T~, characteristic of first-order transitions.
Other features of C and X can be analytically ex-
pressed for temperatures above T~. From Eqs. (8)
and (11), we obtain

x&(O, T), T & T, ,

—1+(1—5)'xf(O, T), T, & T & T, ,

Cf(O, T), T ) T,
C(O, T) =

C, (O, T)+Cf(O, T), T, & T & T,

Mp Mp- =-

FIG. 3. Schematic evolution of solutions of Eq. (1) with

the change of temperature for the case of coexistence. Only
the lower right-hand quadrant of the (M~, M, ) plane is

sho~n. - Temperature decreases from the top to the bottom
of the figure, starting with the temperature T & T& & T, .
The total Gibbs potential is shown in the left-hand side of
the figure.

%e sce that above T, the FS behaves like an ordinary
ferromagnetic system. At T = T, there is a discon-
tinuity in X and C, very much like in a pure super-
conducting system, with an additional contribution
from the ferromagnetic subsytem. In the region
between T, and T~ the superconducting subsytcm is
in the Mcissner phase. In the same region FS
behaves as if it were completely decoupled, except
that the ferromagnetic subsystem is replaced by the
effective one [ with X replacing X, cf. Eq. (9)].
Therefore there is a second-order transition into the
coexistence phase at T2. Thc transition is marked by
a divergence in the susceptibility and a discontinuity
in the specific heat (mean-field behavior), typical of
ferromagnetic systems. Below T2 both X and C de-
crease. At Ti, superimposed on a finite discontinui-
ty, there is a 8-function singularity associated with
the first-order transition. The finite discontinuity,
which is caused mainly by the superconducting sub-

destroyed by the long-range ferromagnetic order is
greater than T~. However, the equations which give
T~ are much too cumbersome to be of any practical
use.

In Fig. 3 we assumed T~ & T, (or more generally
T2 & T,). However, if T2 = T, and/or there is more
than one transition temperature T~, an interesting, al-
beit unlikely situation may occur. In such a case we
may find several alternating temperature regions of
coexistence I f and II,f phases.

The first-order transition at T~ is marked by
discontinuities in total entropy and magnetizations
(the discontinuities may be small for the weakly
first-order transitions, e.g. , Smo = ht « h2 ).
Hence, the transitions at T~ and T2 will have their

Tt T,

FIG. 4. Static susceptibility X for FS which exhibits coex-
istence of ferromagnetism and superconductivity, as calculat-
ed in the model described here (see the text and the Appen-
dix).



20 MAGNETISM VERSUS SUPERCONDUCTIVITY —MOLECULAR-FIELD. . . 4491

2

FIG. 5. Specific heat C for FS which exhibits coexistence
of ferromagnetism and superconductivity, as calculated in
the model described here (see the text and the Appendix).

M(H, 0) = mo+ h, ( H + Smo, 0) (19)

In a more general case, when the crystal-field effects
are present, mo in Eq. (19) should be replaced by its
field dependent form. Equation (19) merely restates
the fact that the superconductor screens localized
magnetic moments. Only at sufficiently high fields
this screening disappears. Another interesting
feature may appear in the magnetization: a max-
imum in the magnetization at some temperature
below T~. A physical reason is easily understood if
we consider a magnetization of the effective fer-
romagnetic subsystem (i.e., k X). An effective
field acting on the superconducting subsystem will

have a maximum, relative to either the upper or
lower critical field, due to the sharp rise of the mag-
netization of the ferromagnetic subsystem below T~.
Therefore a maximum in M, (M, (0) is obtained.
Hence the screening of the ferromagnetic subsystem
is minimized, thus obtaining a maximum both of M~
and of the total magnetization M. In conclusion we

display in Fig. 6 a typical phase diagram appropriate
for FS which exhibits a coexistence. Hysteresis re-
gions associated with the discontinuous transitions
are not displayed.

system, may be particularly large due to the singulari-
ties in C, and X, at the lower critical field. Typical
curves for X and C, given by our model, are
displayed in Figs. 4 and 5. A more detailed discus-
sion of corresponding model calculations is given in
the Appendix. %e note that the discontinuities at T2

are smoothed out by an external field in very much
the same way that they would be smoothed out in a
pure ferromagnetic system.

Several more features, related to the coexistence
state, are worth mentioning. First we note that the
total magnetization at zero temperature must depend
on an applied external field

Tl T2

FIG. 6. Typical phase diagram for FS which exhibits a
coexistence. Dashed line corresponds to a second-order
phase transition whereas full line corresponds to a first-order
transition.

III. DISCUSSION

An important feature of our model is its ability to
treat quite general magnetic structures of the magnet-
ic subsystem. %hen the magnetic subsystem is treat-
|!d in a molecular-field fashion one only needs to in-
troduce the appropriate vector and tensor quantities
by considering a subscript p in Eqs. (1)—(4) as an in-
dex referring to the sublattices of the magnetic sub-
system. In the simplest case, when the magnetic sub-
system can exhibit an antiferromagnetic state, the
coexistence is trivial. In a more general case, how-
ever, some other, originally unstable structure, (e.g.,
ferrimagnetic) may be stabilized by the interaction
with the superconducting subsystem. The anomalies
in specific heat in the superconducting phase of some
ternary compounds, recently reported, "may be relat-
ed to such phenomena.

As already mentioned, the coexistence of antifer-
romagnetism and superconductivity is trivially
predicted by our model. Such coexistence has al-
ready been observed experimentally. ' The behavior
of the upper critical field experimentally observed, 9 is
also in good qualitative agreement with our theory.
However, the more intriguing question is the one of
coexistence of ferromagnetism and superconductivity.
There has been some speculation that such coex-
istence is actually present in a narrow temperature re-
gion ' in Erkh484 and Ho05Lu05Rh484. Various in-
teresting features have been observed in ErRh484.
(a) A Schottky anomaly has been observed, 37 which
suggests crystal-field splittings (a similar anomaly has
been also observed36 in HooqLu05Rh484). (b) A
magnetic field dependence of the zero temperature
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magnetization, which seems not to be entirely con-
sistent with the crystal-field effects, has been ob-
served. 's [Similar dependence has been observed'9 in

some RMo6(S, Se)8.] (c) The observed magne-
toresistance, at low temperatures, is inconsistent
with the ferromagnetic order. s (d) Hysteresis at the
lower transition temperature has been observed. s 4

(e) A fine shoulderlike anomaly has been observed
in the specific heat ' ' just above the lo~er transition
temperature at which a spikelike feature is seen. (A
similar anomaly has also been observed3 in

Hoo sLuo skh484. )
The crystal-fieM splitting makes quantitative

analysis of the experiments difficult at present. '
Therefore we limit ourselves to a qualitative analysis
of ErRh4B4 experiments. From the size of the jump
in the specific heat at the lower transition ternpera-
ture one finds 2 x 2 degeneracy of the crystal-field
ground state (degeneracy 4 being forbidden by the
symmetry). On the other hand, data from Refs. 38
and 8 indicate that the increase in effective magnetic
moment deviates from 0' behavior, expected from
the crystal-field theory. Our theory is capable of
predicting such deviation, if the screening effect is

important [if Smo ( h2 and cf. Etl. (19)]. A strange
field dependence of the resistance may be, therefore,
partially attributed to the same effect.

Both features, the hysteresis and spikelike jump in

specific heat, at the lo~er transition temperature sug-

gest that the transition is of the first order. This is
consistent with the prediction of our theory that a
"reentrant" transition must be first order. However,
the steplike feature in the specific heat near and
above the lower transition temperature is puzzling.
Our theory predicts a similar steplike feature, associ-
ated with the second-order transition into a coex-
istence phase (cf. Fig. S). There, superconductivity
should coexist with long-range ferromagnetic
(M~ WO) order. However, in order to prove coex-
istence conclusively, one should also be able to detect
an anomaly in the static susceptibility (cf. Fig. 4 ).

Our understanding of the anomalous behavior of
the maximum of 0,2 in the Gd Er~ „Rh4B4 alloy" is

the competition of two processes: depression of T,
by essentially the Abrikosov-Gor'kov rneehanisrn
(which is expected to be larger for Gd) and the
"molecular-field mechanism" (i.e., electromagnetic
coupling, which is expected to be smaller for Gd).
Nevertheless we will not make an attempt here to
understand general properties. of the R„R~ „Rh~B4
alloys.

The most significant drawback of any mean-field-
type theory is its failure to account for fluctuations.
The introduction of fluctuations in Mp, for example,
should correspond in our theory to the Abrikosov-
Gor'kov mechanism. The Abrikosov-Gor'kov
mechanism is undoubtedly important near and above
the magnetic transition temperature, It is particularly

important to find whether fluctuations are capable of
destroying the ferromagnetic coexistence state which
we find.

Our phenornenological theory treats single domain,
macroscopic magnetizations. Ho~ever, it is impor-
tant to study both the domain structure as well as the
spatial variation of the magnetization. The obvious
c]toice for such a task is a Ginzburg-Landau-type
theory. A full renormalization-group treatment of
such a theory could also give a proper account of the
fluctuations, Our theory suggests that the magnetic
and superconducting subsystems in a Ginzburg-
Landau theory may be coupled in an "effective-field"
fashion.

Finally, although our theory is a phenomenological
one, it would be interesting to give a microscopic in-

terpretation of the coupling 5. Unfortunately this
would ca11 for a complete microscopic treatment of
FS's. Therefore, a microscopic calculation of 8 seems
unlikely at present.
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APPENDIX

Figures 4 and 5 represent the results of a mode1
calculation, the aim of which was to illustrate some
qualitative predictions of our theory. For the
paramagnetic subsystem we have chosen the spin- —,

system

/t (H, T) —= motanh H-C
p

(Al)

where C = Tf/h. mo. We have taken m0=1.0, tf =0.8,
and A, =0.8. ' For the superconducting subsystem we
only wanted to mimic typical features

-H, iHi & a, (T),

where lt = [(H( —ht(T)]/[h2(T) —ht(T)] and the
lower and upper critical fields are assumed to be of
the form

io, [1-(T/T,)'], T T, ,

The fractional power law for the interval

/t, (H, T) = H+ h2(T) sgn(H) h3t4—

(A2)



20 MAGNETISM VERSUS SUPERCONDUCTIVITY -MOLECULAR-FIELD. . . 4493

ht(T) ~ ~H
~
( lt2(T) is permitted for our choice

A2 = 3h& = 1.8. Better dependence could have been
chosen for that interval, 24, 28, 4 but it is unnecessary
in our case. For the transition temperature T, we
choose T, =1.1 so that T, & Tf. %'e assume fer-
romagnetic (8 )0) coupling of the superconductor
and ferromagnetic subsystems, and we take 8=0.7.
This choice guarantees that 5' & A. and

h~ & Smo & h2 so that we are able to ftnd coex-
istence. The calculation was performed numerically.
%'e have expressed I, and the total Gibbs potential
6 in terms of M~. Then we solved Eq. (1), numeri-

cally for M~. The stable solution is picked as one
with smallest 6. Once a stable M~ was found we
were able to determine 6 and therefore all other
thermodynamic properties.
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