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The electronic structure of the (110) surface of GaAs is analyzed using a surface-relaxation model as
determined by recent low-energy-electron diffraction studies. A self-consistent pseudopotential calculation
based on this model yields no intrinsic surface states within the fundamental band gap: a result not achieved
in previous pseudopotential calculations. The calculations appear to be in good accord with recent
photoemission measurements and we present an analysis of the surface-state energy spectra. In addition, our
studies suggest that pseudopotential calculations coupled with angle-resolved photoemission measurements

can be a ‘sensitive probe of surface structural properties.

I. INTRODUCTION

The compound semiconductor surface most
studied, both theoretically and experimentally, is
the (110) surface of GaAs. This is a surprising
factsince GaAs is anextraordinarily important ma-
terial for technological applications. In fact, it
has been so widely studied that, with the possible
exception of Si and Ge, its properties are more ex-
tensively understood than any other semiconductor.
While this statement is rigorously correct for the
bulk properties of GaAs, there still remain funda-
mental questions to be answered with respect to
the surface properties of GaAs. In particular,
studies on the cleavage plane of GaAs, the (110)
surface, have been quite controversial. While the
recent experimental work on the (110) surface of
GaAs may be characterized as thorough and con-
sistent,’"!® the theoretical effort may not be so
characterized. "2°%?" Indeed, the theoretical ef-
forts have not been in accord with one another, nor
have they been completely consistent with certain
well-established experimental measurements.

The most widely publicized conflict between ex-
periment and theory has been the question of
whether intrinsic surface states exist within the
fundamental band gap of GaAs. Initial experimen-
tal data®?® convinced many workers that intrinsic
surface states existed within the band gap; the
data seemed to unequivocally place intrinsic sur-
face states away from the bulk band edges near
the center of the fundamental gap. Fermi-level
pinning studies® and partial yield spectroscopy
seemed quite consistent on this point.?®* However,
now it is almost universally accepted that the in-
terpretations of the Fermi-level studies and par-
tial yield work were incorrect. Today we know
that the early Fermi-level studies were in error
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because of the presence of defect states which
pinned the Fermi level near midgap.”? When good
cleaves are achieved, the (110) surface exhibits no
pinning of the Fermi level within the band gap.'™
With respect to the partial yield measurements,
another problem was experienced. These mea-
surements did reveal intrinsic surface states, but
the energy placement of these states within the
band gap was erroneous. The currently held ex-
planation of this observation is the neglect of
rather strong excitonic interactions between an
electron in the band-gap surface state and a hole
in the initial core state.?®?°

At first, theoretical efforts, both tight-binding
calculations and pseudopotential calculations, ap-
peared to be in accord and to place intrinsic sur-
face states within the band gap.?%?2%2* These
early electronic structure calculations employed
an ideal surface geometry which is now known to
be incorrect. Thus it should not be surprising,
especially in retrospect, that these calculations
are in strong disagreement with the currently ac-
cepted picture. Unfortunately, when more realis-
tic surface geometries were used in the calcula-
tions, the results were not made more consistent.
For example, parametrized tight-binding calcula-
tions using the same geometry have yielded intrin-
sic states within the fundamental gap or outside
the fundamental gap depending on the parameters
used."?5"?" This strange situation arises from the
fact that parametrized tight-binding schemes do
not reproduce the bulk conduction bands of GaAs
very well, and different workers may use different
interaction parameters to describe the bands.
Since it has been demonstrated that the surface
states in question are conduction-band derived,
the energy placement of these states depends cru-
cially on the interaction parameters used.”®
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which do not suffer from the aforementioned prob-
lem, have to date not yielded a fundamental gap
free of intrinsic surface states. This is a rather
distressing situation since it is generally accepted
that pseudopotential calculations are the most re-
liable means for describing semiconductor sur-
faces. Moreover, the pseudopotential calculations
have disagreed with tight-binding calculations for
the same geometry with respect to the placement
of gap-related surface states. This situation
raises fundamental questions with respect to the
merits of tight-binding versus pseudopotential
methods; it even raises a general question as to
the accuracy of electronic structure calculations
for surface properties.

The (110) surface of GaAs is an almost ideal sur-
face for theoretical investigations into such ques-
tions. Besides the abundant amount of experi-
mental data on this surface, the surface possesses
the very desirable feature of not¢ reconstructing.
Owing to its primitive surface symmetry configura -
tion, the (110) surface of GaAs has been the sub-
ject of several low-energy-electron diffraction
(LEED) studies.!®!® This is a fortunate situation;
the problem of determining the surface atom co-
ordinates relative to the bulk atom coordinates
remains one of the most fundamental problems for
performing electron structure calculations. While
we will rely on these studies to provide a descrip-
tion of the surface structure, we note that it may
be possible to extract structural information di-
rectly by comparing our electronic structure cal-
culations to experiment, e.g., angle-resolved
photoemission measurements.

II. METHODS OF CALCULATION

Our methods of calculating surface properties
with self-consistent pseudopotentials have been
extensively discussed in the literature.?»?*% We
review only the basic ideas here. The key step in
our procedure is to consider an artificially period-
ic system of GaAs slabs. Each slab has a (110)
surface exposed on both sides dand is isolated from
its neighboring slabs by a large region of vacuum.
In our calculation we examine a nine-layer slab of
GaAs surrounded by six layers of vacuum from
neighboring slabs. By introducing the artifact of
periodicity perpendicular to the surface plane, we
may then employ bulk band-structure techniques
to solve for the surface electronic properties.

There are two inputs to our calculation: Ope is
the potential; the second input is the geometry.
With respect to obtaining a self-consistent pseudo-
potential for our slab, we first construct ionic
pseudopotentials for Ga3* and As®*. These ionic
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TABLE I. Ionic and empirical pseudopotential param-
eters for Ga and As. The form of the potentials is given
in Egs. (1) and (3). The potentials are normalized to an
atomic volume of 152 a.u. and the unit of potential energy
is Ry if ¢ is entered in a.u.

Empirical
v Ionic potentials potentials
ay ~0.3416 -0.7726 by 1.22 0.35
a, 1.33 1.07 b 2.45 2.62
as 0.452 0.171 by 0.54 0.93 °
ay, 0.0071 -0.015 by -2.71 1.57

potentials are obtained from model potential cal-
culations and bulk band-structure calculations. We
express these potentials in reciprocal space as

Vig)=a,[coslayg) +a,] exp(aq®)/q?, 1)

where the parameters a; are given in Table I. We
screen these ionic potentials within a Hartree-
Fock-Slater scheme to obtain the final self-con-
sistent potential. These ionic potentials, when
screened, will yield a bulk band structure in good
accord with the best available local pseudopoten-
tial band structures for GaAs. The local approach
does not produce the high-precision accuracy of
nonlocal pseudopotential calculations,*® but should
prove satisfactory for our purposes. Moreoveér,
the potentials we employ here are identical to
previous calculations on the (110) surface of GaAs.
This will allow us to assess differences in the
present work from previous efforts solely in terms
of surface geometry changes.

The ionic potentials given in (1) are screened by
using the valence charge density to compute
Hartree and exchange potentials. The self-con-
sistent process is initiated from an empirical po-
tential of the form

V(F) =Y, V(6)S,(GC)expiG -¥), @)
a,G .

with
Va(Q): bl(qz - bz)/{exp[bs(qz - b4)] + 1} ’ (3)

where G corresponds to the reciprocal-lattice
vectors of the superlattice, Sa(ﬁ) is the structure
factor, V*%(g) is an empirical atomic pseudopoten-
tial, and @ labels the species. The values of the
parameters b; for both Ga and As are listed in
Table I. These parameters are chosen by bulk
considerations alone. With the initiating potential
and a specified geometry, the wave functions are
expanded in terms of the reciprocal-lattice vec-
tors. The eigenvalues and wave functions are
determined through a diagonalization of the secular
equation. Using the resulting wave functions, the
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total charge density can be _(Ealculated in terms of
its Fourier coefficients, p(G). A Hartree potential
can then be formed from Poisson’s equation:

V(G =4me*p(G) /R G?, (4)

where 2 is the unit cell volume of the superlattice.
The exchange-correlation potential used is of the
form

v,

(P = —a o= B (P, ©)
where @=0.8. The calculation of the Fourier
transform of V. (¥) requires an evaluation of p(¥)
throughout the unit cell. For this purpose p(¥) was
evaluated on a grid of approximately 10* points
throughout the unit cell. The cube root was com-
puted at each grid point and the result transformed
back into a Fourier coefficient. To accurately
compute the valence charge density required, a
special point scheme was employed. 32

The sum of V,(G) and V,(G) was then added to
the ionic pseudopotential coefficient from (3) to
form the total potential:

V(@)=Y VLGS, @) +V, @+ 7, E). ®

This potential was then made self-consistent. We
used this potential to calculate new eigenvalues and
wave functions, and from the new wave functions
we calculated a new screening potential. By a
systematic alteration of the input and output poten-
tials, it is possible to obtain accurate agreement
between the input and output potentials. This self-
consistent procedure allows the valence charge to
respond to fixed ion cores in a manner which in-
volves 7o adjustable surface parameters.

Upon completion of the self-consistent loop, the
various states near the semiconductor-vacuum
interface are analyzed in terms of a local density
of states (LDOS) and individual charge densities.
The LDOS displays the density of states in real
space near the interface and, for a given region in
space, it is given by

No(E) =Y. /;2|zpn’;”(F)]2dF5(E_E"';“), ()

k,om

where 1;" is the wave vector parallel to the inter-
facial plane, 7 is the band index, zp”'];“ is the wave
function, and € is the volume of interest. The
physical significance of N (E) is that it gives the
probability that an electron with energy E will be
found in a volume 2.

With respect to the computational details of the
calculation, the criterion for self-consistency was
that the rms difference between input and output
potentials differ by no more than 0.1 eV when

averaged perpendicular to the surface plane. The
largest matrix we diagonalized was on the order of
420 x 420, A reflection plane perpendicular to the
interfacial plane gives us a useful symmetry .
operation. ‘Since this operation exists for all Kk,
wave vectors, we may decompose our secular
determinant into two determinants of half the size
of the original: E.g., instead of diagonalizing a
420 x 420 matrix, we diagonalize two 210 x210
matrices. In addition to the plane waves treated
directly, we include approximately 500 additional
plane waves via Lowdin’s perturbation technique.
To construct densities of states and determine the
dispersion of surface bands we solved the secular
equation at 15 k, points within the two-dimensional
irreducible Brillouin zone.

III. SURFACE GEOMETRY

Since an important aspect of our calculation is
the surface geometry, we shall employ LEED
work'® ! in our calculations. The most recent
LEED studies appear to be consistent and favor
the following model for the (110) surface of GaAs:
The GaAs (110) surface does not reconstruct, but
retains a primitive 1 X 1 configuration. In accord
with ideas first put forth over ten years ago,'® the
As atoms are believed to move outward from their
ideal positions and the Ga atoms inward. Chem-
ically this model is to be expected, as it lowers
the energy of the occupied As dangling-bond states
while raising the energy of the empty Ga dangling-
bond states. This general description of Ga and
As movements seems to be well accepted but the
detailed motions have been controversial.

Initially it appeared as if the Ga atoms relaxed
inward until the Ga atoms were coplanar with the
neighboring As atoms.'® This model involved no
bond-length changes and a rotation angle of 34.8°
relative to the ideal surface plane. We shall refer
to this model as “fully relaxed.” However, more
recent studies have suggested a smaller angle of
rotation. At present, the angle of inward rotation
of the Ga atom appears to be approximately 27°,
What we believe to be the most accurate LEED
studies (those of Kahn ef al.'” and Tong et al.'®)
appear to be in accord on this point. There are
some differences between these two analyses, but
the angle rotation seems to be similar in both. We
have used the model of Tong et al.'” because it in-
volves only first layer relaxation and is thus easier
to interpret. In addition, tight-binding calculations
with either model appear to yield similar results.?®

In the Tong et al. model the bond lengths in the
surface plane and between the surface atoms and
substrate are not required to be equal to the bulk
bond lengths. In fact, the bond lengths from the



surface atoms to substrate are slightly contracted
by a few percent.

IV. RESULTS

In Fig. 1 we display the total self-consistent
potential averaged parallel to the surface and
plotted as a function of distance from the slab
center to deep within the vacuum region. To indi-
cate the accuracy of our self-consistency we show
both the averaged “input” and “output” potentials.
Since a small change in the input potential from
self-consistency can result in a large change in
the output potential,*® we believe the self-consis-
tency indicated in the figure is adequate. We have
also indicated the positions of various layers of the
GaAs slab: Layer 1 is the surface layer; layer 5
is the slab center. The individual displacements
of the surface Ga and As atoms are indicated. In
the Tong et al. LEED analysis the Ga surface
atoms move inward a significant fraction (~0.25)
of the interlayer separation; however, the As sur-
face atoms are only slightly displaced outward
from the surface plane (~0.1 of the interlayer
separation). These individual movements result in
a slight net contraction of the surface layer’s
center of mass relative to the substrate. A con-
sequence is that the potential minimum occurring
in the interlayer spacing between the surface
atoms and the substrate is slightly deepened
relative to the bulk minimum. This subtle change
can have important consequences on the energy
positions, and even the existence, of surface
states on the (110) surface.

One traditional concern with slab calculations
is convergence of the surface-state spectra and

Z(R)
6

VBM
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FIG. 1. Total potential for the GaAs relaxed (110)

surface. The potential has been averaged parallel to
the surface and plotted as a function of distance from
the slab center to a point deep within the vacuum region.
The degree of self-consistence is indicated by dis-
playing the “ input” and “ output” potentials. Indicated
is the position of the valence band maximum (VBM)
and the positions of the GaAs layers: Layer 1 is the
surface layer; layer 5 is the slab layer. The relaxed
positions of the surface atoms are also displayed.

As
|
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GaAs (110)

Valence Charge Density

NY a VY —

FIG. 2. Valence charge-~density contour plots for the
(110) GaAs surface, Two planes are displayed; (a) is a
(110) plane passing through a Ga surface atom and (b)
is a (110) plane passing through an As surface atom.
The contours are spaced by units of 0.4; the normaliza-
tion is one electron per unit cell.

potentials with slab size. Our previous calcula-
tions,?*'?? together with our present results, sug-
gest that nine layers of bulk is sufficient for the
state of the art accuracy, e.g., ~0.2 eV, with
respect to surface-state energies. We find by the
third layer that the potential appears to be con-
verged to the bulk configuration so that the thick-
ness of the slab seems quite satisfactory.

In Fig. 2 we display the total valence charge
density for the (110) surface of GaAs. The planes
illustrated are (110) planes which pass through
either a Ga surface atom or an As surface atom.
While these figures are useful in determining the
general features of the valence charge density as
a function of distance from the vacuum to the bulk,
they are of limited use in examining surface-state
properties. The bulk features dominate the densi-
ty configuration and obscure the surface-state
features. One possible use of the total density
which might prove quite valuable is to use the
valence density directly to determine surface
structural information. From energy considera-
tions a bulklike configuration for the charge densi-
ty is optimal and the surface should respond to
this fact. In other words, we expect that when we



4154 JAMES R. CHELIKOWSKY AND MARVIN L. COHEN 20

have the correct surface geometry, the surface
perturbation of the charge density will be less
than for an incorrect geometry. We have evidence
for this speculation in the present calculations.

If we examine the bond maxima in the charge-
density plots we observe that this value does not
change from the outermost bond inward (.e., it
retains a value of 4.4 units throughout the slab).
This is 7ot the case for an unrelaxed surface
geometry.? There the charge-density bond maxi-
ma vary by ~10% from the outermost bond to the
slab center.

In Fig. 3 we display the projected band struc-
ture for the (110) surface of GaAs. We have also
indicated the energy position and dispersion of
various surface states and resonances. The ex-
perimental angle-resolved work of Huijser,
van Laar, and van Rooy is also displayed in the
figure.!® For the purposes of notation we label
_ surface features by A; or C,; depending on whether
the feature is localized on the anion or cation,
respectively. Overall, the comparison between

ENERGY (eV)
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-8 —— Theory -
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N \
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-1 - — = =
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- FIG. 3. Projected band structure for the GaAs re-
laxed (110) surface. Bulk features are indicated by

the shaded regions. Calculated surface bands are shown
by solid lines. If the surface band becomes resonant,
then a dashed line is displayed. The experimental fea-
tures are indicated by a dotted line. The experimental
work is from Huijser, van Laar, and van Rooy (Ref. 19).

TABLE II. Energy positions of calculated surface fea-
tures. The notation is as in Fig. 3. The calculated po-
sitions are compared to experimentally determined po-
sitions. All energies are in eV.

Surface feature Theory Experiment
C, 2.6 ..
C, 2.1 1.9%
Ag A -0.6 ~0.8,°-1.1°
4, -1.3 -1.5,° -1.9¢
Ay -3.2 —3.7b¢
C, —4.0 —4.2°
¢, G, -5.5 —6.5%¢
A, -9.3 -9.7,4-11,0°
Ay -10.7 - -12,0°

3Reference 2.

PReference 19.

°Reference 33.

dPprivate communication, J. van Laar.
¢ References 35 and 36.

experiment and theory is fairly good. There are,
however, some notable discrepancies. Perhaps
the most serious discrepancy occurs in the —-4- to
—-2-eV energy region. Here experiment seems to
indicate the presence of two states; however, our
calculation yields only one surface state in this
region. We note that there appears in our calcu-
lation a very weak surface resonance in this re-
gion. (It is so ill defined that we do not place it
on our figure.) In addition, we note that a similar
state is found in the tight-binding work of Chadi. 26
It is intriguing and encouraging that such an “ill-
defined” state should appear in both calculations.

In Table II we have compiled a list of experi-
mental data?:1%:3%:3538 for the approximate energy
positions of prominent surface states. Considering
the difficulty of both the experiments and calcula-
tions we view the agreement as quite good. With
respect to our choice of experimental data we have
selected only the most recent data: earlier efforts
appear to be compatible with the tabulated mea-
surements., At this point we should emphasize
that some of the discrepancy between experiment
and theory does not arise from an incorrect ge-
ometry, but rather from some deficiency in the
local pseudopotential. That is, some bulk fea-
tures are misplaced by ~1 eV from experiment;
this is especially true near the bottom of the
valence bands. An example of this is the place-
ment of the (C,, C,) complex. The bulk peak in
this region disagrees with experiment by ~1 eV
and as a consequence so does the surface peak in
this region.

One very encouraging aspect of our calculation
concerns the energy placement of the A, states.
When our preliminary results®* were published,
there existed no experimental evidence for this



state. Most recently, however, this state has
been observed in x-ray photoemission spectra by
Ludeke and Ley®® and elsewhere.3® The tight-
binding calculations of Chadi®® also predicted the
existence of this state before the experimental
data confirmed its presence.

Before discussing the character of individual
surface features, we present our local density of
states calculations in Figs, 4 and 5. We also
present difference curves which emphasize the
presence of surface states. In the difference
LDOS spectrum we subtract from the total density

GaAs (110)
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Layer 1 (Surfuce)

N

As Aa

4+

Local density of states (Arbitrary Units)

N O

Difference LDOS
o

Energy (eV)

FIG. 4. Local density of states for the GaAs (110)
surface. Surface features are indicated by 4; or C;
depending on whether the state is localized on the anion
or cation. In the difference curve, a positive contri-
bution indicates a surface feature.
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of states for the slab the density of states of the
slab-center layer appropriately normalized. The
center layer is bulklike and thus any positive con-
tribution in the LDOS difference curve represents
the presence of a surface feature. For most pur-
poses this is a satisfactory concept, but in some
cases the surface feature is localized in the sec-
ond or third surface layer and does not appear
prominent in the difference curve. With respect
to the integrated volumes in Eq. (7) we choose the
volumes as follows: Layer 1 consists of the vol-
ume from the midpoint of the ideal interlayer
spacing between the surface layer and second
layer to the center of the vacuum region. Layer
2 encompasses the volume from the midpoints of
the interlayer spacings between the first and sec-
ond layers and the second and third layers. Lay-
er 3 encompasses the volumes between the mid-
point spacings between the second and third lay-

Ai'Aé IG(JAs I(IlO)

—— Layer | (Surface)
-===Layer 5 (Bulk)

20

LOCAL DENSITY OF STATES (Arbitrary Units)
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FIG. 5. A local density of states analysis for the
fundamental gap region of GaAs. The ideal surface has
dangling-bond (db) surface states located in the position
marked by the arrow. For our relaxed model these
states are swept from the gap.
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ers and the third and fourth layers, and so on.

We do not include any matrix elements so a direct
comparison with experiment is not possible. How-
ever, we may make some conclusions which are of
general interest. Most importantly, the band gap
is free of surface states. We emphasize this in
Fig. 5. The positions of the dangling-bond (db)
states for the ideal geometry are indicated in the
figure. Upon surface relaxation these db states
are swept from the gap to a position on the order
of 0.5 eV above the conduction-band minimum
(CBM). With respect to other calculations using
the same geometry, the tight-binding work of
Chadi?® yields a similar LDOS. In particular, the
most prominent surface features in the LDOS are
the (A,,A,,A,) states. With respect to relative
intéensities we find that there are some differences
between Chadi’s results and ours, but the origin of
this discrepancy is most likely involved with our
LDOS definition as opposed to any fundamental dif-
ferences. We note that while our valence-band
LDOS agrees with the tight-binding calculations,?®
this is not true of the conduction band’s LDOS. As
mentioned earlier, in general, tight-binding cal-
culations do not yield accurate conduction-band

GaAs (110) Surface State A,at M

Z\ /<K?\ )
Ga Sa

PN )

NN

Surface State A, at M

FIG. 6. Surface-state (4;,A4,) charge density distri-
butions on the GaAs surface (see Fig. 3). State A4 is
sensitive to bond-length changes, and detection of it
(Refs. 35 and 36) provided evidence for bond-length
changes on the (110) surfaces.

configurations.

We will now proceed to discuss the individual
surface states. The most tightly bound surface
states (A,,4,) are localized on the anion and are
predominantly s -like in character. The charge
densities for these states are displayed in Fig. 6.
A, is an interesting state. It is not observed for
the ideal geometry. The small bond-length
changes in the Tong et al.'” model and the conse-
quent strengthening of the potential between the
first and second layers result in the creation of
this state. Owing to the fact that A4, is localized
not on the first surface layer but the second lay-
er, this state is not prominent in the LDOS curve
(Fig. 4). As pointed out in our preliminary dis-
cussions, the detection of A, states would provide
direct evidence for a bond-length change occurring
between the first layer and the substrate. Its sub-
sequent detection®:3® gives us confidence in our
calculations and the LEED analyses. A, has also
been observed experimentally, but its detection
does not yield any conclusive structural data, as it
appears in both the ideal and fully relaxed geome-~
try in approximately the same energy position.?'*2?

A similar situation occurs with the surface
states (C,, C,). These states are localized on the
cation and are predominantly s -like. They are
displayed in Fig. 7. The C, state is localized on

GaAs (110) Surface State C, at M

‘ =
ST
B

Surface State C, ot M

2] @

FIG. 7. Surface states (C;.C,) charge-density distri-
butions on the GaAs (110) surface (see Fig. 3).
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GaAs (110)

Surface State A, at X

FIG. 8. Surface-state-A; charge-density distribu-
tion plot.

the second layer and is sensitive to surface re-

' laxation; it is not observed for the ideal geometry.
The splitting of states C, and C, has not been ob-
served experimentally. Considering that the
splitting here is on the order of ~0.2 eV compared
to the ~1.4-eV splitting observed for the (4,,4,)
complex, the lack of experimental confirmation

of our calculated splittings is not distressing.

A, is p-like and localized on the second layer
anions. Its charge distribution is presented in
Fig. 8. This state is analogous to A, and C, in
several respects. First, it is localized on the
second layer and is absent for an ideal or a fully
relaxed surface geometry. Second, A4; is similar
to energetically nearby surface states which unlike
A, are localized on the surface layer. With re-
spect to the absence in the theory, of a well- .
defined partner to A, which is indicated from ex-
periment, it is interesting to speculate about our
structural model. Since experiment’® indicates
two states with similar dispersion in this region,
it is likely that they are of similar character,
e.g., p-like and localized in the second layer.
Owing to the sensitivity of A, to bond-length
changes, it might be possible that a more severe
bond -length change could create another p-like
state in this region.

Near the valence-band maximum (VBM) (-0.5 to
-1.5 eV) we find two strong surface states (4,,4,)
and a weak, mostly resonant, state A; near the
. zone center. These states are p-like and are lo-
calized on the surface anions. We display the
densities for (A, A;) in Fig. 9. Wedonot display
Ag; it is not localized in a (110) plane, but rather
runs parallel to the surface plane along the Ga-As
surface bonds. In addition, it is well defined only
along the T-X’ direction and thus does not contrib-
ute significantly to the LDOS in Fig. 4. A, cor-
responds to a “back bond” surface state; A, cor-
responds to a “dangling bond” surface state. All

GaAs mo) Surface State A;at M

&
'\,/@.

O (@&

As As Surface State A, at M

Ga

OIFNG

FIG. 9. Surface states (4,,4;) charge-density distri-
butions for the (110) surface of GaAs. These states
have been detected by angle-resolved photoemission
(Refs. 19 and 35) and are the most prominent occupied
surface states on the (110) surfaces.

of these states (A,,A;,A,) have been observed on
the ideal surface and the fully relaxed surface
model, ***% Experimental results and our calcula-
tions appear to be in good agreement in this re-
gion except for one possible flaw, namely, the
ordering of these states at X’. The experimental
work of Williams, Smith, and Lapeyre® finds
three states at X’ at —0.9, -1.4, and -1.6 eV.
The -0.9- and -1.6-eV states respond similarly
to polarization changes and oppositely to the -1, 4-
eV state. This would be compatible with an
(A,,A,,A,) ordering or an (4,,4,, A,) ordering, but
not our calculated ordering. Since (4,,A4;,4,) at
X’ all fall within an energy interval of ~0,5 ev,
we do not view the error as serious, but this sit-
uation presents evidence that small structural er-
rors in the LEED model of Tong et al.'” may exist.
In particular, it may be necessary to include
second or third layer relaxations as has been sug-
gested. '8

We find empty surface states (C,, C,) which occur
above the conduction-band minimum. These states
are, perhaps, the most important surface states
on the (110) surface. Only if certain structural
criteria are met will the energy positions of these
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Surface State C, at M

GaAs (110)

FIG. 10. Empty surface states (C;, C;) charge-density
distributions. The energy positions of these two states
are crucial in obtaining a fundamental gap free of sur-
face states. (See Figs.3 and 5.)

states be such that a gap free of surface states
will exist. For the ideal geometry, C, lies in the
center of the band gap while C; lies above the
CBM. For the fully relaxed model the roles are
reversed: C, lies in the gap; C, lies above the
CBM. In Fig. 10 we display the charge densities
for the two states (C,;, C,). The states C; and C,
are primarily p-like and localized on the surface
cations. C; may best be described as an “anti-
back” bonding state. It has been observed in pre-
vious pseudopotential calculations® and in tight-
binding calculations.?® C, is a “dangling-bond”
surface state.

Both C, and C, are very sensitive to the angle
of rotation of the Ga atoms with respect to the
surface plane. As the Ga atoms are rotated in-
ward C, moves upward in energy and C; moves
downwavd in energy. The opposite movements of
C; and C, with rotation means that only a small
window of rotation angle will result in a gap free
of surface states. By examining the movements
of the two states with respect to rotation angle,
we can put limits in the angle of rotation. Our
calculations suggest the rotation angle cannot be

more than ~28° or less than ~20° for a gap-free
state to exist.

Finally with respect to the empty states we may
obtain a rough estimate for the surface excitonic
interaction proposed to explain partial yield spec-
troscopy. Partial yield work places a surface
state near midgap.® If we shift the threshold of
the C, state to correspond to this position we ob-
tain an energy of about 0.5 to 0.7 eV, This esti-
mate appears to be in accord with other estimates
for the exciton binding energy.®

V. CONCLUSIONS

In summary we would like to emphasize the
strong interplay between experimental measure-
ments, the LEED studies and the pseudopotential
calculations. Pseudopotential calculations?!+22
when based upon an ideal surface model or a fully
relaxed surface model were not in agreement with
experimental results: I.e., intrinsic surface
states were found to exist within the band gap.
However, when we employ the best LEED analyses
available, the pseudopotential calculations are in
good accord with experiment.

With respect to other computational tools, e.g.,
tight -binding methods, the same statements cannot
be made (at least with respect to the question of
intrinsic surface states within the band gap).

Some of the best tight-binding studies for the GaAs
(110) surface have yielded gaps free to states for
the fully relaxed model and for the 27° rotation
model.?® This suggests that tight-binding tech-
niques cannot distinguish between these two mod-
els with respect to the question of gap states.
While the tight-binding approaches are extremely
useful and flexible, especially with respect to the
occupied surface states, it is questionable that
they can achieve the accuracy of pseudopotential
calculations with respect to conduction band de-
rived surface states.

In summary, we feel that the sensitivity of
pseudopotential calculations to surface structure
strongly suggests that our techniques accompanied
by photoemission spectroscopies can be used as a
test for LEED studies or can be used without
LEED studies to obtain information of surface
geometries.
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