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Theory of angle-resolved photoemission from the bulk bands of solids. III.
Effects of intra-atomic and interatomic electron-phonon interactions
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In this third paper of a series, the influence of phonons upon the angle-resolved spectra of electrons
photoemitted from the bulk bands of solids is considered. When a tight-binding formalism is used to
describe the electronic states of solids, it is possible to divide the electron-phonon interaction into terms that
mix orbitals located on the same site (intra-atomic) and on different sites (interatomic). The intra-atomic
interactions can be treated simply by using a basis set in which the atomic orbitals follow the displacement
of the atoms. The effects of this intra-atomic interaction are to weaken the usual k-selection rules in a
manner discussed in previous works. When the initial states only are perturbed by the interatomic electron-
phonon interaction, the primary modification of the angle-resolved photoelectron spectra is a broadening
and shifting of the features observed at low temperatures while the conservation of k and polarization
selection rules appear to remain essentially intact, When the final states are modified by the interatomic
electron-phonon interaction, the direct k-conserving component of the spectra decreases as the temperature
increases, while an angle-averaged-like component increases. The electron-phonon interaction also decreases
the mean free path of the photoelectron, thereby increasing the tendency of the spectra to resemble one-
dimensional density of states. The form of the spectra expected in various cases is discussed.

I. INTRODUCTION

In previous papers in this series ' and else-
where' ' attention hasbeen focused upon the develop-
ment of a simple theory for describing the posi-
tions, shapes, and intensities of peaks in the
photoelectron spectra of the bulk bands of solids
for arbitrary angles of emission, polarization,
and photon energies. This theory was derived for
the perfect crystal, which in reality does not ex-
ist owing to the disorder induced by vibrational
displacements of the atoms.

The influence of phonons in modifying the optical
and transport properties of solids has been dis-
cussed in several previous works. ' ' In photo-
emission from localized states, e.g. , core levels
or molecular levels, it has been shown that the
hole potential left behind by the photoelectron can
excite vibrational modes. "'" Such a mechanism
is not expected to be important in photoemission
from extended bulk or surface bands, where the
hole potential is much weaker. Very few experi-
mental or theoretical works have dealt with the
effects of lattice vibrations expected in the photo-
emission spectra from the states of solid sur-
faces.

Bauer et al."attributed the large temperature
dependences of the peaks in the angle-resolved
photoemission spectra of the silver halides to
phonon-induced changes of the energies of the
initial states. Using a tight-binding formalism,
they concluded that the electron-phonon interaction
should be largest for materials having ionicities
in a certain range. Williams et al."observed that

the angle-resolved photoelectron spectrum of Cu
obtained for h v=40 eV begins to resemble the
total density of states as the temperature is in-

. creased to 800 'C. They interpreted their results
in terms of a model, suggested by Shevchik, "that
predicts the weakening of 0 conservation in the
optical ionization matrix element as the tempera-
ture and photon energy increase. Heimann and
Neddermeyer" observed the peaks in the angle-
resolved photoelectron spectrum of Au to broaden
and to shift with increasing temperature and sug-
gested that relaxation of momentum conservation
could account for some of the observed changes.
Grandke and Cardona" recently observed a broad-
ening of the angle-resolved photoelectron spectra
of PbS and PbSe and interpreted their results in
terms of an initial-state energy broadening due to
electron-phonon interactions, similar to that pro-
posed by Bauer et al."

Caroli et al."used a Green's function technique
to discuss emission and absorption of phonons by
the photoelectron. Sayers and McFeely, "using
a perturbative approach, concluded that phonons
have very little effect upon weakening momentum
conservation in optical transitions in the x-ray
regime, in disagreement with the previous analy-
sis of Shevchik. '

In this third paper of a series the role of lattice
vibrations in modifying the angle-resolved photo-
electron spectra from the bulk bands of solids
is discussed more completely than in previous
works. " The structure of this paper is as fol-
lows: In Sec. II the electron-phonon interaction
is divided into terms that affect atomic. orbitals
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on the same site (intra-atomic) and orbitals on
different sites (interatomic). In Sec. III the role
of the intra-atomic electron-phonon interaction
is briefly discussed. This interaction was already
treated in a previous paper in some detail, "al-
though there it was not explicitly identified as an
intra-atomic interaction. In Sec. IV we show that
when the interatomic electron-phonon interaction
modifies the initial states, and not the final states,
the only observable change in the angle-resolved
photoelectron spectra should be a broadening and
shifting in energy of the features observed at very
low temperatures; the conservation of k and the
dipole selection rules are not modified signifi-
cantly. However, when the final state is scattered
by the interatomic electron-phonon interaction,
the spectra observed at low temperatures exhibit
diminished conservation of the component of mo-
mentum perpendicular to the surface and begin to
decrease in intensity as the temperature increases,
whereas a spectrum that resembles the angle-
averaged photoelectron spectra rises in intensity.
In Sec. V we discuss the situations in which the
various predicted effects are to be observed.

II. INTRA-ATOMIC AND INTERATOMIC VIBRATION-
INDUCED INTERACTIONS

The change in the one-electron potential of a
monoatomic solid induced by the instantaneous
displacement of the atoms can be written as'

AV(r)= g V(r —R, —5R, ) —V(r —R,), (1)

where V(r) is the atomic potential and 6R, is the
displacement of the atom away from its equili-
brium position H, . The use of a tight-binding
formalism to describe the electronic states of
the solid' makes it possible to separate changes
in the potential induced by the displacement of
the atoms into intra-atomic and interatomic terms.
We define the intra-atomic and interatomic elec-
tron-phonon interactions to correspond to the ma-
trix elements of AV(r) between atomic orbitals on
the same site and different sites, respectively.

III. INTRA-ATOMIC EFFECTS

The vibration-induced change in the potential,
becoming very large near the atomic cores, can
mix together Bloch wave functions, valid for the
perfect crystal, extending over a considerable
range of energy. It is clear that the change in the
potential near the atomic cores leads to large
matrix elements between orbitals centered on the
same site and, therefore, makes the dominant
contribution to the intra-atomic electron-phonon
interaction. Since this interaction is large near
the atomic cores, it is not efficiently treated with

usual perturbation techniques. (In fact, the atomic
potential cannot even be expanded in a convergent
Taylor series in the displacements for

~ r~ & ~5R, (.)
The proper way to treat the intra-atomic electron-
phonon interaction can be deduced from considera-
tion of the displacement of an isolated atom. It
is clear that, since the atomic potential is large
and the electron has a small mass, the atomic
orbitals follow the displacement of the atomic po-
tential, and no change in energy occurs. " A per-
turbative approach to describe this trivial dis-
placement of a single atomic orbital would require
several atomic orbitals centered about the origi-
nal equilibrium site. Since the change in the en-
ergies of the electronic states due to the intra-
atomic interaction is much smaller than the change
due to the interatomic interaction (which will be
treated in Sec. IV), the shifts in the energies will
be neglected in this section.

The most important effects of the intra-atomic
interactions are taken into account by using a
basis set of the fo'rm"'"

~k)~= g Sxp[fk (R, +BR)]g-(r —H, —ltR) (2)

to describe both the initial and final states. With

the wave functions written in the above form the atom-
ic orbitals P-„(r) are constrained to follow the motion
of the atoms. The form of the wave function is
entirely consistent with the observation made in
x-ray scattering that the atomic x-ray form fac-
tor which is the Fourier transform of the elec-
tronic charge density, follows the movement of
the nuclei. "'" While this is true for core elec-
trons and the part of the valence electrons near the
core, it is less true for the outer regions of the
valence orbitals, which are also constrained by
the neighboring environment. It is not clear
whether the vibrational displacement ought to ap-
pear in the phase factor in Eq. {2) for Bloch waves
describing valence electrons. At high energies,
however, where the final state is well approxi-
mated by augmented plane waves, the displace-
ment must appear, for a large amount of kinetic
energy must be expended to make the phase other-
wise.

It was shown that the photoionization cross sec-
tion per atom between an initial state ~k, )~ and a
plane-wave final state (or an augmented plane-
wave) of extended momentum kz takes the f r o''m

J(k, Il ~II;&gl'

=cr(kz, k, , Z)[5(k& -k;)e ~i")""' )])
+~ 1(I e ))Nkf, tj))] (»)

g(k&, k;, 7) =
~

dre ~ p Zg-„, (r),
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-W(ky, k ~)

+ N '(1 —e ~'"y'" ")] (4)

where N is the total number of atoms contributing
to the spectrum. The first term in the square
brackets yields a component of the spectrum which
corresponds to direct momentum-conserving
transitions, while the second term, corresponding
to completely indirect transitions, yields a com-
ponent that looks like the total density of initial
states modulated by atomic photoionization cross
sections. " The direct-transition term dominates
when W(k&, k;) &1, and the density-of-states term
dominates when W(kz, k;}& 1. The intra-atomic
effects do not go away as the momentum of the
final state increases, but actually become more
important. In fact, as the photon energy increases,
the present theory becomes more valid, since the
regions closer to the atomic cores make the pri-
mary contribution to the photoionization cross
section. '4 The intra-atomic effect is still present
even in the limit that the final state is not per-
turbed by the crystal potential but is a plane wave.
For this reason we can regard the intra-atomic
effect as associated primarily with the initial
electronic state.

It was also shown that, when the time dependence

where o(k&, k, , Z) is the photoion12ation cross sec-
tion of the atomic orbital p,.(r), kf, and k; are the
reduced momenta of the initial and final states,
and

&(k~,k, }=([(k~ -k,.) ~ 58,]') .

When an augmented plane-wave final state is used,
v(k&, k„Z) obeys atomic dipole selection rules,
as was discussed in paper I of this series. ' The
first term in brackets in Eq. (3a) corresponds to
direct momentum-conserving transitions reduced
in strength by a Debye-Wailer factor, and the
second (thermal-diffuse) term corresponds to in-
direct transitions in which k conservation is al-
most totally relaxed. " The second term comes
about from the inability of the initial and final
states to maintain a definite phase with respect
to one another owing to the random displacements
of the atoms. The derivation of (3a) is exact ex-
cept for the neglect of two effects: correlation
of displacements of different atoms (which gives
a weak q dependence to the thermal-diffuse cross
section), and time-dependent displacement cor-
relations (which give rise to a weak inelasticity).
Neglecting for now the inelastic processes, we
find as before that the intensity of electrons
emitted in the final state ~k~) is

1(kf, Z, h~) =NP v(k~, k;, Z)5(E(kz) —E(k,.) —K&o)

k»

of the motion of the atom is taken into account,
the spectra become broadened in energy due to
a Doppler-like effect."'" However, this energy-
broadening mechanism is usually small in com-
parison to the effect that the interatomic electron-
phonon interaction has upon the initial state. "
Nowhere in this analysis does the strength of the
atomic potential enter. The assumption that the
atomic orbitals follow the nuclear core is equiva-
lent to the assumption that the interatomic elec-
tron-phonon interaction is infinite. It is doubtful
whether perturbative methods will succeed in re-
producing the effect of intra-atomic interactions
produced here, since they arise from the very
singular nature of the atomic potential near the
core.

The present analysis must be regarded as in
disagreement with the analysis of Sayers and
McFeely, "who concluded that the effects of pho-
nons are not important in the x-ray photoemis-
sion regime. We shall argue later that Sayers
and McFeely" treated the interatomic part of the
electron-phonon interaction, which gives different
effects from the intra-atomic mechanism treated
here.

When the intra-atomic effect is treated quantum

mechanically, it can be seen that the Debye-
Waller factor arises from absorption and emission
of phonons due to the momentum recoil of the
atomic site when the electron is ejected. The

theory presented previously" and presently, how-

ever, does give the correct quantum-mechanical
expectation values for the intensities.

IV. EI'"FECTS OF INTERATOMIC ELECTRON-PHONON
INTERACTIONS

A. Modification of electronic states

In the unperturbed solid the interatomic inter-
action induced by the crystal potential gives rise
to the formation of energy bands and correspond-
ing Bloch wave functions. ' The changes in the
interatomic interactions induced by phonons are
weak enough to be treated, in principal, with per-
turbation theory. It is also reasonable to approxi-
mate the change in the potential in the region be-
tween the atoms by the first Taylor expansion term
linear in the displacements. Since the interatomic
electron-phonon interaction is small, it can mix
appreciably only the Bloch wave functions of the
perfect crystal that have nearly the same energy,
i.e., it induces primarily intraband mixing.

Although the electron-phonon interaction is
changing dynamically with time, the photoemis-
sion process, being first, takes a snapshot of the
system with the electronic states in equilibrium
with the disordered lattice. Therefore, we choose
to use the eigenfunctions of the static but dis-
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ordered lattice rather than a time-dependent
formalism to describe the effects of the inter-
atomic electron-phonon interaction. This assump-
tion makes it impossible to account for the fre-
quencies of the phonons, which, as we shall see,
are small compared to the energy shifts induced
by the electron-phonon interactions. "

The modified states (either initial or final) of
the distorted lattice, I», are assumed to be a lin-
ear combination of the Bloch states of the undis-
torted lattice, lk&, or

(5)

We presently use the basis set Ik&, in which the
atomic orbitals remain at the perfect lattice po-
sitions, as opposed to the distorted basis given in
Eq. (2), in order to isolate the effects of the in-
teratomic electron-phonon interaction upon the
angle-resolved photoelectron spectra. Since- the
electron-phonon interaction contains terms that
can connect all states within the Brillouin zone,
the a, (k) is nearly uniformly distributed over all
degenerate states in the Brillouin zone. This means
that the k quantum number is no longer meaningful
for describing the stationary states of the infinite,
distorted system. The phase of a, (k) depends upon
the specific distortion of the system, and there-
fore we expect that, when averaged over several
sets of distortions occurring during the time of
the measurement of the angle-resolved photoelec-
tron spectra,

&q.(k)*e, (k')) = l~.(k)l'5,. 5;p

From Green's-function methods" it has been
shown that

increasing to Z,(k}. For further details of the
modification of the electron states by phonons the
reader is referred to the recent paper by Allen. "

f(k„~,@~)= Q I&i~ lp ~ lk; &
I'

x 5(E(k&) —E(k;) —kv) . (1O)

In the disordered lattice the spectra 'can be written
in the same form, except that the initial states
are those of the modified system,

f(k„~, @(u)= Q I&kelp ~l»l'

x 5(E(ki) E(s) —A&a—)) .

Using Eq. (5) to express I» in terms of the
states lk&, performing the ensemble average over
a, (k), and using Eq. (7), we find that the time-
averaged photoemission spectrum is

&1(k„e,h(u)& = Q l&k, Ip ~
I k, & I'

B. Initial-state effects

We now consider the changes in the angle-re-
solved photoemission spectra occurring when the
interatomic electron-phonon interactions modify
the'wave functions of the initial states only. For
simplicity we assume that, as in Paper I of this
series, there is only one single final state Ikz&,

unmodified by the phonons, that couples at the sur-
face to the plane-wave state I K&& propagating in

the vacuum in the direction of the analyzer.
The intensity of electrons photoemitted into this

state from initial states lk,.& of the perfect crystal
ls

a, k '6Es -E
Z, (k)

[Z -E(k) -Z, (i)]'+ [Z,(k)]' "
where

a(Z —Z(kg) -1~)

x ~(Z(k, ) -Z(k,.) —k&), (12)

where

1~v-. l'~ E(k}-E(k'} ' (8)

&V«, is the interatomic electron-phonon inter-
action connecting the two states, and p(E(k)) is
the density of electronic states at energy E(k).
Equation (7) shows that the state lk& becomes dis-
tributed over stationary states of the perturbed
system, Is), the peak of this distribution being
shifted in energy by amount Z, (k) from the posi-
tion occurring in the perfect lattice, and the width

2(ki) (12)
[E -E(k, ) -@~-Z, (k, )]'+ [Z.(k,)]'

Comparison of Eqs. (10) and (12) reveals that the
spectra for the perfect and disordered crystals
are very similar. The optical-transition-matrix
elements appearing in the summation are identical
for the two cases. This means that the states con-
tributing to the spectra in the perfect crystal are
the basis functions that continue to contribute in
the disordered lattice. The angle-resolved photo-
electron spectrum in this case represents the
spectral distribution of this set of basis functions
projected over the modified states Is). Other
regions of the Brillouin zone that do not contribute
when perfect order exists show up in the spectra
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indirectly through the tails of the function b. (E),
where the density of states is mirrored by a frac-
tion isa=„-„ i'/M", where iv is the width of the band.
We estimate that typically at room temperature
the density-of-states-like portion of the spectrum
is -1%. Since such contributions, which can be
regarded as indirect transitions, occur at levels
that are barely observable in angle-resolved
photoemission experiments, it can be concluded
that k conservation and dipole selection rules do
not appear to be modified significantly by this
mechanism. fThis is in contrast to the effects of
the intra-atomic interaction discussed previously, "
in which matrix elements in Eg. (12) are modified
directly. ] The primary observable effect of the
interatomic electron-phonon interaction acting
upon the initial states is a broadening and a shift-
ing of the peaks from the positions observed at
low temperatures. Since the broadening and shift-
ing of the peaks is strictly an initial-state effect,
it is independent of the energy of the final state.
The effect discussed in this section is a more
formal statement of the mechanism first suggested
by Bauer et a/. " However, the conclusions made
here are completely independent of the nature of
the final state, be it free-electron-like or other-
wise.

C. Final-state effects

In this section we consider the form of the angle-
resolved photoe1. ectron spectra expected when the
final and the initial states are modified by the in-
teratomic electron-phonon interaction. The prob-
ability amplitude of finding the photoelectron ex-
cited from some initial state ik;& inside of the
solid is given by

IPE&; = Q ls&&sip ~lk &6(E(Ky) —E(s))

x 5(E(Kf) —E(k, ) —A(u). .

We use Kf, the momentum of the electron outside
of the solid, as the index for the final-state en-
ergy. Since the eigenstates of the disordered lat-
tice contain momentum components distributed
uniformly over the Brillouin zone, it does not,
at first thought, seem possible that any angular
dependence ought to be observed in the photoelec-
tron spectra. Deep within the solid this is cer-
tainly true, but, as we now show, the boundary
conditions imposed at the surface by the photo-
emission experiment cause an angular dependence
to be observed.

To determine the intensity of electrons seen in
the analyzer, one must consider the sum of the
amplitudes that each state is& makes. At the sur-

= +&K, s&p&slp ~lk, &6(E(Kg) -E(s))

x 6(E(K&) E(k,.) @~).

The above approximation is equivalent to the as-
sumption that the transmission amplitudes for the
passage of the photoelectron through the surface
are unity. As discussed in Paper I of this series, '
this should be the case when the wavelength of
the photoelectron is on the order of the width of
the surface potential. The subscript P on the first
matrix element in the above sum indicates that the
integration is over the surface plane, and not over
all space.

By inspection of Eq. (15) we find that the single
final state inside of the solid that yields the cor-
rect probability amplitude of emission into the
plane-wave state

~

K&) is

&ski = g (K&is&~&si5(E(K&) —E(s)). (16)

The above linear combination of states is pre-
cisely the sum that one would put together to make
the wave function immediately inside of the solid
look like the plane wave just outside of the solid.
As the distance inside of the solid increases, is&&

begins to look less like the plane wave outside and
more like a combination of plane waves propagat-
ing in all directions. Expressing is&& in terms of
the wave functions for the ordered crystal, we
find

&s I

= Q F (K %&,a.(k)a,*(k'),k'I
S

x 6(E(K,) E(s)).

We now consider whether there is a coherent
part of the final-state wave function that survives
an averaging over the phases of a, (k). Performing
this average as before for the initial state, we find
that the coherent part of the final state is

= Q Q la. (k) I'&K„Ik),&kl6(E(K, ) —E(s)).
k

(18)

face each state is&, which is represented in terms
of Bloch states ik&, must match with a plane-wave
basis set describing the electrons in the vacuum.
The primary function of the elect&on velocity
analyzer is to select a particular plane-wave
state propagating in the direction of the analyzer.
The probability amplitude of finding the photo-
electron in the plane-wave state of momentum

~

K&& outside of the surface is approximately given
by the projection

~f(K, ) = &K, ~PE&,
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Using (7) to eliminate Ia, (k)l' and performing the
summation over k, we find that

(l9)

where (k, I
is the final state inside of the solid con-

tributing to the spectrum when perfect order ex-
ists and

At this point it is convenient to introduce the
electron-electron collision processes. Assuming
that the electron-electron collisions are inco-
herent with respect to the electron-phonon col-
lisions, we suggest that they can be taken into ac-
count by multiplying Isf& by the usual electron-
electron attenuation factor" so that

~«i"&p(E(k, ))
aE(k)
8k~

(20)

(S I
=(s Ie "ee "f'

f f

=&k,:ls "'""'+p g a, (k)&TI
S

X (] -2&ep(kf)z)1/2e &ee(kf-)z

n, p
= 1/l, pcos8, (2l)

where

l vm(~ V'& p(E(k, ))

le P
k kf

(22)

and l,p is the mean free path that the electron
travels before scattering with a phonon.

This result IEq. (19)] tells us that the coherent
part of the final-state wave function looks much
like the wave function that contributes in the per-
fect crystal, but it decays into the solid at a rate
determined by the magnitude of the electron-phonon
interaction. However, the charge density of the
final state inside of the solid must be the same
as that near the surface. . As the coherent part
of the wave function disappears with increasing z,
an incoherent part must increase to preserve
the electronic charge density; thus the form of
the total final state inside of the solid must be

&Sf lzok + &Sf Ijee

where

(s I

= (l s e~epi"f&e)&/2f inc

(23)

The coordinate z is taken to be the distance inside
of the solid perpendicular to the surface. We are
presently neglecting electron-electron scattering,
which we shall introduce shortly.

We note that, when the energy dispersion of the
final state is given by that of a plane wave, Eq.
(20) yields the familiar form"

where

x 5(E(kf) —E(s)), (25)

(26)n(kf) = n„(kf) + n„(kf),.
I ~..(k,)I'p(E(i, ))

ee f

ekj

and V„(kf) is the screened electron-electron in-
teraction. The above form for the wave function
is consistent with an effective mean free path l,
of the photoelectron given by

(27)

1 1 1
+

l l /pe lg p

(26)

I(kf, e, f/+) =1„„(k»Z,h&u)+I, „,(kf, 7, Az), .

where

(29)

f..k(kf, ~, ~~)= p l&kfle '"p ~IT;&I'
Qi

x 5(E(kf) —E(k;) —hu), (30)

where l„and l, p are the mean free paths for elec-
tron-electron and electron-phonon collisions, re-
spectively. The wave function (25) no longer con-
serves charge; the missing amplitude has been
scattered inelastically by the Coulomb interaction
and appears in the detector at much-reduced en-
ergy (if at all).

The photoemission intensity from the coherent
and incoherent parts do not interfere when aver-
aged over the ensemble, and thus the total in-
tensity can be written as the sum from each part,
or

x g p a, (k)(kl5(E(kf) —E(s)), (24)

where a, (k) is a random variable having the same
distribution as a, (k) but normalized so that the
sum in Eq. (24) corresponds to a unit charge
density. The above form of the final state has the
property that near the surface it behaves as the
final state of the perfect crystal, while far inside
of the solid it consists of states distributedthrough-
out the Brillouin zone.

1,„,(k„~,@~)= p g l&klg(~)p ~ lk;& I'
k kg

x g(E(kf) —E(k))

x 5 (E(kf) —E(k, ) —h&u)

x 4 kf —E k'

where

g(z) (S2znep(kf) l)&/2e-za(kf) (32)
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The square of g(z) is the classical probability that
an electron originating from a depth z from the
surface scatters with at least one phonon before
reaching the surface. The inverse summation in
Eq. (31) guarantees that the incoherent intensity
has the correct normalization relative to the co-
herent intensity.

The matrix element in the coherent intensity
projects out only initial states that have the same
component of momentum parallel to the surface
as kf, and thus the coherent intensity is expected
to exhibit a strong angular dependence. Unlike
the coherent intensity, the incoherent intensity
includes a sum over all final states having energy
E(kf), and, therefore, it is somewhat insensitive
to the angle of emission.

The component of momentum parallel to the
surface for each of the transitions in the inco-
herent intensity is conserved, but this component
of momentum differs from that of the final state
outside, into which the photoelectron escapes.
The factors in the matrix elements in Eqs. (30)
and (31) that depend upon z result in a relaxation
of the component of momentum perpendicular to
the surface in the photoionization step. As the
temperature increases, o.,~(k) increases, further
relaxing the constraints on the momentum conser-
vation perpendicular to the surface and tending to
make the coherent spectra resemble one-dimen-
sional densities of states.

The relaxation of momentum conservation per-
pendicular to the surface for the' incoherent in-
tensity is somewhat different from that given for
the coherent intensity. The incoherent intensity
appears to be very similar to the angle-averaged
coherent intensity. The primary difference, how-

ever, is that the summation includes optical transi-
tions that normally are outside of the usual es-
cape cone." Spectra obtained at low photon en-
ergies, where the influence of the escape cone
is important in limiting the transitions that con-
tribute, should exhibit the most dramatic changes
with temperature due to this mechanism. Since

'-' ." —.«k. ii
-".Ii)

(kf —k;)'+ ~' (33)

)p
o(kf, k;, e)

(I l 2+~2 3

6%f 11 kill) ' (34)

As discussed in paper I of this- series, ' the co-
herent intensity has the form,

o„(k,k;, 7) d&;i

n - ~kg —k~~i+ &

x 5(E(kf) —E„(k,.) —ku)),

where

k; = k~~)+ k~,

&f „= [(2mE)'f'/h] cos6„,

(36)

(3'i)

n is the band index which we reintroduce to be
consistent with the formalism introduced in paper
I of this series, 0„ is the polar angle of emission
in the vacuum, and o„(kf,k;, 7) is the atomic
photoionization cross section of the orbital com-
prising the initial state. The incoherent intensity
has the form

the escape cone is not important for these transi-
tions, the incoherent spectra from a single-crys-
tal surface should resemble the spectra obtained
for po1.ycrystalline films.

Since l„ is usually shorter than l„~, the square
root in g(z) can be approximated by the lowest-
order term, which corresponds to photoelectrons
that have undergone only a single electron-phonon
collision. When the final states are approximated
as unmixed augmented plane waves, the matrix
elements for the coherent and incoherent terms
are'

I,„,(kf, e, k~) = ~P Q. d k' dk, ~n q(k'e), " ',2"
q ~f 2 (E(kf) —E„(k;)—h(u)5(E(kf) —E(k'))

x 5 —Ek'
t II

(36)

The form of the incoherent intensity as written
in Eq. (38) is valid only when the photoelectrons
experience single-phonon collisions, and there-
fore it does not yield the total incoherent intensity.
The relative contributions of the coherent and in-

coherent intensities can be estimated from ele-
mentary considerations. The total coherent' in-
tensity, electrons emitted without suffering elec-
tron-electron or electron-phonon collisions, is
proportional to
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I (k 7 k(u)~i=coh f»
~ +tee ep

(39)

The total coherent and incoherent intensities, i.e.,
electrons emitted without suffering electron-elec-
tron collisions, must satisfy

I„„(k~,e, hop) +I, (kf, e, A(o) ~ l„. (40)

Using Eqs. (39) and (40) we find that

)2
I,.„,(ky, e, h~) ~

ee ep
(41)

and

4«(k r &
& i ~&) ~s

I,„,(k~, 7, hu)) L„' (42)

As the temperature increases and I,,p decreases,
the coherent intensity decreases in strength, while
the incoherent intensity increases in strength.
This is in contrast to the results found in Sec.
IVB, in which the spectra are only broadened and
shifted when the interatomic electron-phonon in-
teraction affects only the initial states.

It is necessary for pep- L« in order that 0 con-
servation be significantly relaxed. It is not clear
whether this limit is ever achieved in real ma-
terials before melting occurs.

The lifetime broadening of the final state either
by electron-electron collisions or by electron-
phonon collisions does no) lead to corresponding
energy broadening of the photoelectron spectra
taken for a single-photon energy. This occurs
since the energy of the final state detected is de-
fined experimentally by the analyzer. The only
noticeable effect of the energy broadening of the
final state is a breakdown in the coherency of
emission from the layers, resulting in a relaxa-
tion of the conservation of the component of mo-
mentum perpendicular to the surface. (This en-
ergy broadening of the final state, however, be-
comes apparent only when the photoelectron dis-
tribution exhibits sharp structure due to the final
state. ) Thus the changes in the spectra due to the
electron-phonon interaction influencing the final
state (momentum but no energy broadening) are
opposite those caused by this interaction influenc-
ing the initial state (energy but no momentum
broadening).

V. DISCUSSION

The effects of the intra- and interatomic elec-
tron-phonon interaction upon the angle-resolved
photoelectron spectra from the bulk bands of solids
for the three separate cases given by Eqs. (4),
(12), and (29)—(32) are contained in the master
formula

I(kf, 7, k~) = g l(~pie '""~'p' El~i)dl'&(&(k~) -&(k;) —~~)

+ l&~lg(~)p .I&;).I'~(~(ky) —E(k;) —@u))&«(E(kg) -E(k)) Q &(~(ky) -~(k"))
5 )It

(43)

The intra-atomic electron-phonon interaction is
taken into account by using the distorted basis set
to calculate the matrix elements in Eq. (43) be-
tween the initial and final states. The effects of
the interatomic electron-phonon interation upon

the initial states are taken into account by the
function a(E), and their effects upon the final state
are taken into account by the second term in Eq.
(43) and by the exponential factors in the matrix
elements. The distorted basis set should also be
used to calculate the electron-phonon matrix ele-
ments in Eqs. (8) and (9).

The reader must be warned that Eq. (43) does
not include any interferences between the three
cases discussed and, therefore, it might not be
entirely accurate when two or three of them have

comparable influence upon the spectra. While Eq.
(43) otherwise covers the general case, it is of
interest to discuss whether there are situations
when one or two of the cases dominate the tem-
perature dependence of the spectra.

In metals the electron-phonon interaction for
the free-electron-like final state is never large
and, therefore, the first term in Eq. (43) describes
the spectra for all photon energies. At low photon
energies the intra-atomic effects are unimportant,
and the initial-state energy broadening and shift-
ing are the only significant temperature-dependent
features observable in the spectra. The effects
of temperature should be easily observable in ma-
terials in which the intrinsic width due to Auger
effects is small, such as free-electron-like metals
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I(k~, c, h(u) = Q a„(k~, k, , c)
k] pn

x g(E(k~) Z(k,.) h&u) . (44)

This limit appears to have been verified experi-
mentally by Williams et al."

Comments upon the recent work of Sayers and
McFeely" are due at this point. As mentioned
earlier, a perturbative method, such as used by
Sayers and McFeely" is unlikely to account for the
effects due to the intra-atomic electron-phonon

and noble metals. The large Auger broadening in
transition metals" should make it difficult to ob-
serve the initial-state broadening effects due to
lattice vibrations.

The experimental results of Hiemann and Ned-
dermeyer" on Au for he=16.9 eV appear to be
influenced primarily by the broadening and shift-
ing of the initial-state energies. The weak depen-
dence of a peak they observe near the Fermi en-
ergy is probably attributable to the fact that the
contributing initial state falls in a region of a low
density of states and that it is derived from ex-
tended s-like orbitals, which have a small elec-
tron-phonon inter action. "

The second term in Eq. (43) becomes significant
only when l,~- l„. This condition is most likely
to be satisfied by semiconductors and ionic crys-
tals at low photon energies and high temperatures.
Since the Auger widths of such materials are
small, both the final-state scattering and the ini-
tial-state shifting and broadening should be simul-
taneously present. In this case not only do the
peaks given by the first term in Eq. (43) appear
to broaden and shift with increasing temperature,
but they also decrease in strength as an angle-
averaged component [the second term in Eq. (43)j
increases in intensity. The experimental results
of Grandke and Cardona"'on PbS and PbSe appear
to be consistent with such a behavior. The angle-
averaged spectra of Bauer et al."do not strongly
exhibit the second term in Eq. (43) since it is so
similar to the angle average of the first term.
The primary changes in their spectra appear to
be due to the energy broadening and shifting of the
energies of the initial-and final states. In their
data the smearing and broadening of the final state
is noticeable since the final state introduces struc-
ture into the spectra at the low photon energies
used.

For all materials at high photon energies and
temperatures, where W(k&, k,.) &1, the second te'rm
in Eq. (43) is small and the spectra must approach
the energy-broadened and -shifted density of
states given by the first term in Eq. (43), or

interaction. However, the conclusions they
reached, namely, the electron-phonon interaction
is unimportant in the XPS regime, is in agree-
ment with the conclusions reached here concern-
ing the scattering of the final state by interatomic
electron-phonon interactions which is weak enough
to be appropriately accounted for by perturbative
methods.

The effects of phonons must be considered when
one is attempting to-determine whether an observed
peak is due to a surface or bulk state. Surface
states are usually formed close in energy (-0.3
eV) to the edges of bulk bands. Often, disagree-
ment in the observed positions of peaks predicted
by band theory for the bulk is taken to be evidence
for the existence of surface states. " However,
since band calculations are made almost exclus-
ively for the perfect lattice, they might not be
capable of predicting the position in energy of the
observed features from the bulk. Furthermore,
since the position in energy of a surface state is
sensitive to the surface potential, lattice vibra-
tions might be able to upset the stability of the
surface state, causing it to merge completely with
the bulk states nearby in energy.

Such mechanisms might be influencing the so-
called surface states of the (111) face of the noble
metals occurring near the Fermi energy. "'" The
gap between the lowest free-electron-like bands
of the L, point is due primarily to the (111)pseudo-
potential interaction. " As discussed by Yu and
Cardona, ' the pseudopotential in the vibrating
lattice is weakened by the Debye-Wailer factor,
which causes the first-order gaps to decrease by
the same amount. We estimate that this mecha-
nism causes the L,' bulk features to be -0.4 eV
higher at room temperature than calculated by the
usual band-structure theory. If this were true,
the position of the L,' feature ought to display a
strong temperature dependence.

VI. SUMMARY AND CONCLUSIONS

The effects of phonons in modifying the angle-
resolved photoemission from the bulk bands of
solids has been discussed in terms of intra-atomic
and interatomic effects. The temperature depen-
dence of the spectra of photoelectrons obtained at
low photon energies from metals ought to reveal
directly the size of the electron-phonon interaction
throughout the entire Brillouin zone. Such infor-
mation might provide insights concerning the in-
fluence of special features of the band upon the
superconducting properties of materials. The
temperature dependence of the angle-resolved
spectra of semiconductors and ionic crystals is
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more difficult to interpret, owing to the scattering
of the final state by the interatomic electron-pho-
non interaction. In all materials the intra-atomic
electron-phonon interaction guarantees that the
angle-resolved spectra at high temperatures and
4igh photon energies approach the density of
initial states.
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