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The free-volume model, which has been useful for describing the behavior of the viscosity q
of dense liquids and glasses, is extended to account for their thermodynamic behavior as well.

Experimental results for the heat capacity Cz and the volume 6 show that the system falls out of
complete, metastable thermodynamic equilibrium at the glass transition temperature Tg. As a

first step in understanding these universal phenomena, a.theory of the underlying metastable

phase, the amorphous phase, is developed. Recent molecular-dynamic calculations demonstrat-

ing the existence of a cellular structure in liquids and the properties of the local free energy of
the molecular cells permit us to formulate more precisely and justify. in more detail the standard
free-volume model. In particular, it is possible to define the free volume and distinguish solid-

like and liquidlike cells. This leads to the introduction of percolation theory, which is used to
describe the gradual development of the communal entropy of the amorphous phase. We then
determine the probability distribution of the cellular volume as a function of the fraction of
liquidlike cells, p. The equilibrium liquid-glass transition is associated with the increase of p with

temperature. This occurs via a phase transition which is most probably first order. The results
of our theory give a generalized equation for the viscosity which agrees accurately with experi-
mental results at all temperatures. Results for C~ and 6 are also obtained. This equilibrium

theory can provide the basis for a relaxation theory of the kinetic effects observed around and
below T~, The relationship between the entropy theory and the free-volume model is also clari-

fied.

I. INTRODUCTION

The liquid-glass transition has been intensively stu-
died for many years. ' ' Nevertheless, there are no
rigorous theoretical results known. There is one sim-
ple picture, the free-volume model, "which is use-
ful in describing the behavior of the viscosity in the
vicinity of the transition. This model has been ap-
plied to interpret transport and relaxation phenomena
in a variety of molecular systems. One central result
obtained is a simple justification of the Doolittle
equation' for the fluidity

&fl
= $0 exp( —yu /v/)

Here y is a constant of order unity, v is the volume
of the molecule or molecular segment, and v~ is the
free volume of the liquid (defined below). This pic-
ture of the glass transition, while physically appeal-
ing, is incomplete in that it does not account for the
behavior of the specific-heat or thermal expansion. It
is the purpose of this paper to remove that incom-
pleteness in the earlier work.

%e begin by noting the two important differences
between liquids and solids. First, a liquid flows while
a solid does not. Second, a liquid is translationally
invariant while a solid is not. There are of course
two different kinds of bulk solids, crystals and
glasses. Crystals are translationally ordered and

stable. Glasses are amorphous, i.e., disordered, and
metastable. To form a glass, the melt is usually
cooled very quickly (sometimes as fast as 10'' K/sec) to avoid crystallization. It is now commonly
believed that glass formation is in fact just a failure
of crystallization. ' ' Put most simply, the glassy
state is an extension of the liquid state in which the
viscosity rt =@ ' increases above -10"poise (a
quantification of what is meant that a solid does not
flow) and relaxation rates become on the order of
days or more. The' transition by which this occurs
could be a true thermodynamic phase transition,
given that in the glass the translational symmetry of
the liquid is broken. However, there is no experi-
mental evidence for a sharp phase transition. There
could still be an underlying phase transition obscured
by kinetic effects, or there could be no phase transi-
tion at all. The glass transition would then be kinetic
in nature, a gradual freezing out of equivalent confi-
gurations. In the latter case, the glass and the liquid
form a single, metastable thermodynamic phase we
shall refer to as the amorphous phase. Indeed, it is
convenient to use that phrase even if the glass transi-
tion is a true phase transition in the limit of slow
temperature variation.

Solids can be classified according to bonding type
and by their constituents. Glasses" ' occur among
all such classes of solids. The simplest ones have
spherical or nearly spherical constituents and include
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the metallic glasses" ' and some molecular sub-
stances. In this group one also includes the dense
random packing (DRP) of hard spheres~' 6O and a

system of Lennard-Jones particles ' studied by
molecular dynamics (MD).63 The more complex
glasses include ionic, polymeric, ' and organ-
ic materials. ' There are also the network
glasses ' ' which include systems covalently bonded
in two or three dimensions, both insulators and semi-
conductors. These distinctions are not sharp, and
the groupings overlap.

There are classes of universal behavior through the
glass transition which overlap the above categories of
bonding and structure type for each of the properties
fluidity, specific heat, and volume. The fluidity @, as
shown in Fig. 1(a) is well described by a Doolittle
equation with vf ~ T —To only for a limited tempera-
ture range for most materials. A few simple organic
glasses, and some network glasses ~' including
Si02 and Ge02 follow an Arrhenius behavior
(To 0) over almost the entire temperature range
studied, as shown in curve a of Fig. 1(a). Most
glasses, including the ionic, ' ' polymeric, 2 "and or-
ganic ~-' materials are described in the high-
temperature region (rt ~ 10~ 106 poise) by curve b

or c of Fig. 1(a) with T~ = TOH &0. In Table I we
present a partial list of glass formers and their charac-
teristic temperatures T„and T~ (defined below).
Most of these results do not extend to lower tem-
peratures near Twhere q becomes &10 poise. In
those systems which have been measured at higher
values (108 & g & 10' ) it is found that some be-
come Arrhenius, To changing from To~ to TOL 0,
curve b of Fig. 1(a), while others are described by a

finite value of TOL & TpH, curve c of Fig. 1(a). Ex-
amples of the former include the organic liquids
salol, o,-phenyl-o-cresol, n-butylbenzene, and
di-n-butyl phthalate and the ionic glass 0.60 KNO3-
0.40 Ca(NO3)2. 2s The organic liquids o-terphenyl36~6

and tri-e-naphthylbenzene' " are examples of the
latter. The organic glasses studied in Ref. 34 and list-
ed above as having Arrhenius behavior could as well
have a finite T„because q was not measured below
10 —10 poise. We have found only one system, "'
the metallic glass Auo 776eo ]36S10094 which can be fit-
ted in both regimes with a value of T„=TOL, curve c
of Fig. 1(a). Tweer er aI. 64 have shown that many of
these systems, which cannot be fitted by the three-
parameter Doolittle equation over the entire range
(100 & g & 103 poise) with a single value of To, can
be fitted with a more general five-parameter equation
for q which diverges only as T 0. Included in this
fit is the organic liquid tri-cx-naphthylbenzene which
has a finite TOL when fitted to the usual equation for
q. This leaves open the possibility that TOL always

This deviation of q from its high temperature
dependence with vf ~ T —To could be regarded as a

log q

«aI

FIG. 1. - (a) Logarithm of viscosity q vs reciprocal tern-
peratures. Curve a corresponds to Arrhenius behavior,
T 0. Curves b and e correspond to the Doolittle equation
where the free volume vy ~ T Tong, TpH &0 at the high
temperature and 9f ~ T TOL at low temperatures, In
curve b, TOL 0 while in curve c, TOL &0. (b) Heat capa-

city C~ at constant pressure vs temperature for a glass
cooled and then reheated through the transition. The posi-
tion of the glass transition temperature Tg depends on the
cooling and heating rates employed. (c) Isobaric volume 6
vs T illustrating volume hysteresis effect. The equilibrium
curve in the liquid well above Tg is unique. At a constant
cooling rate q, the volume 6 falls out of equilibrium below

T~. When the sample is then annealed at constant T, the
volume becomes densified and may reach a relaxed glass
state, depending on the temperature. The lower portion of
the solid curves represents the behavior after heating at a
constant q. Note 6 remains under its liquid value to a
T ) Tg. This plot is similar to that found for a-Se in Ref.
56 and for a polymeric system in Ref'. 67.
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TABLE I. Characteristic temperatures for glass formers.

Glass Former

Auo 77Geo &36S'0 094
tri-e-naphthylbenzene
0-terphenyl'

salold

e-phenyl-0-cresol d

2-methylpentane
glycerole

ZnC12

Ca (NO3) 2-4H20
0.62KNO3-0. 38Ca (NO3) 2

295
342
240

230
230
79.5

180
539
375
217
328

241
342
248
231
226
210

59
132
402
260
205
320

200

58
134
335
250
202

'Reference 17.
References 39 and 40.

'References 36, 37, 40, and 68.

Reference 40.
Reference 26.
Reference 25.

nonequilibrium phenomenon. However vf usually

begins to deviate from this form at a temperature
which is greater than the temperature at which the
system is considered to fall out of thermal equilibri-

um, i.e., the temperature at which the anomaly in C~
occurs. For the organic glasses, this deviation oc-
curs at a viscosity q —10' poise, while g ~10' poise
at the glass transition. In the measurements for
these organic glasses, " care was taken to assure that
the equilibrium value of the viscosity was obtained.
For the metallic glass" Au-Ge-Si, the viscosity when
measured at its highest accessible values begins to
deviate sharply from the simple exponential behavior,
presumably from nonequilibrium effects. We expect
that nonequilibrium phenomena will lead to a quite
different pattern of temperature variation for q than
occurs when Eq. (1) with vf ~ T —T„no longer
holds. In this work, we consider the deviation of q
from its high-temperature behavior to represent
equilibrium behavior and derive a more general equa-
tion for the free-volume which has the same high-
temperature form that becomes Arrhenius at low

temperatures.
There can also exist marked changes in the specific

heat C~ within a narrow temperature range around a-
temperature Tg conventionally referred to as the glas's

transition temperature. The value of Tg and the
shape of C~ are very dependent on the heating and
cooling rates of the measurement and on the thermal
history of the sample. ' ' It is believed that the ob-

served changes in heat capacity are the consequences
of the falling out of complete thermodynamic equili-
brium of the system under observation as the time
of measurement becomes comparable to the relaxa-
tion times of the system. Experimentally, it is found

that Tg is higher for faster heating or cooling rates. It
is also found that the anomaly in C~ depends on the
sign of q = dT/dt The majo. rity of the measurements
are done at a constant heating rate, starting from the
glassy state, and the observed anomaly is shown in

Fig. 1(b). When measured at a constant cooling
rate in materials which do not crystallize, C~ is a
monotonic, decreasing function as also shown in Fig.
1(b). It is found experimentally that Tg & T„. On
the other hand, in the two network glasses Si02 and
Ge02 having vanishing To, there is little evidence for.
anomalies in C~ and therefore for a Tg. ' However,
the organic classes having To 0 for q ) 10 —10
poise3 show well-defined values of T~ (Refs. 26 and

38); we suspect therefore that a finite TOH may be
needed to describe the region q & 10' poise. It is im-

portant to note that the viscosity varies smoothly
through Tg, showing no sign of anomalies like those
observed in C~.

The specific volume 6 also shows an anomalous
temperature dependence near Tg. The behavior of 6
is universal among all systems having a Tg. When
measured at a constant cooling rate q, v as shown in

Fig. 1(c) decreases linearly with T and changes slope
at a temperature dependent'on q but close to the Tg

observed for the heat capacity. Below this breakaway
temperature, the system is not in equilibrium. When
the system is annealed, 6 decays towards a lower
asymptotic value, 60, which can either lie on the ex-
trapolated volume temperature curve for the liquid or
above it if the annealing temperature is low enough. '
This suggests the existence of a v vs T curve for met-
astable equilibrium which breaks away from the ex-
trapolated liquid curve, but as yet no information is
available on where or how it breaks away. There is
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hysteresis upon heating at a constant rate q. v

remains under the extrapolated liquid volume, then
rises rapidly to a final equilibrium liquid value at a
T ) T~. The amount of hysteresis is dependent on
the value of q.

These experimental results indicate, that as studied
in the laboratory, the glass transition is a kinetic
phenomenon which depends on the time scale of the
measurements. The question still remains whether,
as suggested by the volume annealing data, there ex-
ists a real thermodynamic glass transition in the limit
of infinitely slow heating or cooling. That some such
limiting behavior should exist has been demonstrated
by extrapolations of heat capacity versus temperature
for liquid. 8 These extrapolations suggest that at a
temperature T, from 20 to 200' K belo~ the ob-
served value of Tg, depending on the material, the
difference in entropy between the liquid and crystal-
line phases would vanish and then become negative.
A partial list of values of T, compiled by Angell and
co-workers" is included in Table I. The existence of
an amorphous phase with total entropy lower than
the stable crystal phase at the same temperature is
unreasonable. Moreover, the heat capacity of the
glass is known to be higher than that of the crystal at
low temperatures. To avoid this apparent paradox,
C» has to decrease precipitously at a temperature not
far below the observed Tg. As pointed out by Angell
and Sichina, the most gradual possible decrease of
C» below Tg that remains consistent with the require-
ment that S(liquid) )S(crystal) still amounts to a
very sharp change in C», comparable to the high-
temperature end of a common X transition. The ex-
istence of the vanishing excess entropy was first
recognized by Kauzmann6~; it points to the possible
existence of an "ideal" glass transition T» at a tem-
perature T, & T» & T~. In the limit of slow heating
and cooling T~ would approach T». It is interesting to
note that T„=T„as recognized by Angell and co-
workers. '6

The idea of a vanishing-excess-entropy temperature
T, suggests the notion that a real phase transition, ei-
ther second or first order, may occur at Tg in the lim-

it of slow heating or cooling. There exists only one
detailed thermodynamic theory, the entropy theory
developed by Gibbs and DiMarzio'0 and by Adams
and Gibbs ' to describe polymeric systems. In their
theory, they place the polymer links on a lattice and
introduce holes for.the missing lattice sites. They
then compute the entropy of mixing and the confi-
gurational entropy of the polymer and find a second-
order transition at a temperature T2 ~0. They point
out that this temperature would correspond to Tg if
the experiments could be done in the limit of infin-
itely slow warming, so that the system were always in
equilibrium. For monatomic materials, the theory
reduces to Frenkel's hole theory of liquids, "which is
known not to be very accurate. Accordingly, we pro-

pose in the present paper an extension of the free-
volume model for simple liquids which includes the
thermodynamics. %e find that the equilibrium glass
transition is likely to be a first-order phase transition in
the limit of slow cooling or heating. In the process,
we develop a theory of the communal entropy' of
liquids and glasses within the notion of the free-
volume model, which we give a somewhat sounder
basis. The entropy is evaluated by introducing results
from the theory of percolation. "' This allows us to
calculate the heat capacity C» and thermal expansion,
and we find anomalies at a temperature we assimilate
to T». A related study of the fluidity leads to the
Doolittle equation with an appropriate temperature
dependence of vf.

The outline of the paper is as follows: In Sec. II,
we elucidate and justify the basic assumptions which
underlie the free-volume model. By consideration of
the nature of the local free energy of the molecular
cells, we are able to define the free volume and to
distinguish solidlike and liquidlike cells. This leads
naturally to the introduction of percolation theory in
Sec. III, which we use to determine the communal
entropy of the amorphous phase. In doing so, it is
necessary to use a more general conception of com-
munal entropy than is found in the literature on
liquids. In Sec. IV, we find the probability distribu-
tion of the cellular and the free volumes as a func-
tion of the fraction of liquidlike cells, p. The liquid-
glass transition, i.e., the softening of the glass, is as-
sociated with the increase of p with temperature. In
the present theory this occurs via a phase transition,
the order of which is shown in Sec. V to depend criti-
cally on the value of the exponent P which character-
izes the growth with p of the percolation probability
for liquidlike cells. The viscosity is derived in Sec. VI
and successfully compared with experimental results.
Corresponding results for the heat capacity and
specific volume are obtained in Sec. VII. Finally, we
summarize the important results, discuss the effects
of eliminating the simplifications within our model on
the proposed transitions, and discuss indicated fur-
ther work in Sec. VIII ~

II. FREE-VOLUME MODEL

Fox and Flory4 first postulated that the liquid-glass
transition resulted from the decrease of the free
volume of the amorphous phase below some critical
value. The subsequent derivation of Doolittle's
fluidity equation' within the free-volume model is
based on four simple assumptions ' which can be
worded as follows:

(i) It is possible to associate a local volume v of
molecular scale with each molecule.

(ii) When u reaches some critical value u„ the ex-
cess can be regarded as free.
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(iii) Molecular transport occurs only when voids
having a volume greater than some critical value v'
approximately equal to the molecular volume v
form by the redistribution of the. free volume.

(iv) No local free energy is required for free-
volume redistribution.
The resulting equation for the diffusion constant ' is

of the form given by Eq. (1).
Assumption (i) is valid if each molecule is restrict-

ed to movement within a cell or cage defined by its
nearest neighbors. Kirkwood proposed such cells to
exist in a liquid, but for simplicity proposed further
that the cells were all identical, forming a regular lat-

tice." He took for the free energy

F = $f; —TS,

where f; is the free energy of an atom or molecule
moving within its cell in the mean potential of its
neighbors, properly corrected for double counting of
the interactions, and S, is the communal entropy. f
may be regarded as the local free energy referred to
in assumption (iv). S, arises in a liquid from the dif-

fusion of molecules throughout the entire volume
and may be written

S, = k in[(N —1)v, ]

Clearly, the glass transition might profitably be exam-
ined within the framework of a thermodynamic
theory such as this. Equally clearly, justification of
assumptions (i) —(iv) would justify also such a ther-
modynamic theory.

Hsu and Rahman" have shown by MD calculations
that the diffusion coefficient of a dense, supercooled
Rubidium-like liquid at constant volume extrapolates
to zero (but at a temperature which is essentially
zero). Earlier a Lennard-Jones liquid had been
quenched into what appeared to be a glassy state by
rapid cooling to a temperature which turned out to be
below TOH.

' Subsequent simulations showed, how-

ever, in a variety of systems the diffusion coefficient
remained finite, though small, below TOH and that
crystallization ultimately occurred. Thus the crystal is
the lowest energy state of the system, but there is a
disordered state of low atomic mobility which is me-
tastable, persisting for a time which is very long on
the molecular scale. We identify this state as a glass,
as did Rahman, Mandell, and McTague. ' Rahman
has not examined the thermodynamic properties for
evidence of anomalies in C~ or u and therefore of a

T~. However, Wendt and Abraham' have found that
the ratio of the values of the radial distribution func-
tion at the first peak and first valley shows behavior
on cooling much like that observed for the volume of
real glasses, Fig. 1(c), with a clearly defined Tg Stil-.
linger and Weber" have studied a Gaussian core

model and find a self-diffusion constant which drops
essentially to zero at a finite temperature. They also
find that the ratio of the first peak to first valley in

the radial distribution function showed behavior simi-
lar to that found by Wendt and Abraham' for
Lennard-Jones liquids. However, the first such evi-
dence for a nonequilibrium, i,e., kinetic, ,nature of

the transition in a numerical simulation was obtained

by Gordon et al. , who observed breakaways in the
equation of state and the entropy of a hard-sphere
fluid similar to those in real materials.

The radial distribution function found for the puta-
tive Lennard-Jones glass at finite T was closely simi-
lar to that found for the DRP of hard spheres in a

calculation effectively carried out at T =0." The
differences of detail suggest that the structure be
considered the DRP of soft spheres; In the DRP of
hard spheres, all spheres are completely constrained
by their nearest neighbors. "' It is thus possible to
construct around each atom Voronoi polyhedra which

differ in shape and volume and take these as the cells
or cages in a cellular model. The results of Rahman
et al. strongly suggest the same can be done for the
Lennard-Jones glass and presumably all simple
molecular glasses.

Jacucci has examined the structure of a dense, ar-

gonlike, Lennard-Jones liquid in a novel and instruc-
tive way. MD calculations are typically done in about
10 times steps of 10 ' sec each. The positions are
retained and the radial distribution function con-
structed from sets of position pairs taken at equal
time. Jacucci first averaged the molecular positions
over an intermediate time interval of 10' steps or
10 ' secs and then constructed the radial distribution
function. He found a radial diStribution function
very close to that found by Rahman et al. 6' apart
from an expansion of the distance scale. Thus, a
well-defined cage or cellular structure persists in the
liquid for a time scale longer than 10 "sec. It would

be of interest to determine on what time-scale and at
what temperature this structure begins to break
down.

Further MD calculations by Jacucci provide both
detailed justification of assumption (iii) and addition-

al support for the cage picture. Jacucci examined the
separation of a pair as a function of time in his

dense, supercooled, argonlike Lennard-Jones liquid.
He found that the separation underwent occasional
large changes of order the particle spacing. In
between these, the separation showed rapid small
fluctuations around a nearly constant value. In a

cage picture, the former correspond to the diffusive

steps of Cohen and Turnbull ' which lead to an oc-
casional reorganization of the cages, whereas the
latter correspond to motion within a cage structure
which remains roughly static in between diffusive
steps. Their critical free-volume fluctuation picture
of self-diffusion in dense liquids is similar to the va-
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cancy model of self-diffusion in crystals. Ho~ever,
in crystals individual vacancies exist and retain their
identity over long periods of time, whereas in liquids
the corresponding voids are ephemeral. The free
volume is distributed statistically so that at any given
instance there is a certain concentration of molecule-
sized voids in the liquid. However, each such void is
short-lived, being created and dying in continual
free-volume fluctuations. The Frenkel hole theory of
liquids ignores this ephemeral, statistical character of
the free volume.

These results of Rahman, ' Rahman et al. ,
' and

Jacucci ' strongly suggest that there is a cage struc-
ture in a sufficiently dense liquid which, as the liquid
is cooled, persists for longer and longer times until fi-
nally it is frozen. Assumption (i) is thus justified,
and Eq. (2) can be made the basis for a simple theory
of the glass transition. The computer quenching ex-
periments and the structural results demonstrate as
well the validity for the Lennard-Jones fluid of the
concept of a single-condensed amorphous phase
comprised of the vitreous and liquid states; the
results of Wendt and Abraham' suggests that there
can be a Tg below which the system goes out of
equilibrium.

If we suppose in Eq. (2) that the local free energy

f; of a cell depends only on its volume v„ f =f (v),
the free energy becomes

f,(vj

f (vI

VO V)

F = N J P (v) [f(v) + k T inP (u) ]d v —TS,

where we have added the entropy of P(v), the proba-
bility that a cell has a volume v, to Eq. (2). The
local-free-energy function f(v) contains two contri-,
butions, the negative of the work to remove a
molecule from the interior of a cage of volume v,
fp(v), and the work to expand the cage to the
volume v from some suitable average value, fl(u).
The work to remove a molecule from the center of a

cage at T =0' K has the same general shape as a
function of cage volume that the intermolecular pair
potential has as a function of pair separation. ' Ther-
mal effects will not modify this, and we use for fp(v)
the shape shown in Fig. 2(a). The essential features
of fp(v) are a minimum at vp and a point of inflec-
tion at vl. The discussion of fl(v) is more intricate
because it depends on the state of the neighborhood
of the particular cell in question. One can, however,
argue that for smaller v, the total f (v) must be qua-
dratic in v. Moreover, as v increases beyond the
minimum in fl(v), fl'(v) decreases because of the
reduced effect of interaction across the void. The
asymptotic behavior of fl(v), however, depends on
whether v is in a liquidlike or solidlike environment.
In the latter case one has both a surface energy and
an elastic component, in the former case only surface
energy. We are not interested in such wide variation

FKJ. 2. (a) fo(v), the negative of the work to remove a

molecule from the center of a cell vs cell volume i. vo

marks the minimum and v& the point of inflection of fo(v).
(b) Local free energy f(v) =fo(~) +f~(u), where f~(v) is

the work to expand the cage to the volume v from its aver-
age value. For ~ )~„f(~) can be approximated as qua-
dratic and for v )v„ linear in its dependence on e as
shown by the dashed curve.

of v, and for us the significant thing in both fp(v)
and fl(v) is the decrease in slope below that of qua-
dratic dependence on v as v increases away from the
minimum. Thus a shape for f(v) like that of fp(v)
is good enough for our purpose. Accordingly, we
suppose f(v) to have the model form shown in Fig.
2(b). To simplify the system to the point where
quantitative analysis becomes possible, we approxi-
mate the continuous curve of Fig. 2(b) by the model
free energy

1

fp+ 2
K(v vp), v ( vq

f(v) ='
fp+ 2 K(vc vp) +f(v

The parameters fp, vp, K, vp ( u & vl, and g can be
determined on a best-fit basis. All are functions of T
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and particle density. fo and uo turn out to be ir-
relevant. Thermal smearing effects and thermal ex-
pansion at constant pressure give Bu, /BT, B~/BT (0.

The segmenting of f(u) in Eq. (5) enables us to
divide the cells into two classes. Those with v & v,
we call liquidlike, and those with v ( v, we call solid-
like. Following Turnbull and Cohen, ' we say that
only liquidlike cells with ~ & u, have a free volume,
which we take as

&f=& &c V&V

It immediately follows that the part of the sum of lo-
cal free energy X,. f;(u) contributed by liquidlike

cells, v; & ~„depends only on the average value of
el among the liquidlike cells. That is, according to
Eq. (6) it depends only on their average free volume,

vf, and is unchanged by any repartition of thc free
volume among the liquidlike cells. It is in this sense
that a free volume can be defined, as in assumption
(ii), and can be redistributed without change of free
energy, as in assumption (iv). This is as far as Turn-
bull and Cohen got in formulating their version of
the free-volume model; they were unable to proceed
to a thermodynamic calculation.

As stated above, f (u) has two contributions fo(u)
and fi (u), the latter of which depends sensitively on
the nature of the cell's immediate environment. This
dependence is not so crucial for smaller expansions,
e & v„ in the quadratic range, but in the linear

range, v & v„ it must be taken into account. We
therefore, decompose ( into two corresponding parts

(0 and fi, leave go as a constant, and introduce the
environment dependence into fi. The system clearly
becomes more rigid as the volume decreases; fi is

maximal when the system is entirely solidlike. We
can characterize the deviation from solidlike behavior
through the mean free volume within the liquidlike
fraction of the material,

uf = (u —uq) P(u) du l P(u) du

As will emerge in Sec. III, we are primarily interested
in liquidlike cells with a substantial number of liquid-

like neighbors. Accordingly as vf increases, the en-
vironment becomes progressively less rigid and fi de-

creases monotonically. A very simple function of vf
which has that monotonic behavior over a large range
of Gf and approaches a finite limit when Uf 0
(solidlike) is

kTi4=
Ug +Uf

where v, and Ti are constants of the dimension of
volume and temperature, respectively. This form for

$1 will have important implications for the final forms
of the average free volume vf and viscosity q. We
show below that this term is not an entropic contribu-

III. PERCOLATION THEORY AND THE
COMMUNAL ENTROPY

The essence of the free-volume theory of Sec. II is

that the only change in free energy associated with a

redistribution of free volume is in the entropy of the

probability distribution of the free volume. This ar-

ises from the decomposition of the free energy into a

sum of terms depending only on the volume of a sin-

gle cell, the local free energy f(u;), and from the
linearity of f (u, ) in u;. Of the two, the former is the

more serious approximation. Consider two liquidlike

cells which are not nearest neighbors and are indivi-

dually surrounded by solidlike cells. From the con-
struction of the Voronoi polyhedra defining the cell

volume, it is clear that the cell volumes are not all in-

dependent variables. It is not possible to change the
volume of an isolated liquidlike cell without also

changing the volumes of the neighboring solidlike

cells. Thus, a change in the local free energy of an

isolated liquidlike cell which is linear entails quadratic

changes in those of the neighboring solidlike cells.
An exchange of free volume between isolated liquid-

like cells therefore entails a change in the sum of the
local free energies of all of the cells and will be an ac-

tivated process. A free exchange of free volume can

take place only between liquidlike cells which are
nearest neighbors and which have a sufficiently large
number of other liquidlike nearest-neighbor cells ~z
that the volumes of any neighboring solidlike cells
are not constrained to change simultaneously. This
defines a type of percolation problem. " '

The fraction of liquidlike cells is

p =„P(u) du (10)

tion to the free energy but must come from effects of
environment on the free energy of each cell. We ar-

rive therefore at

f + kTi
(9)

Ug + l/f

for ( in Eq. (5).
The entire cage picture on which thc free-volume

model and the mobility theory are based is valid only

for a sufficiently dense material. As the material ex-

pands, the time scale over which the cage structure
persists becomes comparable to the time scale of mo-

tion within the cages, and the picture loses its mean-

ing. We emphasize that it should be used primarily

for discussion of supercooled liquids where the Doo-
little equation holds, of the glass transition, and of
certain aspects of the glassy state. Our model ex-
cludes the possibility of a channel to crystallization.
Since most glasses are stable for periods greater than

years, this does not pose a problem.
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When p is nonzero, there are clusters of liquidlike
cells each one of which has at least z liquidlike neigh-
bors. It is well known that in such situations there is
a critical concentration p, above which there exists an
infinite cluster. Thus, for p & p, there is an infinite,
connected liquidlike cluster, and we can consider the
material within it to be liquid. For p (p„only finite
liquidlike clusters exist, which might imply a glass
phase because the fluidity would be reduced. How-

ever, percolation theory tells us that just above p, the .

infinite cluster is very stringy or ramified so that
bulk glass properties are not fully developed.

We have defined a liquidlike cell to be in a cluster
if it has at least z neighbors which are also liquidlike.
Within such a liquidlike cluster cells can exchange
their free volume freely without restriction by neigh-
boring solidlike cells. The usual percolation problem
has z =1 so that all isolated liquidlike cells would be
clusters of size one. Thus, we have introduced a new
percolation problem, one to our knowledge not previ-
ously discussed in the literature. We do know that
a system with z =2 has the same value of p, and is
essentially the same as the z = 1 case, with only a few
dangling cells excluded from the clusters. For z & 2,
the percolation threshold p becomes z dependent.
The various critical exponents associated with the
percolation problem are z dependent as well, and we
have no knowledge of their values. The general
structure of the theory must remain unchanged, and
it is only this which we use in the following. The
value of z appropriate to this free-volume theory is

uncertain; a reasonable estimate is z =
2 n, where n

is the average number of nearest neighbors.
At this point one is tempted to anticipate the

results of the quantitative analysis and suppose that
the liquid phase has p & p, the glass phase has

p (p, and p =p at the glass-transition tempera-
ture. If so, the transition would be second order be-
cause the infinite cluster is formed sharply. "' Cal-
culations based on the model show that it can be
second order in some circumstances, but in most cir-
cumstances it is first order with a range of values of p
around p, included. Elimination of the simplifica-
tions we have introduced wipes out the second-order
phase transition, but the first-order phase transition
persists in the circumstances we believe hold experi-
mentally, as we shall discuss after presenting the cal-
culations.

We note also that atomic mobility occurs within
finite liquidlike clusters which exist below the transi-
tion. Thus, the fluidity of the system would in prin-
ciple persist below T~ as is observed.

Let us now proceed via the relevant quantitative
features of percolation theory to a theory of the com-
munal entropy.

In the usual percolation problem with z =1, if one
counts all isolated liquidlike cells as clusters of size
one, then all pN liquidlike cells are in clusters. That

is no longer true when z & l. Only a fraction a, (p)
of the pN liquidlike cells are now in the cluster
[a i(p) —= 1]. The cluster distribution C„,(p),
v = 1, 2, ;, is normalized so that

i

1 —P(p) p &p
+vC ( )='

$(v; —v) &v, v;&v, . (12)

The average free volume within a liquidlike cluster is

vr, given by Eq. (7). Thus, for diffusive motion to
take place within a given cluster, its size v must be at
least v /vf,

v v~= v /vf (13)

We have called all clusters liquidlike. However, a
cluster for which Eq. (13) holds is liquid, rather than
liquidlike, in the sense that each atom or molecule
within it moves in time through the entire cluster.
That is, each molecule finds accessible the configura-
tion space of every other molecule in the cluster. We
now suppose that exchange of free volume between
solidlike and liquidlike cells is sufficiently slow com-
pared to exchange between liquidlike cells that it can
be ignored in the computation of equilibrium prop-
erties. We return to this point later.

We can now write down the communal entropy.
Let 6, be the average configuration volume of a
liquidlike cell:

v, =p ' „v,(v)P(v) dv""c
whe're

s(v) =— =k lnv, (v)af(.)
() T

(14a)

(14b)

The communal entropy is that entropy associated ~ith the
accessibility of all of the configurational volume within

the finite liquid clusters and within the infinite cluster

where P, (p) is the percolation probability, the proba-
bility of being in the infinite cluster
(P, (p) =O,p (p„). Thus, the number of cells in fin-
ite clusters is Npa, (p) X„C„,(p), that in the infinite
cluster is Npa, (p)P, (p), and the total in clusters is

Npa, (p).
According to Turnbull and Cohen, atoms can

diffuse when a fluctuation in cellular volume of
atomic size v or greater occurs. This arises from
redistribution of the free volume (free exchange of
free volume) only within a given cluster in the
present picture; otherwise an activation free energy is
required. The total free volume within a cluster of
size v must therefore be greater than v for diffusion
to occur,
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~hen present. That is,
r OO

S, =Nkpa, (p) X vC„,(p) ln[(v —1)u,]

+P, (p) ln[Npa, (p) P, (p) u,], (15)

S, =Nkpa, (p) A, (p) lnu, + X vC„,(p) ln(v —1)
I'~V

r

+P, (p) ln[Npa, (p) P, (p)]

where

"m

A, (p) = I —X v C„,(p) . (17)

We have thus expressed S, in terms of p, 6„v,
a, (p), C„,(p), and P, (p). The first two of these
quantities depend only on P(u); and in Sec. IV we
develop a method of determining P(u). a, (p) and
P, (p) depend on C„,(p). Because C„,(p) enters the
free energy through S„Eq. (15), it should be deter-
mined by minimization of the free energy. As we
shall see below, the results are the same as those of a
percolation problem somewhat different from the en-
vironmental percolation problem described above.
The essential point is that clusters with v ~ v are
favored because they contribute to the communal en-
tropy, while the formal structure of the problem
remains that of.a percolation problem. Here we sum-
marize important results from percolation theory
which we expect to carry over to the new' percolation
problem.

We first ignore the effects of the communal entro-

py on the character of the percolation problem. For
p&p and [p —p (« I,

(18)

Numerical results are not available for the z-

environment percolation problem we introduced
above, the problem not having been discussed, but
we expect a larger value of p for z & 2 and a slower

where Np is the total number of liquidlike cells,
Npa, (p) is the number of liquidlike cells in clusters,
and k is the Boltzmann constant. The first term in
Eq. (15) arises from finite clusters and the second
from the infinite cluster. Note the extra W in% in Eq.
(15) arising from our classical treatment. It could be
eliminated by treating the molecules as indistinguish-.

able; it is very. convenient, however, to keep it and
simply regard the N lnN correction as understood.
Using Eq. (11) we can bring Eq. (15) into a more
convenient form,

0.15 ~p„~0.45, 0.4 ~ I8, ~0.7 . (19)

Qualitatively speaking, as p increases towards p,
the mean cluster size grows, i.e., the scale of the v's

is important in Eq. (16), until at p an infinite cluster
emerges. Above p, the percolation probability in-
creases. Thus, S, shows a monotonic increase with p
with maximum and possibly divergent slope as
p-p +0

We can go no further towards the explicit evalua-
tion of S, without introducing more information
about C„,(p). The latter can be obtained in a mean-
fieM approximation simply by maximizing the com-
munal entropy with P(u) and therefore p fixed, as
C„,(p) does not enter elsewhere. The procedure
developed by Fisher in his study of the droplet
model can. be folio~ed with only slight modification.
The entropy now contains an additional lnv contribu-
tion for v & v . The result in mean-field theory, '

dropping the subscript z for convenience, for v & v

growth of the infinite cluster, i.e., a larger value of
P„ for z )1. Below p„, we expect the sum in Eq.
(16) also to scale with the power P, .s' In the absence
of theoretical results, we turn to some experiments
on magnetic alloys for useful information. There are
several systems, e.g. , NiCu, in which a magnetic atom
(Ni) must have a minimum number of like neighbors
before it can have a magnetic moment. s' ' For
NiCu, n =12 and z =8. The percolation threshold
appears at p, 8 =0.44 and our estimates give
0.5 & Ps & 0.7 for Ps (note p, ~

=0.19 and re~ =0.39).
These estimates were made by analyzing the p depen-
dence of the low-temperature magnetization above
but near p, s. They are necessarily very crude because
of the limited accuracy of the data, contributions to
the magnetization from finite clusters (super-
paramagnetism plus weak ferromagnetic coupling of
the finite clusters), and a probable dependence of the
Ni moment on the number of Ni neighbors above
the critical value of z =8. A more refined description
must await further investigation, e.g. , by Monte Car-
lo techniques. The essential point is that there exists
a well defined p and a characteristic exponent P,
whose values we do not yet know.

We now consider the effects of the communal en-
tropy on the features of the percolation problem.
Clusters of sizes less than v tend to be suppressed.
a, (p) and A, (p) move towards unity. The problem
moves away from environmental percolation based
on an uncorrelated distribution of cells towards the
continuum percolation problem studied by Scher and
Zallen, and Webman, Jortner, and Cohen. ' For the
latter p, =0.15 and P =0.39. These together with the
considerations of the last paragraph give us very
rough bounds on the values of p, and P appropriate
to the present percolation problem
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and p &p, is

C„(p) =qpv 'exp(av )

~ =p-'S-' = (y+ p)-', r =2+ S-' .

(20a)

(20b)

(20c)

S,
Nk lnNv,

The quantities qo and q~ are positive quantities which

may depend analytically on p and which depend on
the specific percolation problem. For v & v, v in

Eq. (20a) is replaced by 7 ) r Th. is occurs because
only clusters with v & v contribute to the communal
entropy and are therefore favored. These results
differ from those of a typical percolation problem-

only through the discontinuity at v = v . They can
be generalized beyond the mean-field approximation
for v & v toso

C„(p) =qpv 'g(av ), (21)

~here g is a universal function of its argument,
depending only on dimension and z. A simple form
of g(x) is sketched in Fig. 3.

We can now evaluate S, near p, . Inserting Eq.
(21) into Eq. (16) and replacing the sum over v by
an integral leads for p near p, and P ( I to

S, = Nkpa, (p) [A, (p) Inv, +BP Ip —p, I«

+&lp p. l«u(p —p—.)
x ln[Npa, (p) 8 l p —p, l«] +S,'] (22)

for the communal entropy, where u(x) is the unit
step function, S,' stands for analytic contributions to
S, and

&F =(P~)'qpqi dxx ' «[g(+x) —g(0)]in
al 0

, lal

(23)

the (+) corresponding to p (p, and (—) to p )p, .
We know that as p 0, S, 0 while as p j. ,

S,~ Nk In(¹,). From Eq. (22), S, is a monotonic

&cs

FIG. 4. Sketch of the communal entropy S, as a function
of the fraction of liquidlike cells, p.

function of p and is sketched in Fig. 4. The slope of
S„

Sc —&+lp -p. l'
8p»-»,

(24)

diverges as p p, for P (1. The behavior of the
slope of S, and, therefore, the value of P turns out to
be critical in determining the order of the phase tran-
sition at T», as discussed in Sec. V.

We wish to hold open the possibility that P equal
or exceed unity. Such a situation may occur in more
complex glasses, e.g. , polymer glasses. In such sys-
tems, the moving units are molecular segments con-
strained by their connections to the rest of the
molecule. Such constraints imposed by the complexi-
ty of the material increase z and otherwise decrease
the growth rate of the clusters with increasing p, in-
creasing the value of P. In that case, the sum over v

can be approximated by an integral as above,

X v[C.(p) —C.(p.)]
V~V

taao

=qpa«dxx ' «[g(+x) —g(0)]
IN

(25)

(xj

but now the leading correction is analytic and scales
with the first power of e. The leading nonanalytic
correction scales as ~I'. Using these results in Eq.
(16), we find that the leading corrections to S, for p
near p, scale with the powers lp —p, l and lp —p, l«.

The slope of S, at p, arises from the analytic depen-
dence on p and

8S,
8p»-»,

(26)

FIG. 3. Sketch of one possible form for the cluster distri-

bution function g(x).

where Ao is a constant. Thus the slope of S, is con-
stant as p p, for P ~1. We show below how this
dependence of the slope of S, is critical to the deter-
mination of the order of the transition.
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IV. STATISTICAL MECHANICS

Now that we have an expression for the communal
entropy, we can derive the probability distribution
P(U). We start from the configurational free energy
F given by

e as D [N]e-petri (27)

Here D[N] is the volume element in the N-particle
configuration space, and U[N] is the sum of the pair-
wise interaction potentials among the N molecules.
We deal with the case of spherical molecules for sim-
plicity; the results are general. We must convert Eq.
(27} into an integral over a set of N independent
dynamical variables which have a monotomic rela-
tionship to the cell volume variable v we have used
thus far. Consider the configurations [N —i] of the
N —1 molecules other than the i th which contribute
significantly to Eq. (27). These produce an interac-
tion potential with the i th molecule,

'U[r;(N —i] = y' V(~ r; —rJ ~)

f
(28}

r; =„d'x u(V[x (N —i]) (29)

where u =1 for U (0, i.e., for x inside the contour
9=0 and zero otherwise; v; is the volume inside this
contour.

We now transform Eq. (27) into an integral over
the v's

e ~s= D[r) e J'F"' (30a)

where

e aFl'l
=&~~ D[N] g 8 g,. —Jt d3x

l

(30b)

There is a monotonic relationship between ~;, the
volume accessible to the center of the molecule
within its cell, and v; the volume of the cell. We can
thus transform Eq. (30) into an integral over the U;,

where V(~ r; —rJ ~) is the pairwise interaction, which .

for the densities we are dealing with has closed con-
tours (defining a cell for the i th molecule) up to
values of '0 so large that they are unimportant in Eq.
(27), a consequence of the steepness of the repulsive
part of V. For fixed [N —i], the volume r; accessible
to the center of the i th molecule is the volume in-

side the contour of constant U[r;~N —i] correspond-
ing to the largest value of U of significant probability,
'O'. Fortunately, we do not need to know 'U' because
of the steepness of the repulsive part V; using the
contour z[r, ~N —I'1=0 gives us adequate accuracy.
We therefore define, formally,

exponentiating the Jacobian and absorbing it into the
free energy F[U],

D[U] e ~ l"l (31)

The results embodied in Eqs. (30) and (31) are ob-
viously too formal to be directly useful, so we as-
sume further that the probability P[u] = ff, P(U;).
We can therefore take for F[U] the simple cell model
form (4), which depends only on the probability dis-
tribution P(U). Thus Eq. (31) can be converted into
a functional integral over P(U), and F is replaced by
F[P], a Landau-Ginzburg free-energy functional

e ~s= D[P] e a (32)

Ug = Ug (Ug) + Ug (Ug) UJ (33)

We note that f(u) in Eq. (4) is regarded as in-

dependent of P(u) and yet that in Eqs. (5) and (9)
f (U) has in it an implicit dependence on P(U)
through the presence of vf. The most convenient
way to resolve this inconsistency is to treat f(u) as
though it were a self-consistent field, itself the result
of a first functional derivative of the total local free
energy with respect to P(U), and not differentiate it
further in the variation of F[P). Otherwise we

The transformation from [N] to [7] has not been
shown to exist. One requirement for its existence is
that r; be finite for any configuration [N —i l of sig-
nificant probability. Assign each molecule j & i a di-
ameter equal to the separation at which V(~ r; —rj~)
goes through zero. Define-a continuous percolation
problem with p' the fraction of the space outside the
molecules. As long as p' is below a percolation thres-
hold p, ', all the r; will be finite. We can expect p,

' to
be substantially larger than the value for the purely
random case, 0.15, because large voids are
suppressed by the large free energy they require and
because the minimum dimension of a continuous
void must exceed a molecular diameter. For hard
spheres, the density of melting is

3
of the density of

the ideally close-packed crystal. ' The density for
dense random packing (the glass form) is 15'/o larger
than that of the crystal. Thus the thermal expansion
on melting is about 18'/0, close to the random perco-
lation threshold and presumably much less than p, '.
We expect therefore that the 7; are finite and that the
transformation [N] [r] exists.

To find P(u), we do a mean-field calculation. We
choose F[P) to be of the form given by Eq. (4), in-
sert f(U) from Eqs. (5) and (9), and S, from Eq.
(16). We require that 5F [P]/5P =0, with the con-

straint P(u)du =1. P(U) enters both explicitlyJp
in F[P], cf. Eq. (4), and implicitly through the pres-
ence of U„v, and p in S„cf.Eqs. (14), (17), and
(13), and (10). A convenient simplification of Eq.
(14) is
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should have to deal more explicitly with a complex
nonlinear function of P(u) with no direct physical in-

terpretation, in order to avoid multiple counting.
Moreover, the introduction of uf into f(u) forces it
into the role of a self-consistent field.

We now write the communal entropy in the form

S, = Nkg (p, v~, ug) (34)
Its variation is, from Eqs. (33), (7), (13), and (10),

presence of R& in I', Eq. (38), and R2 in Q, Eq. (40).
We must therefore, solve Eq. (39) before we can cal-
culate the heat capacity or thermal expansion and
characterize the glass transition. We do so in Sec. V.

V. p AND THE ORDER OF THE TRANSITION

A. General considerations

5S, =Nk
g [R)(u —u, ) —R2]

p

x u (u —u, )SP (u) d u,
—

Vgg $$, Q $+ Vs'
P Vf ~&m BVs

2

R, =a, (p) C„(p) ln(v —1) +A, (p)
, lff

Q$81' p

Bp

(35b)

I
&s

&s,

(35c)

(35d)

The self-consistency condition (39) is the key to
the glass transition. To make its content and mean-
ing clearer, we derive it by an alternative procedure.
Instead of considering all possible variations of P(u)
which leave it normalized, we consider only those
which leave p invariant. Variation of F[P] subject to
these two constraints leads again to Eq. (36) for P(u)
but with p unspecified, i.e., without Eq. (39). Inser-
tion of P(u) in the form (36) back into Eq. (4) gives

F[P] =N[f, +-,'p~(u, -u, )']

+ NkT ((I —p) ln[(1 —p)/ural

-( —,)/
P(u) =puf e ' f, u) u, , (36b)

"c -x(o—o ) 2/2kTv= e dvg gp r

-1
uf = I' = f/kT —R )

p = uy(uf + u&Q)

=(I+u I'Q) '

y /kT
Q = e '; p,, = —, ~(u, —uo) + kTR2 .

(38)

(39)

(40)

Our result for v & v, is essentially identical to that
derived earlier by Cohen and Turnbull6 for the most
probable distribution of free. volume x,
P(x) = y/uy exp( —yx/uf), where uf is the free
volume averaged over all cells, vf =p6f, and y is a
numerical factor between

2
and 1 introduced to

correct for overlap of the volume between neighbor-
ing cells. Comparing the exponent
yx/uf = (y/p) (x/u~) with the exponent in Eq. (36b),
(u —u, )/uy, we see that the two distributions are
identical if x is taken as (u —u, ) and y is taken as p,
which ~ould be close to —, in the temperature region

considered in Ref. 7.
Equation (39) is a self-consistency condition for p

since its right-hand side contains p through the

where Eq. (35c) is obtained from Eqs. (35b) and
(16). Inserting this into the variation of F[P] gives
us the desired expression for P(u),

-1 -x(v-op) /2kr2

P(u) = (I —p)ug'e ', u ( u, , (36a)

+p In(p/ug) +pR tuf —g]

= s(p) +Nf, ,

for the free energy as a function of p. In Eq. (41),
NkT(1 —p)—lnug is the part of the free energy F(p)

associated with the solidlike cells,

Np [ 2
K(u uo) + kTR iud kT lnuy]

that associated with the liquidlike cells,

Nk[(1 —p) ln(l —p) +p lnp]

the entropy of mixing of solidlike and liquidlike cells,
and %kg the communal entropy.

The values of p which make F[P] in Eq. (36) sta-
tionary are obtained by differentiating Eq. (41) with
respect to p and setting the result equal to zero. Car-
rying out the differentiation and simplifying the
result by using the stationarity of F [P] with respect
to P(u) at constant p gives Eq. (39) as the condition
of stationarity of the free energy with respect to p.
We now study its solution for the cases p ( 1 and

p »)I
B. P&1

Returning then to Eq. (39), we see that it has the
form p =h(p) =(I +Qur T) '. ug is independent of
p. I is a smoothly decreasing function of p. 81 and
9f are essentially independent of p as shown below,
but R2 is nonmonotonic, going to —~ at p, because
of the divergence to +~ of 8g/ip for p ( 1. Thus,
p,, goes to —~ at p„Q to zero, h(p) to unity. Equa-
tion (39) therefore, does not possess a solution for p
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in the vicinity of p„and p cannot increase continu-
ously through p, with increasing temperature. The

.graphical solution of Eq. (39) is sketched in Fig. 5 for
several temperatures. There is a bifurcation from
one solution p~ & p, at high temperatures to three
solutions p~ )p„p2 (p„p3 & p, at low tempera-
tures.

Recall that these p& are stationary points for the
free energy P(p). We therefore pass from a single
minimum in &(p) at high temperatures with p & p„
corresponding to the liquid, to three extrema in F(p)
at lower temperatures. Fig. 6 shows a sketch of these
features of 0:(p), There are two minima at p~ & p,
and p3 & p, separated by a maximum at p2 at lower
temperatures. At some temperature T»,
&(p~) = s'(p3), and there is a first-order phase transi-
tion. Below T~, $(pt) & &(p3), and the minimum-
free-energy state has p =p3 & p, corresponding to a
solid, the glass. Above T~, r(p&) & F(p3), and the
minimum-free-energy state has p =p~ & p„
corresponding to the liquid. At a temperature.
T3 Q Tp curves b in Figs. 5 and 6, the minimum at

p3 disappears, and the glassy state is no longer locally
stable. The minimum at p~ persists down to T =0,
so that there is no critical endpoint for the liquid
state. This results only because (Bg/Bp)~ = ~. The

expected dependence of p on T in the vicinity of T» is
shown in Fig. 7. The persistence of the minimum at
p~ down below Tp can give rise to hysteresis and re-
laxation effects associated with cooling, and the per-
sistence of the minimum at p3 up to T3 can give rise
to similar effects on heating. These are not the re-

&(pj

FIG. 6. Sketches of the free energy 5 (p) as a function of
the liquidlike cell fraction p. Curves a, b, and c correspond
to those so labeled in Fig. 5. The positions of the solutions
of Fig. 5 are indicated by dots. Crosses emphasize the infin-
ite negative slope of Sat p„ the percolation threshold.

laxation effects commonly observed at Tg ~ T» which
are associated with nonequilibrium liquid states.

The first order transition is a direct result of the
divergence of Bg/Bp as p p, for P & 1. The latter
is caused by the rigid and arbitrary manner in which
the cells were divided into liquidlike and solidlike
cells. In Sec. VII, we discuss the consequences of el-
iminating this unphysical feature of the model.

hI j

FIG. 5. Graphical solution of Eq, (39). Solid (a), dotted
(b), and dashed (c) curves correspond to h(p) (see text)
for P ( 1 at three different and increasing temperatures.
The circles give the values of p which satisfy Eq. (39). Case
(a) has three solutions, and case (c) has one. Case (b)
corresponds to the bifurcation point between (a) and (c).

FIG. 7. Sketch of the probability of liquidlike cells p vs T
near Tp for P (1.



1090 MORREL H. COHEN AND 6. S. GREST 20

C. p~1

For p «1, 8&/Bp is finite at p„ though nonanalyt-
ic, and therefore R2 is always finite. The order of
the transition now depends critically on the value of
(8&/Bp)~ . For (Bg/Bp)~ large, the function h (p) is

similar to that found for P ( 1. That is, It (p, ) ap-
proaches 1 and there are three solutions for p for
some range of temperatures. In our search of the
parameter space, as discussed below, this occurred
most of the time. For smaller values of (9g/Bp)~

C

coupled with a slow variation in 8$/Bp vs p, /t (p)
will vary more slowly as a function of p and can give
rise to only one solution p for each T which satisfies
Eq. (39). Nevertheless, g changes its functional
dependence on p at p„and there is a phase transi-
tion. Since p is a continuous function-of T, the tran-
sition is second order, with T~ corresponding to
p =p, . Thus the transition for P « I may be either
first or second order depending on the value of
(Bg/Bp)~ and the magnitude of the variation in

C

8$/Bp vs p. We find, as discussed in Sec. VII, that
the former is most often the case. This situation
with P «1 may correspond to the complex organic
and polymeric glasses where the infinite cluster has
difficulty developing because of the additional con-
straints. P, therefore, increases and may become
«1. Even if P remained less than unity in the com-
plex glasses, the interplay between the configuration-
al entropy (present in them but not in the simple
glasses) and the communal entropy could lead to a
variation in the total entropy with p characterized by
an exponent P near p„with P =P+x ) 1. Thus, x
describes the retardation in the growth of the confi-
gurational entropy imposed by the constraints on the
free volume. If either p or P «1, our thermodynam-
ic results for some values of the parameters may be
compared to those of Gibbs and Di Marzio for poly-
mers, who predict the glass transition is a second-ord-
er phase transition in the limit of slow cooling.

VI. FREE VOLUME AND VISCOSITY

In Sec. V, we found that p is usually a discontinu-
ous function of T. Here, we show that both the free
volume vf and the viscosity q are only weakly depen-
dent on p and therefore do not reflect strongly the
existence of the transition.

The free volume vf is given by the self-consistency
condition, Eq. (38). The contribution to R~ from
88/Bv can be neglected since from Eqs. (20a) and
(20c) we note that the function C„(p), the number

of clusters of size v, is exponentially small com-
pared to the total number of clusters present. We
have after combining Eqs. (9), (35c), and (38), a

simple equation for Gf,

Pf a(p)&, (p) govt T,vf

Uf + Ug(Vg)/Vg (V~) kT T(vf + U )

Here A, (p) measures the number of clusters which
are larger than some minimum value v and a, (p)
measures the number of liquidlike cells which belong
to liquid clusters. As we found in Sec. III, clusters of
size v ( v are less favored since they do not contri-
bute to S,. We expect the number of these clusters
to be reduced compared to an ordinary percolation
problem and therefore a, (p) and A, (p) to be close to
unity for p and p, and nearly independent of p. In
the extreme limit that no clusters of size v ( v are
allowed, a, (p) and A, (p) would be identically equal
to one. Thus Eq. (42) gives a cubic equation for uf
which depends on T and only very weakly on the prob-
ability p. Neglecting this dependence on p by setting
a, (p) and A, (p) = I, we see uf is a smooth function
of T near Tg. The contribution on the left-hand side
of Eq. (42) arises from the communal entropy and
would be absent if we hqd neglected the communal
entropy in our derivation of the free energy. The
first two terms on the right-hand side follow from
our choice of g, Eq. (9). The second term, which
depends on fq is similar to the entropic contribution
Ri, except for the temperature dependence. The
latter is important at low temperature where one can
neglect the contribution on the left-hand side. This
important difference in the temperature coefficients
arises because S, only enters the free energy as TS,.
Thus the dependence of $~ on uf, Eq. (8), cannot be
an entropic effect, since it has both the wrong T
dependence and sign. For higher temperatures, Ri~f
is constant and including it in Eq. (43) does not ef-
fect the general form of vf. Thus including R~ in the
expression for 6f will make only a quantitative, not
qualitative modification at high T and no change at
low T, and we can absorb its effect in the remaining
three parameters. This helps to reduce the prolifera-
tion of free parameters and gives a simple result for
the free volume which is valid at all temperatures,

(T To+ [(T— )T'o+—4 (vTO/k]' 'jf

(43)

where kTO = kT~ + v, $0. This result is noteworthy
since vf vanishes only as T 0. This limiting
behavior is independent of the exact form of Rq or (
and follows from Eq. (38) since R~ is finite as T 0.
Because of the explicit free-volume dependence in (,
Eq. (9), v~ has its characteristic dependence ~ T —To
at high temperatures.

The original work on the free-volume model by
Cohen and Turnbull ' showed that the fluidity
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obeyed the Doolittle equation (1). We show that the
percolation ideas developed in this paper give rise to
the same equation for the fluidity.

Let D„be the diffusion coefficient for a particle
moving in a cluster of size v. The total diffusion
coefficient D is then given by

D = X D„uC„(p) (44)

From Ref. 8, we have that
fa oo

D„=-, u P„(u)f(u)a(u) dv, (4S)

D =Dopa, (p)A, (p)e (46)

where we have added the contribution from the in-
finite cluster for p )p, and Do is a constant. We
have included in D only the contributions from the
liquid clusters. This can be rewritten in the form

-v /om f

when v /vf « u, the average cluster size; then

(47)

X vC„(p) «1
v 1

where u is the average gas kinetic velocity, f(u) is a
correlation factor which may be associated with the
magnitude of each displacement within the cluster
and a (v) is some function which depends on the im-
mediate neighborhood of the moving particles and in-
corporates cooperative effects. f(u) must go from 0
to v =0 to 1 at v = ~. The basic assumption is that
f (v) is a step function such that it is zero for u & v'
and unity for v & v'. Here v"=v, +v —bvf,
where b is a constant. v'is the minimum size of the
cell necessary to accomodate two atoms. The correc-
tion b vf in v' is present because the second atom
does not have to fit entirely into the cell but can use
some of the free volume of the neighboring cells. In
Ref. 8, a (u) was chosen to be proportional to v.-r(.—,)
Then since P„(u) =pI'e ' we have

and one obtains the Doolittle equation. This is valid
for p near and greater than p, . For p (&p„ this ex-
pression is no longer valid because a, (p) and espe-
cialiy A, (p) & 1. However, this probably occurs at
lower temperatures in the region which is not experi-
mentally accessible. Since D depends on p, we may
expect a discontinuity at T~. This is not seen experi-
mentally because the material goes out of equilibrium
at Tg and Tp ( Tg ~ The value of the viscosity at Tg is
usually between 10 —10" poise. Thus a value of T~

only 20—30' below Tg would usually give a value of
q too large to measure, even if an equilibrium meas-
urement could be made. In any event, the jump in q
would be difficult to detect.

In fitting the experimental data for q by the Doo-
little equation, vf is successfully approximated as
~ T —To~ for the high-temperature, low-viscosity re-
gime, and as ~ T TpL for the low-temperature re-
gime, where TOL may vanish. A viscosity in the
range 10 10 poise is typical of the crossover re-
gion separating these two regimes. Our theory gives
a formula for vy, Eq. (43), which is more general and
which we expect to fit in both regimes. We have fit-
ted the viscosity of several organic glasses, B203 and
KNO3-Ca(NO3)2 for which data are available over a
large range to

Iog„q =a +2a/(T T, + [(T——'T,)'+4u. g, T]' '),
(48)

where 8 = u (Olog~oe. The fit was excellent for all
available data and the parameters of best fit are
shown in Table II. The goodness of fit parameter

x2 = (log~op ' —logtovf"')2/(N —4)

where N is the number of data points, was typically
between 0.001 and 0.007 for the glasses considered.
The error in the fit is comparable to the experimental
error. For all the glasses in Table II q was measured
over at least 12 orders of magnitude. We find from
the fits that To & T„ for each of these glasses. In-
cluded in the fit were two glasses, 0-terphenyl and

TABLE II. Parameters used in the fit for the viscosity q, Eq. (48).

Glass Former 2a (o K) 4~.g, ( K) To( K)

tri-a-naphthylbenzene'.
0-terphenylb
phenyl-0-cresol'
salol~

0.60KNO3-0. 40Ca(NO3) 2'

—2.44
—2.65
—1.11
—0.52

0.63
—1.79

345.3
253.0
92.4
25.3

1825.4
362.0

10,6
6.4
2.9
0.94

72.6
6.4

401.8
27&.7
252.8
264.6
609.5
365.4

Reference 39.
References 40 and 41.

Reference 40.
~Reference 46.

Reference 27.
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Tp(P) '= Tp + u P (49)

High-temperature viscosity measurements" at elevat-
ed pressure for 0.62 KNO3-0. 38 Ca(NO3)2 were fitted
to the usual three-parameter Doolittle equation with

tri-o. -naphthylbenzene for which TOI. 4 0, while the
other four showed Arrhenius behavior at low tem-
perature, TOI. 0. The fit for tri-o, -naphthylbenzene
is shown in Fig. 8. The best fit to the Doolittle
equation with Gf ~ T —TDH, TOH =342 K is shown by
the dashed curve. We also tried fits ~here the preex-
ponential A was temperature dependent, since

q —T' 'D '. However this dependence is so weak
compared to the exponential dependence on v /vf
that the fits are comparable to those with A constant.

The generalization of these results to include the
effects of the pressure P is straightforward. The free
energy f (u) then contains an additional term Pv.
The effect of the term on P(v), u )v„ is simply to
change (p (p+P. Thus the free volume has the
same form as in Eq. (43) with Q (p+P. The
characteristic temperature To then has the form

a To which had a linear dependence on pressure as in
Eq. (49). The fit gave a value of u, =1.1 A3. Unfor-
tunately, we know of no high-pressure, low-
temperature studies of q which can be used to check
fully the temperature and pressure dependence of
Eqs. (43) and (47).

From Table II and Eq. (48), we obtain the value of
260.5 for u /u, in 0.60 KNO3-0. 40 Ca(NO3)2. The
two compositions, 0.62-0.38 and 0.60-0.40, are close
enough for the difference to be ignored. These
values of v /u, and w, lead to a value of v of 237
A . This corresponds to a radius r of 3.8 A which is

0
to be compared to the ionic radii of 1.33 A for K+,
0.99 A for Ca, and approximately 3.0 A for NO3.
The comparison shows clearly that the diffusive units
are most probably not the individual ionic species but
complexes instead.

Angell and co-workers' have pointed out that
T„=TOH and T, are pearly equal in many materials.
This can be understood in our model as follows. If
6f ~ T —T„, then 6f extrapolates to zero from the
range of observation of q at T„. If vf 0, then
p 0 from Eq. (39), so that the communal entropy
and entropy of mixing also vanish. The only non-
vanishing contribution to S is the entropy of the
solidlike cells which is essentially the same as the en-
tropy of the crystal. This is true since no liquidlike
cells remain when p 0. Thus extrapolating the en-
tropy to the crystal values using C~ data from essen-
tially the same range of temperature as that from
which the extrapolation of q to ~ was made must
yield, according to our theory,

(so)

because p =0 both at T„and at T, and p is a single-
valued function of T.

C)

CO

VII. THERMODYNAMIC PROPERTIES

A. Specific heat

The specific heat can be calculated in the vicinity of
Tp from C~ = TBS/8T, where from Eq. (41),

S = Nk (
—(1 —p) In[(1 —p)/vrj —p In(p/Vf)

—pRtVf+ g) (sl)

The heat capacity is the sum of contributions from
the configuration and communal entropy,

15 20 25 50
10'/T &'K ~&

FIG. 8. Viscosity vs temperature for tri-a-
naphthylbenzene, based on data of Ref. 39. The solid curve
is the best fit to Eqs. (43) and (47), for the parameters
given in Table II. The dashed curve is the best fit (Ref, 39)
with Uf ~ T —To~, Toyg=342 K,

Cconf + Ccomm
p

u, (I -P) 8p e(pR, ) t

QT QT
(s3)
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Ccomm T ~~
Bp 8T

(54)

capacity measurements. For tri-o. -naphthylbenzene
Tg =342'K. %'e also require that

AC~ = C~(liquid) —C~(glass) )0

where we assume p is a smooth function of T away
from T» so that we can use the chain rule. %'e know
little about C~ = 8&/Bp except its scaling form near

p, . From Eq. (15), we know that C, ~ ~p
—p, ~

where o. = I —P. With our earlier estimates of P we

crudely estimate o. to be positive and in the range
0.3 0.6. Note that the usual exponent a for the
percolation problem is negative since the entropy is
related to the configuration probability of being in a
cluster. Here the communal entropy is present and
results in a different expression for o, , dependent
only on p. For the critical contribution to C~, which

is dominant in the vicinity of p„we take
-a;-"-' —.+ "'-'-

»
pc pc

(55)

for p (p, and the same function with primed param-
eters for p & p, . We set D = D' and E = E' because
these contributions arise from analytic terms in S,
which are continuous through p, . We also take
A

' & A, because the presence of the infinite cluster
makes a large additional contribution to S, and there-
fore C» above p, .

In order to complete the calculation of C» we must
know the temperature dependence of vf, v, and most
importantly p. This can only be done by solving the
self-consistency condition p = It (p), Eq. (39), in

more detail. To reduce the number of free pararne-

ters, we use the viscosity data for tri-o. -

naphthylbenzene fitted by the parameters in Table II
for the temperature dependence of vf. The remain-

ing parameters are then vo, v„and ~ to describe

f(v) and p„a, A, A ', D, and E in C~. If we scale aII

volumes by vo taken equal to v that leaves only
v, /vo and K=Kvo aS unknOWnS in f(v). The latter iS

constrained, since we know

(&f(v)/dTl„& Qf (v)/dTli, ,

This reduces the range of parameter space that is al-
lowed. In practice, choosing values for p„n, K and
v, /vo effectively reduces the freedom in choosing the
remaining parameters in C». We have not tried to
span the complete parameter space but show here
typical results for C» vs T. In the example below, we
choose u =0.3. The results are not critically depen-
dent on o. as we have found similar results for both
larger and smaller values of o.. The important effect
of the parameter 0. is on the size of the latent heat at
T». In general, the larger the value of o., the larger
the latent heat.

In Fig. 9, we show the result for the probability
distribution function P(v) vs v for tri-a-
naphthylbenzene for the parameters given in the fig-
ure caption. Note the bimodal distribution of P(v},
which is discontinuous at v = v, . In Fig. 10, we show
a result for C» vs T near T„ for a set of parameters
given in the figure caption. Since T, is unknown for
this system, we have chosen parameters to give
T» =335 . The rise in C» in the equilibrium liquid
phase is characteristic of several of the organic
glasses. " Since the transition is first order, there Is a
latent heat at T», denoted by a 5 function spike.
There may also be other contributions to C» which
we have not included, but they should be smooth
near T».

This result cannot be compared directly to the ex-
perimentally measured C» since that is greatly affect-
ed by kinetic phenomena occuring around T~. These

that is the derivative of the free energy is rising more
rapidly in the solidlike than in the liquidlike regimes.
This gives

K(v, —va) & (p+ T)/(a~+ v, )

where we can take vf equal to its value at T». The
value of v, /vo is taken to be between 1.05 and 1.15.
This leaves only the parameters in C» to be deter-
mined. However, these are constrained by the re-
quirement that there must be three solutions of p in
the vicinity of T~ and 8'(pt) =P(p3) at T~, which
should satisfy the condition T, ~ T» ~ T~. Here Tg is
the temperature at which the system falls out of ther-
modynamic equilibrium for the experimental heat-

FIG. 9. Plot of the ln of the probability distribution func-
tion P(v) vs v for tri-c-naphthylbenzene at T =350 K and
p =0.25. The free-volume parameters from Table II are
used for vf and we have chosen K = KUO =.10 K and

~,/~, =1.1.
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measurements do not give an equilibrium result for
C~, which is what we have calculated.

As a second example, we have calculated the heat
capacity for the metallic glass Aup776ep ~36Slpp94. Us-
ing the viscosity and heat capacity measured by Chen
and Turnbull, '7 we learn that
u~/u =(T —241.3)/540. 6 and Tg =295'K. Results
for C~ vs T are shown in Fig. 11 for parameters given
in the caption. Here we have chosen parameters to
give T~ =280'K, but the results are similar for other
values of T~. Note that the heat capacity decreases
with increasing temperature above T~, as observed
experimentally. As discussed above, it is difficult to
compare our results directly with the measurements,
which are probably not for equilibrium.

For P « I, the temperature dependence of p relates
to the value of (Bg/Bp)~ = D) 0 in Eq. (55—). For

most values of D, the transition is similar to that
found for P (1. That is, Q is very small near p, and
It (p, ) ( 1. This gives three solutions of the equation
p = h(p) for some range of temperatures. The only
differences are a reduction in the latent heat and the
introduction of a critical endpoint for the liquid. The
latter is the temperature below which the liquid state
does not exist. There is a much smaller range of
parameter space for which p is a continuous function
of T through Tg, and a second-order phase transition
occurs at T = T~ when p =p, . This requires values of
D, A, and A

' in Eq. (55) so small that C~ becomes a

very smooth function of T, with no anomalous rise.
The decrease in C~ with decreasing T is then too gra-

T(K)
FIG. 10. Equilibrium heat capacity C~ vs T near T~. The

transition is first order and the latent heat is represented by

a spike at Tp in C~. e have used the free-volume parame-

ters from Table II for tri-u-naphthylbenzene, Tp =401,7'K,
e~gp =397.2'K, and v/~~ =0.00664. The other parame-

ters chosen are 2=10 'K, v, /up=1. l, R& =0, p, =0.2,
0. =0.3, A =1.0, A'=2. 0, D =1.0 and E =0.0, which give

Tp =335'K.

FIG. 11. Equilibrium heat capacity C~ vs Tnear T~ using

the free-volume parameters for the metallic glass

Aup776ep i36Sipp94. Tp =241.3'K, v~fp =590.6'K, and

v~ =0. The latent heat is represented by a spike at Tz. The
other parameters chosen which give T~ =280'K are K =105

K & /&p=11. R&=0 ~ =02 ex=0.3 ~ =07 ~ =20
D =0.5, and E =0.30.

dual to avoid the entropy crisis. We therefore con-
clude that while a second-order transition is possible
in our model, it is very improbable and does not
correspond to the type previously proposed by Gibbs
and Di Marzio. '

B. Thermal expansion

Experimentally, the volume depends on the cooling
and heating rates of the measurement and shows hys-
teresis. Here we calculate the average volume v as a
function of T; it is given by

~= Jt uP(u) dw . (56)

+ (I —p) exp
kT —Klfp

KUg

~(u, —uo)'-exp—
2kT

(57)

Thus, with the exception of p, the parameters in
Eq. (57) for ~ are smooth functions of temperature
and show no anomaly at T~. However, p is a discon-
tinuous function of Tat T~ and, as a result, this
model predicts a jump discontinuity in v at T. The
volume will show a change of slope near T~, as the
contributions from the infinite cluster dominate for
p & p„while the solidlike and finite-size clusters
dominate for p (p, . In Fig. 12 we show the result
for u vs T using the parameters for v~/u„ for tri-a-
naphthylbenzene and those in the caption of Fig. 10.

Above Tg, where the material is in equilibrium, a

Inserting Eqs. (36a) and (36b) into Eq. (56), we have

v p(u, +=up) + (I —p) uo
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FIG. 12. Equilibrium volume v vs T near T~ for tri-o. -

naphthylbenzene. The parameters are the same as in Fig. 10.

VIII. SUMMARY AND CONCLUDING REMARKS

In this paper, we have extended the free-volume
model to encompass the thermodynamic behavior of
dense liquids and glasses in metastable equilibrium.
The model had previously been useful in describing
the behavior of the viscosity q. Until now, it had not
been used to examine the heat capacity and volume,
or to explore the possibility of an equilibrium liquid
to glass phase transition. Experimental results for C~
and ~ show that the system falls out of complete,
metastable equilibrium at the glass transition tem-
perature Tg. Our calculation should be considered as

direct comparison can be made between our theory
and experiment. The observed value of
a=d in'/dT is constant. Our theoretical
values are not constant as o, continues to increase
with T. For tri-e-naphthylbenzene, the observed
value of a is 5.2 X 10 4/'K. This difference is prob-
ably related to our mean-field theory, which neglects
interaction between neighboring cells. These interac-
tions should retard the growth of v in the liquid.
Note that we have left the temperature dependence
of vo and v, out of consideration. These would large-

ly compensate for each other in the liquid domain.
Below T~, the calculated value of o, for the solidlike
domain is far smaller than the value observed below

Tg. As the variation of p with T is largely frozen out
below Tg, and the temperature dependence of 6f
makes a small contribution belo~ T~, the value of n
observed below Tg should in fact correspond to our
calculated value below T~. The discrepancy arises
from our neglect of dup/dT and can yield an estimate
of it. These results indicate that the volume 6 is very
sensitive to the sirnplifications we have introduced in
our model. However, we expect that q and C~ are
not so sensitive and should be more characteristic of
a dense liquid and glass.

a first step in understanding these universal
phenomena, as it describes the underlying metastable
phase, the amorphous phase, towards which the ma-
terial relaxes. Further work is needed to extend our
theory to include the relaxation phenomena.

The free-volume model is based on the four simple
assumptions outlined in Sec. II. Recent molecular
dynamic calculations demonstrate the persistence of a
cellular structure in dense liquids for relatively long
times and justify the basic assumptions of the free-
volume model. With these assumptions as a basis, it
is possible to define the free volume and distinguish
solidlike and liquidlike cells. The local free energy of
a cell, depending only on its volume v, contains two
contributions: the negative of the work to remove a
molecule from the interior of a cage and the work to
expand the cage to the volume v. We have assumed
f(v) to have the simple form shown in Fig. 2. The
slope ( of f (v) in the liquidiike region, u ) v„ is
taken to have the form given by Eq. (9). The second
contribution in f which depends on uf accounts for
the environmental dependence of the free energy on
its neighbors. This term has important implications
for the final form of q, and leads to the high-
temperature form for vf ~ T —To.

The notion that cells are either solidlike or liquid-
like leads directly to the introduction of percolation
theory, which is used to describe the development of
the communal entropy in Sec. III ~ When the fraction
of liquidlike cells p & p„ there is an infinite, connect-
ed liquidlike cluster and the materipl is liquid. For
p (p„only finite liquidlike clusters are present and
a glass phase exists. We find that in our model, the
equilibrium transition from the liquid to glass phase
is first order and a region of p near p, is excluded.
The probability distribution of the cellular volume as
a function of p is obtained as well as a self-
consistency condition for p, Eq. (39). After
parametrizing these equations for two glass formers,
an organic and a metallic glass, we solve for p vs T
and calculate the thermodynamic properties of in-
terest.

The average free volume and viscosity were deter-
mined in Sec. VI. We find that 6f and q are essen-
tially unaffected by the phase transition and also by
the presence of the communal entropy. That is, had
one initially neglected S, there would have been no
phase transition, p would vary continuously with T,
and the results for vf and q would be largely un-
changed. However, results for C~ and u, obtained in
Sec. VII, depend crucially on the presence of the
communal entropy S,.

These thermodynamic results are associated with
an equilibrium phase transition at a temperature
T~ ~ T, =—T„. Values of the viscosity at T, and
therefore T~ are not known, but it is possible that
some are within the liquid range of viscosities, i.e.,
«10" poise. Candidates for the direct observation of
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T~ are those materials for which the annealing times
areqmanageable, i.e., those with the smallest values
of q at T, . There is in fact some evidence'6 for a-Se
that annealing times of &100 hours are sufficient to
reach the equilibrium configuration just below T~.
This holds out the possibility of mapping out the en-
tire equilibrium course of v, or some functions such
as the dielectric constant closely related to it, around

Tp o

There are several important sirnplifications in our
model which should be pointed out. They include
the artificially sharp distinction between liquidiike and
solidlike cells. The local free energy was approximat-
ed by a quadratic and linear region. This led us to al-

low only liquidlike cells to exchange volume. How-

ever, there surely exist activated processes by which
solidlike and liquidlike cells can exchange volume.
%e have ignored all such thermally activated motion
which should be important at low temperatures where
the number and sizes of the liquidlike cells are- re-
duced. There are also time-dependent effects, in
which solidlike cells become liquidlike and vice versa.
%e have assumed that the time scale for this to occur
is substantially longer than that for atomic motion
within a liquid cluster. This effect will also become
important at low temperatures, when the iiquidlike
clusters are small, but should not be important for T
near and above T~, when p & p, . Finally, we have
factored the joint probability distribution of cell
volumes and treated the total free energy in a mean-
field theory We a.ssumed that f (u) and P (v)
depend only on the cellular volume v and neglected
any interaction with neighboring atoms. The only lo-
cal environmental effect we included was in the
dependence of (t on ur, Eq. (8), and this we treated
as a mean-field correction. However, we expect none
of these effects to change the qualitative nature of
the liquid-glass transition we have described. %e ex-
pect that p can still be defined even though the loss
of a sharp distinction between liquidlike and solidlike
cells vitiates use of percolation theory. The
nonanalyticity in 3 is lost, leading to a communal en-
tropy for which (Bg/tip)~ & ~. However, the first-

order phase transition should be preserved, just as it

was for most of the parameter space even when

P «1. We do expect the discontinuity in p and ~ to
be reduced as ~ould be the latent heat. One impor-
tant effect of this smearing will be the appearance of
a critical endpoint for the liquid, a temperature below
which the liquid phase is no longer even metastable.
The second-order transition, which is only a small re-

gion of parameter space for P ~ 1, is now wiped out
completely by the restoration of analyticity. Our
theory thus leads to a first-order phase transition or
no transition at all ~ However, the entropy crisis can

be resolved within our theory only if a transition oc-
curs.

The free-volume theory as developed here has
many features which are similar to the entropy theory
developed by Gibbs and Di Marzio. This entropy
theory was developed to describe polymers. By mix-
ing polymer links with holes on a lattice, they could
determine the entropy of mixing and the configura-
tional entropy. In the free-volume model, we have a
distribution of free volumes in place of the sharply
defined holes and both an entropy of mixing and a
communal entropy. The free-volume model is realis-
tic for monotonic or rigid molecules, while the entro-
py theory reduces to Frenkel's hole theory of liquids,
which is known not to be very accurate because of
the sharpness and permanence of the holes. Howev-
er, when the free-volume model is used for the treat-
ment of flexible molecules, it suffers from the confu-
sion of the internal configurational entropy with the
communal entropy because the internal constraints
are not explicitly included. These constraints can be
encompassed only in an approximate manner by ad-
justing the parameters of the theory to compensate
for this weakness, in particular the value of P. The
complementary weakness of the entropy theory for
monotonic systems is not overcome as easily. The
essential point to remember is that entropy is central
to both theories, In this sense, the two theories are
closely related. Both theories yield what-is essentially
a vacancy model for molecular motion, the free-
volume theory giving the more realistic description by
including the fluctuations of the voids. The free-
volume theory, moreover, admits a description of the
evolution of the communal entropy, perhaps the
most fundamental aspect of the passage from the
solid to the liquid state.
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