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curves is compared with neutron scattering data
as reported in Ref. 12. The splitting in TO and
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TA branches in the [110] direction was not mea-
sured.
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A new formalism is used to describe the interaction of localized nonharmonic impurities
with a field. The impurity is described in terms of anticommuting Fermi operators, thus

permitting the use of diagrammatic techniques.

The formalism is used to study the impurity-

phonon interaction in general, and to study, in particular, the effect of the phonon field on
the impurity’s polarizability. Using linear-response theory and thermodynamic Green’s
functions, the polarizability is obtained. It is found to contain a resonance term and a dipole
relaxation term which is found to be present even when the impurity has no diagonal dipole
matrix elements. The effect of the four-vertex part on the polarizability is to renormalize
the impurity’s dipole matrix elements and make them temperature dependent. The formalism
is particularly suited to the study of highly polarizable impurities such as the proton in hydro-
gen~-bonded ferroelectrics, off-center impurities, and permanent-dipole impurities.

I. INTRODUCTION

The interaction of the phonon field with a localized
nonharmonic impurity having a finite number of
physically relevant quantum-mechanical (QM) levels

and the interaction of these two systems with the
electromagnetic field form an important class of
problems occurring in solid-state physics. It will
prove particularly useful to calculate physical
properties such as the polarizability of the impu-
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rity, thermal conductivity, optical line shapes,
and energy transfer of electromagnetic radiation
into phonons or acoustic energy. (Transfer of en-
ergy from a pulsed microwave field into acoustic
radiation by the off-center lithium impurity in KCl1
has been observed. !)

Of the many systems that fall within the general
category of nonharmonic localized impurities, there
are three types that are particularly suited to the
new representation to be discussed below: (i) the
proton in ferroelectric crystals containing hydrogen
bonds such as potassium dihydrogen phosphate
(KDP) and triglycine sulphate, where the ferroelec-
tric ion (proton) has been described as being in a
double-well potential? (ii) impurities with an in-
duced dipole moment such as the off-center Li in
KCI® and Ag in RbCl% and (iii) permanent-dipole
impurities such as OH" and CN~ in alkali halides.®

A previous formulation® of the nonharmonic im-
purity-phonon coupling problem limited calculations
to finite perturbation theory, due to the noncom-
mutativity of the operators characterizing the im-
purity. The current work involves the use of a
new representation which makes calculations in-
volving the use of diagrammatic techniques and in-
finite-order perturbation feasible. The powerful
Wick’s theorem and the resulting diagrammatic
techniques cannot be used if the problem is phrased
in terms of noncommuting operators.

The new representation was obtained by exploiting
the formal analogy that exists between the impurity-
phonon problem and the Kondo effect. Schematically
the correspondence between the two problems can be
expressed as

Fermi field (conduction electrons)

interaction

oy

= localized spin
levels (finite),

interaction

phonon field = localized-impurity

QM levels (finite) .

In 1965 Abrikosov, 7 in his paper on the Kondo
effect, avoided the problem that the noncommuta-
tivity of the spin operators presented by rewriting
these operators in terms of Fermi operators, i.e.,

§=C{§”Cj, (1.1)

where the ¢’s are Fermi operators and the S’fj are
spin matrices. Since the operators representing
transitions between QM levels of the impurities
present the same problem as the spin operators,
use will be made of Abrikosov’s idea in rewriting
these operators in terms of anticommuting Fermi
operators.

The scope of the present paper will be limited in
several respects in order to make it relatively
short and clear. The formalism will be presented
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in a form that is particularly suited to the off-cen-
ter impurity systems, leaving the generalization
and application of the formalism to other systems
for the future. Only the phonon field will be coupled
to the impurity; the problem of the impurity’s cou-
pling to the electromagnetic field is completely
analogous to the phonon-field problem, as will be
pointed out below. Finally, only the effect of the
phonon field on the dielectric constant will be con-
sidered as a useful application of the formalism.

The remaining part of the text will be divided into
three sections. In Sec. II the system’s Hamiltonian
will be introduced and the formalism for its second
quantization discussed; the impurity-“free” thermo-
dynamic Green’s function will then be developed in
terms of the Fermi operators and its physical sig-
nificance studied. The impurity’s first-order
Green’s function will then be constructed with the
help of a Dyson’s equation, using a diagonal self-
energy term (diagonal in the impurity’s eigenstates).
Section III will be devoted to the impurity’s dynamic
polarizability and its relation to a second-order
Green’s function; the polarizability of a noninter-
acting impurity (in the absence of a phonon field)
will be discussed to illustrate the use of the formal-
ism. Then, turning the interaction on but without
including the four-vertex term (see Fig. 2), the
dynamic polarizability will be calculated and a reso-
nance term will be obtained. Finally, in Sec. IV,
using techniques developed by Eliashberg and
Abrikosov®~? for the conductivity of Fermi liquids
(which are essentially based on the analytic proper-
ties of the second-order Green’s function), the
polarizability of the impurity is obtained, and is
found to contain a dipole relaxation term that was
not present when the calculation was done in the
‘absence of the four-vertex part T'.

II. REPRESENTATION OF IMPURITY QUANTUM—
MECHANICAL LEVELS IN TERMS OF FERMI
OPERATORS

A. Hamiltonian

The Hamiltonian for the impurity-phonon system

can be written as3®
HT=H1+HL+HL17 (2. 1)

where H; is the impurity Hamiltonian, H; is the
lattice Hamiltonian, and H; is the impurity-phonon
term. The impurity Hamiltonian for nonharmonic
impurities is taken to be®®

H==12V%/2m 1+ V(T),
where
VAF) =V (RE 0}, T .

Here, m; is the mass of the impurity, {R(, )} is
the set of equilibrium positions of the host-lattice
ions, and T is the spatial coordinate of the impurity

(2.2)
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measured from its lattice site. V{¥) is nonharmon-
ic by definition, and it is further assumed that the
displacements are of such magnitude that the expan-
sion of this potential in terms of small displace-
ments from equilibrium is not feasible.?® The ex-
plicit form of the impurity-phonon Hamiltonian is

- % WalR0)5)

lyk, @ aRa(l

where u,(, k) are the lattice displacements from
equilibrium (not including the impurity) in the o
direction (¢ =1, 2, 3).

In what follows it will be assumed that eigenvalues
€,, and eigenfunctions In;) of the QM equation

usl, k) +0@?), (2.3)

Hyln;)=¢;|n;), i< (2.4)

are known, or that the energies and appropriate
matrix elements can be obtained from experiment,
and that the number of QM states that are physically
relevant are finite. The reader is referred to Ref.
3(a) for a detailed discussion of Eq. (2.4) in the
special case of the nonharmonic impurity Li* in
KCl1.

Following Abrikosov, ” the Hamiltonian can be
written in second-quantized form using one set of
anticommuting Fermi operators for each eigenstate
of the impurity. The impurity Hamiltonian is then

N
Hy(ky1)=210,0;,¢;clc,, @.5)

i=1
where €; is the energy of the ith level, & is the
Kronecker symbol, N is the number of impurity
eigenstates, and the ¢’s are Fermi operators; c;
destroys an impurity in the ¢th state and ¢} creates
one in the same state of excitation. To facilitate
the discussion later on and for emphasis, we have
written the conventional second-quantized Hamil-
tonian in matrix form. Thus H; is an NX N diagonal
matrix and Eq. (2.5) is the (/, #) matrix element

of Hy;
Hp=2 lw,(alag+1), (2.6)
S

where 7w is the energy of the sth phonon mode and
the a’s are phonon operators. Finally, the impuri-
ty-phonon Hamiltonian is

Hy (R, 1) = 2 Z/ ézkbjlq’(z], )CICjAsy

i3

(2.m

=t
Ag=ag+ag

where & is a matrix element that couples the ith
with the jth state of the impurity via an “s” phonon.
For the impurity systems that are considered here
the energy difference between impurity levels is
restricted to energies that fall within the phonon’s
energy spectrum;. in these systems the physical
interpretation of H;; is then analogous to that of the
electron-phonon Hamiltonian, i.e., H;;(l, k) cor-
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responds to a transition from state % to state 1 of
the impurity by the absorption or emission of a
phonon depending on whether the energy of % is
lesser or greater than that of 1. In contrast to the
electron-phonon problem, there is no conservation
of crystal momentum since the impurity destroys
the translational invariance of the crystal.

The explicit form of the coupling parameter &
can be obtained from Eq. (2. 3):

ot | ) 23 (0) ren(i)e)

(2.8)

(BB s)= 2 (n;

Lk, 0

where

=:(,)

is the ath component of the displacement of the

( l) th

K

atom in the sth mode of the crystal. Direct evalua-
tion of Eq. (2.8) is difficult because of lack of
knowledge of V;;and its derivatives, but with the
help of acoustic attenuation experiments, ! esti-
mates of & can be obtained.

The introduction of the Fermi operators in the
above representation for H, introduces fictitious
or nonphysical states into the impurity’s complete
set of states: states which have more than one im-
purity at a given site. More explicitly, the Fermi
operators act on the general state

1
[nl,...,ni,...,nN), n;= 0

while only states of the form
lo,...,n;=1,...,0)

have physical meaning. Fortunately the fictitious
states can be eliminated from the problem by de-
fining the ensemble average in the following
manner”:

(o) = lim 5; [Tre ¥ r2p( (2.9)
where the number operator Nis
N(k’l):zi 6ik6ilc¥ci ;
O(1) = 8\ )t o (o) iBU T+MV )¢ (2. 10)

Z=1lim e‘”(Tre'B(”T*W)),
N

B=1/kT, “Tr” is the trace, and O(0) is a field op-
erator. The fact that the only states that survive
the above limit are the physical ones can be verified
by making use of the Lehmann representation for
the trace (see Appendix A). Taking the above limit
ensures that instead of Fermi statistics we get the
required Boltzmann statistics for the impurity.



2 THEORY FOR THE INTERACTION OF PHONONS WITH - - -

Note the analogy between A and a Fermi chemical
potential y; the limit of infinite X is equivalent to
1 going to minus infinity or to the limit of a very-
low-density Fermi system.

It must be emphasized that the limiting process
described in Eq. (2.9) is to be applied only to the
final, physically meaningful ensemble average and
not to intermediate Green’s-function propagators,
since the advantage of the technique lies precisely
in having the intermediate propagators behave as
Fermi propagators.

The above representation for the impurity-phonon
Hamiltonian will prove to be very useful in calculat-
ting dynamic properties of the highly polarizable
impurities which are intrinsically many-body in
nature. It is also clear that by changing the phonon
operators to photon operators in the above Hamil-
tonian, the coupling of the electromagnetic field to
the impurity is obtained.

B. Thermodynamic Green’s Function for Impurity and Phonons

With the Hamiltonian of the system expressed in
terms of Fermi and phonon operators, it is now
possible to make use of Wick’s theorem and dia-
grammatic techniques; thus thermodynamic Green’s
functions can be used in the solution of the impurity-
phonon problem. The first-order thermodynamic
Green’s functions of the impurity and the phonons
will be discussed now, since they will be needed in
the calculation of the impurity polarizability.

The impurity Green’s function is given by

9551 (T, T,)=<T[CB(T)C¢§' (T)]> ’

eT(HT+m )C ~T(H 4N )

(2.11)
where 7 is the usual imaginary time used in ther-
modynamic Green’s-function calculations and T is
the time-ordering operator. Note that as a result
of the matrix nature of H, the §’s are also matrices;
in general, G4 will be a nondiagonal matrix be-
cause of the Hy; term in the Hamiltonian, but this
paper will be limited to the special cases where

G is diagonal. G4, represents the propagation in
time of the impurity state 8. The retarded G® and
advanced G* Green’s function will be needed later
on; for completeness sake, we define them here as

Gha(t,t") == {cst), ek e Dot - t)
G @, t") = = eg0), el Dot - 1)

where 6(¢) is the usual step function. Equation
(2.11) can be written in terms of a Fourier series
as

cg(T)= €

Gaa (1) = (1/B) 20 Gppe (w,,) € ™n,

where

w,=i@2n+1)r/8 .
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It is easy to show!! that for the case of “free” or
noninteracting Green’s function the Fourier coeffi-
cients are given by

80 (w,) = Bapr /[0, — (€5 +0)] . (2.12)

The corresponding expression for a “free” phonon
Green’s function is

DUk, w,) =wi(k)/[wE+wi(R)], w,=2mn/B (2.13)

where wgy(k)=ck and c is the speed of sound in the
crystal. Figure 1 illustrates the pictorial repre-
sentation for ®°, G% G, and H;, (vertex term) to
be used in the construction of diagrams. In apply-
ing the vertex term to the construction of diagrams,
it will be important to keep in mind that conserva-
tion of energy will be required at the vertex while
momentum is not conserved.

The self-energy = of G, needed in the calculations
of the polarizability, will be discussed now. Z is
defined in terms of

Gep= 9%a+92m2w Sys

which is the Dyson equation for §. The evaluation
of Z will be limited to the simplest diagram that
contributes to the self-energy; the diagram is shown
in Fig. 1. Furthermore, in order to simplify the
matrix part of the problem only the diagonal parts

of Z will be considered. The explicit form of Z in
the above approximation is

T4(€)=2 § § [8(88, s)P 8% (E)DYUE-€). (2.15)
s B 1

(2.14)

m (gﬁﬁ'= B 3 H (a,8) = -—5<
B
° «
@ Dy ——c—— @ gBB'= a—
M e

©) DR m—ﬂ

~— _—/

FIG. 1. Pictorial representation for (1) “free” im-
purity Green’s function go; (2) “free’” phonon Green’s
function D% (3) vertex term Hy;; (4) first-order im-
purity Green’s functions G; (5) diagrammatic representa-
tion of the Dyson equation for the impurity Green’s func-
tion; and (6) lowest-order diagram contributing to the
impurity self-energy Z.
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Using the Debye approximation for the phonon spec-
trum, and assuming that

fiwy, > €5, Tiwp> kT,

where 7w, is the Debye energy, Eq. (2.15) can be
evaluated for the case of the retarded self-energy
=R, Then the real and imaginary parts of =¥ are
given by

—ons
Im=ZHE' +1) = Z) (28, 9 3L (%{Jl)i)
X {1 +COth[B(€B: - 8')/2]} ’
RezF(€'+2) =22 [8(8B", s)]? [2+% (eT/Mwp)],
B'

where the bar over & implies an average over those
phonon modes “s” that contribute to the matrix
element of Eq. (2. 8). For more details on tne
evaluation of Eq. (2.15) the reader is referred to
Appendix B.

The above restriction to diagonal = (i. e., diagonal
in the impurity’s eigenstates ), and therefore to
a diagonal G, is not as stringent a limitation as it
may seem at first sight. Actually for a two-quan-
tum-level system Z is diagonal, if the diagram
shown in Fig. 1 is used. For impurities with non-
degenerate eigenstates, the above restriction is
expected to be a good approximation in the sense
that no new radically different physics is expected
to come out if the off-diagonal =’s are included in
the solution of Dyson’s equation. But for systems
with degenerate eigenstates, the inclusion of the
off-diagonal matrix elements in Eq. (2.14) will
probably produce dynamic splittings of the degener-
ate eigenstates, and a possible dynamic Jahn-Teller
effect. The author is presently studying these pos-
sibilities. It is then fair to state that the conclu-
sions reached in the rest of the article will be
strictly valid for two-level systems and systems
with nondegenerate eigenstate, but should be inter-
preted with caution when applied to systems with
degenerate states.

III. DYNAMIC POLARIZABILITY OF THE IMPURITY

The dynamic polarizability of the impurity was
selected as the first physical quantity to be calcu-
lated using the new representation. The reason for
this selection is twofold; first, the localized non-
harmonic impurities are characterized by an ano.n-
alously high polarizability, and second, many-body
techniques must be used in order to obtain a dipolar
relaxation effect due to phonon drag. This calcula-
tion would not be feasible with a noncommuting rep-
resentation for the operators.

To express the frequency-dependent polarizability
a(w) in terms of a second-order retarded thermo-
dynamic Green’s function, use is made of linear-
response theory (LRT). If a perturbation of the
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N

form
H=-ef - 8W)=-01- 80

[where e is the electron charge, ¥ the impurity’s
coordinate, and &(¢) a time-dependent electric
field] is applied to the impurity, then the response
of the impurity to this perturbation is the impurity’s
polarizability and its explicit form can be easily
evaluated using LRT. The result of this calculation

is
Q@)= 21 ( €yl leg) (€plppleys)
o, a’ 8,8
X de’ Ko, o';6,f' ")
o T w' -w-16 ’
- (3.1)
where
K¥a, a';B,8"; w")
=F.T. KXo, a’;8,8; 1),
K¥a, a'; B, B'; 1)
([etr AP T itz ot 1y ()
(3.2)

Here p is the dipole operator for the impurity, 6
is a positive infinitesimal, and K% is the retarded
second-order Green’s function for the impurity.
Equation (3. 1) can be simplified by making use of
the integral relation
’, © dw ImKR(a’ l; ﬁ’ ﬁ,; w')
K*(a, o'; B, B'; w)f w —w-15 ’

(3.3
Then it becomes clear that the evaluation of the po-
larizability a(w) reduces to the problem of evalu-
ating the second-order Green’s function KX, The
function K can be represented by a sum of diagrams
that are shown in Fig. 2(a). In the figure, I is

the four-vertex part; the following section will be
devoted to the evaluation of this term. The physical
interpretation of the diagram for K in time-space

is simple; at time zero the impurity absorbs a
quantum of energy 7w, exciting the impurity from
state a to state 8; I' corresponds to interaction be-
tween state o and B, and other intermediate states
via the impurity-phonon term, and finally at time

t, state 8 decays into state a emitting a quantum of
energy 7w and closing the bubble diagram.

Consider first the simple case of no impurity-
phonon interaction. Then the term containing I
vanishes and only the first diagram in Fig. 2(a) con-
tributes to K. In this simple case, K can be writ-
ten explicitly as

K%a, a'; B, B'; w,)
=lim exp(8\) (- (1/B) ZJ G2 o (€, + W) G (E,))

A= o
(8. 4)
where w,,=i2rm/B. For details on the evaluation
of this sum, the analytic continuation of K into real
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w, and for the application of the limit of X going to
infinity, the reader is referred to Appendix B. The
evaluation of Eq. (3.4) gives for K¥ the expression

K%(a, a'; B, B'; w +15)

E%'[jw_ﬂexp( Beq) - exp(-Beg)] -
(3.5

Then using Eq. (3.1), the following expression is
obtained for a(w):

E (aluy”'»(ﬁlumla)

- (eg—€,) +id

ypw

X [exp(~ Be,) — exp(- Bep)] . (3.6)

This is the well-known result of LRT for a QM sys-
tem obeying Boltzmann statistics; thus, although
Fermi operators have been used to describe the
impurity, the required Boltzmann statistics are
recovered.

If now the impurity-phonon interaction is turned
on, but the contribution to K of the four-vertex
part I' is neglected, the expression for K is then
given by Eq. (3.4) with the “free” propagators §°
substituted by G propagators. An explicit form
for G® can be obtained from the Dyson equation
[Eq. (2.14)]; thus

=1/[€ - (¢g+ReZF +1) —iImZH(e")], (8.7)
where €’ is the solution of the equation
(3.8)

Here it is assumed that Im=¥ is small enough that
ImGF can be approximated by a & function, and

€' —(eg+1+Rezf)=0 .

(a)

&ty

Klwn) = +

“n
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therefore that ImZ¥ can be evaluated at the value
of £ given by the resonance condition of Eq. (3.8).
If it is further assumed that 7w < kT, then K* can
be evaluated by a procedure analogous to that used
in the evaluation of K°% (see Appendix B). The re-
sult of this calculation is

. 8 g+ O [€xD(= BE) )—exp( ﬁeg)l
w - (€} - €,) —iImZy

K*a, a'; 8,8 w

where (3.9)
€, =€, +Rezk | (3.10)
Upon substituting Eq. (3.9) into Eq. (3.1), the fol-

lowing expression for a(w) is obtained:

) M (Y “’Ba n)[exp(- Bef) — exp(- Bey)]
@B —(€f— €, )—zIm(ZB) ’
(3.11)

(@)

where
Maa(¥)=(€ql 1yl €5) .

The above expression is composed of resonance terms
with the width of the resonance given by the ImZ¥,
Note that in the absence of the Boltzmann terms,
the above expression would also yield a dipole re-
laxation term for the special case of €, =€;. In the
next section it will be shown that the diagrams con-
taining I' change the numerator of Eq. (3.11), pro-
ducing a dipolar relaxation contribution to a(w).

1IV. CONTRIBUTION OF I' TO THE POLARIZABILITY

The diagrams of Fig. 2(a), when the term con-
taining I' is included, correspond to the expression

K(a, a';8,B8"; w,,)

FIG. 2. (a) Diagrams con-
tributing to the second-order
impurity Green’s function K,
shown in energy space. The
four-vertex part I' is shown
as a shaded rectangle. (b) Ty,
the simplest diagram that con-
tributes to the four-vertex part
I.
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:‘(l/ﬁ) Z Z;éa"a' 5B"ﬂ'gomz”(sn"'<"’1n)
a'l,s" n
X Gggre (€,,)
+(1/8)? E' Gaar (Ept+w,)

X Gpgee (E)T(a", @"'; 8", 85 €, Epe; 0,)

X QB.I.B:(S,,: +w,,,) 98"'8'(871') . (4‘ 1)

In order to evaluate K an analytic continuation of
Eq. (4.1) must be performed; therefore, the analyt-
ic properties of K and I" must be known. By con-
sidering the Lehmann expansion of K these analytic
properties can be obtained.'? From the expansions
it is found that K is a function of the complex vari-
ables €, £’ and w has singularities when

(a) Im€=0, Im(£+w)=0, Im&'=0, Im(& +w)=0;
(b) Im(€+ €' +w)=0; 4.2)
(¢) Imw=0, Im(E-¢&")=0.

These singularities correspond to cuts parallel to
the real axis in the complex planes of the appro-
priate variable. From the analytic properties of
K, it then follows that I'(€, €', w) as a function of
€ and &€’ will be analytic in 16 different regions of
the Im€, Im¢&’ plane. The regions are separated
by the cuts defined in Eq. (4.2), and they are illus-
trated in Fig. 3(a) for fixed values of w, with
Imw >0.

Changing the sum over €, in Eq. (4.1) into a con-
tour integral by means of the well-known relation

(1/;3)?- -+ = (1/4mi) [dz tanh(Bz/2),
n

where €,~z and C, the contour integral for K, is
shown in Fig. 3(b), then the expression for K* is
given from Eq. (4.1) by

K%,y = (~1/4mi) [ d€ {tanh(88/2)K,(E, w)
+[tanh(B(€ + w)/2) - tanh(BE/2)] K,(E, w)
—tanh(B(€ + w)/2) K4(€, w)}, (4.3)

where
K (8, w)=g,(&, w)[1+(1/4mi)

xj::dS’T,k(S, & w)g(E'w)], (4.4)

£1(8, w)=G*(£+w)GF (8),
£:(€, w)=G®(€ +w)GA4(E) ,
23(&, w)=GA(E +w)GA(E) .

The quantities 7';, are linearly related to the func-
tions I';,, which are the analytic parts of I" in the
regions (i, k) of Fig. 3(a); these terms arise from
the analytic continuation of the vertex part I'.

Since the explicit forms of tlké 7’s will not be needed
in what follows, they will not be given here. (The
reader is referred to Ref. 12 for the explicit form
of the 7’s.)

(4.5)
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FIG. 3. (a) Plot of the Im=¢, Im=¢’ plane. The
lines drawn in the plane divide it into 16 regions, each
of which corresponds to a function I that is analytic in
that region. The rectangular regions are identified by
two indexes (i, k). Some of these regions are divided in-
to parts by the diagonal cuts. These parts are denoted
by Roman aumbers (Ref. 12). (b) Contour of integration
used in the evaluation of the functions K and K°, with
branch cuts at Imz =0 and Imz = w,,

The evaluation of Eq. (4.3) is now simplified by
considering the frequency dependence of the g’s.
In what follows, Eq. (3.7) for GF will be used and
it will also be assumed that ImZ® is small enough
that InG® can be approximated by

ImGg(€)=-76(E - (e§+1)) . (4. 6)

It will be further assumed that the system is at
relatively high temperatures such that 7w <£7T and
€ — €3 <kT for all @ and 8. Then by taking into
account the effect of the hyperbolic tangents on
the domain of integration in Eq. (4.4), the follow-
ing approximate expressions for the g’s are ob-
tained:



|9

&8, B'; &, w)=GF(E)GR(E) ,
&3B, B'; &, W)= G4(E)GH(E),
£:(8, B'; &, w)-
~mi{6(€ - €} - \)/[w- (€} - €) - i Im(ZH)]
+6(E -\ + € =w))/[w - (f — €§) —iIm(Z)]} .

(4.7

The rest of the calculation for K¥ will be guided
and motivated by the fact that g, and g; are approxi-
mately independent of w, while g, is strongly depen-
dent on w through a resonance term.

It can be shown that T;, satisfies the integral
equation'?

T,.(8, &w)=TLE, €';w)
+[1/2i(2m)*] de"‘l‘(”(S &' w)
Xgl(s ’("’) lk(s"; 8""‘)) ’ (4'8)

where 7' are the irreducible parts of 7;,. This
means that 7';, can be written as the sum of the dia-
grams containing different numbers or irreducible
parts T, In order to take advantage of the fact
that of all g;’s only g, depends strongly on w, it will
be convenient to express all the 7';,’s in terms of
T2 and T, where 7§} is the totality of diagrams
contributing to 7';, that do not contain the pair of
lines g,. Figure 4 is a diagrammatic representa-
tion of the above decomposition of the T;,’s. The
advantage of this decomposition is that the T will
be weakly dependent on w.

It is relatively easy now to construct the diagrams
that will contribute to K¥ and that will have a strong
w dependence. This is done by including all dia-
grams of 7;, that have at least one pair of g, lines
in the construction of the K¥ diagrams. The result

of this construction is shown diagrammatically in
J
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FIG. 4. Diagrammatic representation of the quantities
Ty in terms of T'p, andTy). The Ty, are represented by
shaded circles and ‘I'(O) by shaded squares. The connec-
ting pairs of lines are diagrammatic representations of
the g;°s and are identified by the label “7,”” where the I’s
are numbers that go from 1 to 3 (Ref. 12).

Fig. 5. For convenience the expression for K has
been separated into two terms: (a) K’&), constructed
with diagrams that do not contain 7’5, and which will
have a simple physical interpretation, and (b) K%,,
constructed with all the diagrams that contain 7',;
this term will have a complicated w dependence and
no simple physical interpretation.

The expression for K%, obtained from the dia-
grams in Fig. 5(a) is substituted into Eq. (3.1) and
the following result is obtained for the polarizability:

(')’)[P-aa("))"’ Q&)

[es®QE + L) )] 1ae ) + @2 ()]
”(a)) Z & 'o—(GB-—E )—iImZ + -
a#B
where
Qg)a)= exp( - Be ;) -

exp(—Beg) ,

2

w-iImz® ’ 4.9)

00y ag’ Be’ Pon ey Q) I oot
Z Mg a"('y) o tanh———[gl(a & 78 )le ((I,CY 7‘1’378 ;"’)

tx',ot"
_ga(a I’all; SII) T;g)(al’all;a,ﬁ; 8”, (‘))] ,

1"
(2)('}’)— Z Mege a"(y) _d—s_—

2 o Ta (@, B0, 0" 8"
oy o

The @’s are temperature-dependent renormaliza-
tion terms with a weak w dependence. They can

be associated with the diagrams of Fig. 5(a) as fol-
lows: QY with diagram (1), %’ with diagrams (3)
and (4), and @®’ with diagrams (2) and (4). The
first sum in Eq. (4.9) is a resonance term; the
effect of the four-vertex part I" has been to renor-

yo)gila’,a’; €7 - 78, B0, 0" €, w)gsla’, 0" €] .

r
malize the dipole matrix elements and make them
temperature dependent. In the absence of I this

sum reduces to the polarizability a(w) given in Eq.
(3.11), as it should. The second sum in Eq. (4.9)
is more interesting then the first; it is a dipole re-

laxation term due to the phonons, where the relaxa-
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tion times are given by 7,=1/ImZ,. The effect of
T has been to renormalize the diagonal dipole ma-
trix elements u,,; in the absence of such renor-
malization the relaxation term will vanish., It
should be pointed out that even in the case of the

off-center impurities, which in the absence of an
]
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Q%+ QLT (e, B0, B ) o g 1)+ Q% ()]

|

< B

@) FIG. 5. Diagrammatic representa-
tion of K® in terms of T, and T :
(2) K&, the sum of all those diagrams
that contribute to K%, that do not con-
tain the T, term but have at least one
pair of g, lines. (b) Ky, the sum of
all those diagrams that contribute to
K® and have one T, term, Here the
graphic representation of Ti, T,
and g; is the same as that used in
Fig. 4.

D

external electric field bias do not have a diagonal
matrix element, there will be a relaxation term;
in this case the diagonal dipole matrix elements are
generated by the four-vertex part I'.

Substituting K¢, into Eq. (3. 1) gives the following
contribution to a(w):

(4.10)

aﬁ)(m)= aZ; [Lr.é

o',B'

This contribution to the polarizability will have a
complicated v dependence because of the term 7',,.
Thus, in contrast to the case of a “’w where it was
possible to analyze the frequency dependence with-
out explicit knowledge of the @’s, it will not be
possible to reach any definite conclusion about the
frequency dependence of a®(w) until T, is eval-
uated. The evaluation of T, is rather difficult and
no attempt will be made to evaluate it here.

Generalizing from the above calculation for the
polarizability, the following experimental picture
will probably be observed in the particular case of
the off-center impurities: (i) At low frequencies,
w < A€ (where A€ ~€ - €, for a #8), a dipole re-
laxation term will be observed with temperature-
dependent dipole matrix elements. This will be
true even for impurities with a center of inversion.
(ii) At high frequencies, w ~Ae€, a resonance term
will be observed, with temperature-dependent di-
pole matrix elements. (iii) At intermediate fre-
quencies, 0<w <Ae€, a complicated frequency be-
havior will be observed, which will be determined
by the polarizability term o ®(w).

V. CONCLUSIONS

The formalism developed in the text for nonhar-

[w-(es—€n)—iImZh]lw— (€g— €0 ) — i ImDF ]

[

monic impurities interacting with a field has been
used for the special case of impurity-phonon inter-
action. This new formalism permits the use of
diagrammatic techniques, which have been used in
the calculation of the impurity’s dynamic polariz-
ability and self-energy T. The results of these cal-
culations are as follows: ‘

(i) A diagonal temperature-dependent self-energy
Z 4 for the aoth state is obtained to second order in
the coupling parameter ®. To this order the real
part of T is linear in temperature, while the imag-
inary part has a hyperbolic tangent temperature
dependence [see Eq. (2.16)].

(ii) The impurity polarizability, Eq. (4.9), con-
tains two physically important terms. The first is
a dipole relaxation term that will be present even if
the impurity has no permanent dipole (i. e. , the diag-
onal dipole matrix elements are zero), with the
relaxation time of the ath state given by 7,=1/
ImZ,. The second is a resonance term with the
width of the resonance determined by the imaginary
part of Z. In both cases the dipolar matrix elements
will be temperature dependent.

It should be emphasized that in the calculation of
the polarizability, the resonance and relaxation
terms were obtained directly from the total Hamil-
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tonian H;, and not introduced in a heuristic manner.
In order to apply the formalism to the proton in
hydrogen-bonded ferroelectrics, several changes
will have to be made. The formalism will have to
be modified to include more than one impurity
(proton); a dipole-dipole interaction term will have
to be added to Hy; and the effect of the impurities
on the phonon propagator will have to be studied in
detail. It appears that although calculations will be
more difficult to perform for the ferroelectrics than
for the impurity problems, the formalism discussed
in the text will be useful in the study of hydrogen-
bonded ferroelectrics.
J

KR(a,a';B: B';T)= Z

EEpN N

x exp{[(E; - E))+ (N, - N))Irlo(r)
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APPENDIX A: SIGNIFICANCE OF LIMIT A GOING
TO INFINITY

To demonstrate that the limit taken in Eq. (2.9)
will eliminate all the fictitious states (i.e., states
with more than one impurity), the quantity K® of
Eq. (8.2) is considered: K* has been selected be-
cause it fulfills the conditions of being a final, phys-
ically meaningful ensemble average, since it is
directly related to a(w) through Eq. (3.1).

For simplicity only the first term in the com-
mutator of Eq. (3.2) will be studied. Then, by
writing K in the Lehmann representation, the fol-
lowing expression is obtained:

expl- B(E;+ \N,)KE;, N, | cles| E;, NXE;, N,| chico| Es, N

(A1)

where E; is the ith eigenstate of the total Hamiltonian H, and N; is the number of impurities in that state.
It will be more convenient to work in w, space instead of T space; for that reason a Fourier transformation

of K® into w, space is performed, giving

(= B(E;+ \N,)KE;, Ny | cheg | Ej, NXE , N,y chic s | B4y Ny

e
Ko, @', B0, =2 22
i,d

Now multiplying by the normalization factor ¢
and taking the limit as X goes to infinity of Eq. (A2),
the following result is obtained:

lim e exp[ - B(E; + A\N;)]

A~
0 for N;>1
_{exp(—BE,) for N;=1 (A3)
and
li 1
A-r?o’vm+(E,-—E,)+>\(Ni—Nj)
_)o for N;#N;
_{1/[f0m+(E,—Ej)] for N;=N; (a4)

Therefore, K* will be zero unless N;=N;=1 for all
i’s and j’s; thus, all states with more than one im-
purity do not contribute to the expression for K*

wnt (E;=E;)+2(N;=N)) :

(A2)

I
after the limit has been taken. This proof can be
generalized to include an ensemble average contain-
ing any number of time-dependent operators. This
can be easily verified by including one more time-
dependent operator in Eq. (A1); this will add one
more intermediate state E; that upon Fourier trans-
formation will produce another term of the same
form as the one in the right-hand side of Eq. (A4).
Upon taking the limit of the new and old terms the
condition

N;=N;=N; =1
is obtained.

Finally, it is interesting to point out that, since
the matrix element

(EyyNi=1|cy|E;,N;=1)=0 ,
the impurity Green’s function will vanish when the
limit of X going to infinity is taken.

APPENDIX B: EVALUATION OF KR FOR THE NONINTERACTING IMPURITY AND OF Za

The sum over w, in Eq. (3.4) can be converted into a contour integral by well-known procedures to give

Kla,a'; 8, B8';0,)=1im e‘”[(—l—,)f de tanh(%:)G"M(a, a’; E)GFA(B, B; €+ wm)] , (B1)
c

Nawo 4ms

where the contour of integration C is given by Fig. 3(b). The function G®4(€) must be understood as GF if
ImE>0and G* if ImE<0. Since the integral over the outer circumference of C vanishes, only the integrals
over the lines Im&=0 and Im€=— w, remain. Performing a change of variable for the integral over the
line Im € = - w,, and making use of the integral representation of G# and GR, the following expression for K
is obtained:
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Kla,a';8,B ;w,)=1im e”<%"ﬂ—iﬁﬁ> f dsj dag’ tanh<%8>
A= =00 -0

x(ImGOR(oz, €) ImG°%(8, €’)

ImG"R(B, €) ImG™(a, s'))
¢ - (8+w,)—id ’ (B2)

&' — (8- w,)+id
Upon performing the analytic continuation from w, to real w and making use of the expressions
ImG*®(a, €)= - 76(€ - ImG%(a, €)= - ImG*®(a, €) , (B3)

the integrations in (B2) can be carried out, yielding the following result:

(€a +2)),

5,1 0pp Ble +>\)) (B(e +)\))
R ‘. few)=f——l B8 o _ B
K*@,a’;8,B ,w)—<w_ (es—ea)+i6) 112(2 >[t nh( s tanh( =2 ) (B4)
Upon taking the limit, K* becomes
KR(a, Oll; B, BI; (A))= 5aal GBB' ( -B€ g __e'ﬂeg) s (B5)

w=(€5=€,)+i6¢

which is the desired result.
Following a procedure for the self-energy = similar to that used in obtaining Eq. (B2), the following ex-

pression results:
r 2 3;3 ( ImGOR(,B, €,) ImD**(w, s))[ (ﬁ ) B
oHE)=2.2. @ du[ dsl e —5-id tanh{*=+) + coth{ 5 . (B6)

B s

With the help of Eq. (B3) and the equation
ImD % (w, &) = — 1wl ()6 (w? — wi(k)) ,

the integrals in Eq. (B6) can be easily evaluated to give

B(€a+ ) 1 1
z5(8)=2 (208", ) Z“’ﬂ‘k’[ta“h( 5 )(wo(k)+(€B+A)—8+i6 +—wo(k)+(eﬁ'+)\)—8—i6>

* COth(ﬁwg(k))(wo(kH (63,1- A= €-i5  —wylk)+ %€B+ A)-€- zG)]

Here the coupling constant ® has been averaged over the lattice normal modes s in order to facilitate the
evaluation of the sum over s. Upon transforming the sum over s into an integral, using the Debye approxi-
mation for the phonon spectrum, assuming that 7Zw p> €, and 7Zw > kT, and remembering that X is a large

(B7)

parameter, Eq. (B7) can be evaluated to give Eq. (2. 16).
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