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~3This author, however, finds the rule to be some-
what optimistic.

4The author has found this observation extremely
useful and wishes to express his gratitude for the dis-
cussion. The observation is simply that once one has
performed the Gaussian elimination to obtain a tri-

angular matrix, one can determine the number of eigen-
values below the energy E by counting the negative signs
on the diagonal. This allows one to set up a procedure
based on a wide mesh with subsequent .iteration to find
any number of eigenvalues which might occur with the
mesh increment. From Fig. 1, one can see that there
are some problems with this simple scheme, but none
that cannot be dealt with.
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High-frequency de Haas-van Alphen oscillations attributed to the second-zone Fermi sur-
face have been studied in aluminum. The results have been combined with the lower-frequency
values from the third-zone surface measured by Larson and Gordon in order to obtain a three-
parameter pseudopotential-interpolation model. The parameters in Rydbergs are V&j &

——0.018,
V2pp

= 0,062 and Ez= 0.8667. This model has been used to calculate energy bands and a den-
sity of states.

I. INTRODUCTION

In recent years many experiments, including
studies of the de Haas-van Alphen effect, '

magnetoresistance, ' magnetoacoustic effect,
cyclotron resonance, & and the Kohn effect, have

been undertaken in order to investigate the elec-
tronic structure of aluminum. These measure-
ments have been consistent with a nearly free-
electron Fermi surface. The simplest model of
this surface, the single orthogonalized-plane-wave
(OPW) or empty-lattice model, consists of three
contributions: (i) a large second-zone hole sur-
face (Fig. 1); (ii) a m'ultiply-connected third-zone
electron surfa. ce; (iii) small fourth-zone pockets
of electrons. ' A more realistic model is obtained
by rounding the sharp corners of the empty-lattice
model and eliminating the fourth-zone pockets.
Detailed experiments, especially de Haas-van

Alphen (dHvA) effect studies, have given a, rather
complete description of the third-zone surface.
As shown by Ashcroft" a consistent description is
obtained if this surface is no longer multiply con-
nected but consists of separated toroid-like sur-
faces (Fig. 2).

The second-zone surface, however, has been
much less completely investigated although ultra-
sonic attenuations and Kohn effect studies have
suggested that the surface approximates the single
OPW surface (Fig. 1). The only previous dHvA

measurements on this surface have been the pulsed
field measurements of Priestley limited to mag-

netic field orientations along [110]and [111]sym-
metry directions. Since extremely accurate
dHvA measurements are now possible and can be
reliably interpreted, we decided to study the high-
frequency dHvA oscillations in aluminum (4x10-
6x10 G), related to the second-zone hole sur-
face, and some intermediate frequencies resulting
from the third zone. Our measurements com-
bined with the low-frequency measurements of
Larson and Gordons have been used to obtain pa-
rameters for a four OPW interpolation model, '
the same type of model as used by Ashcroft. "

Even higher-frequency oscillations (1x10'-1. 6
x 10 G) have been observed at some orientations
and are pro/ably related to magnetic breakdown.
Parker and Balcomb' observed strong oscillations
in the magnetoresistance and suggested that these
were due to breakdown between the small pieces
of the third-zone surface and the large second-
zone hole surface. The highest-frequency dHvA
oscillations observed in this investigation have
been interpreted in a similar manner.

II. EXPERIMENTAL TECHNIQUES

Measurements of the dHvA effect were made
using the low-frequency modification of the field-
modulation technique first described by Shoenberg
and Stiles. ' These measurements were normally
made at the second harmonic of the 44. 3-Hz fun-
damental frequency. A carefully constructed notch
filter" (rejection about 80 dB per octave) was



HIGH-FREQUENCY DE HAAS —VAN ALPHEN ~ 299

&~ OOI
I
~b

sample

(~3

FIG. 1. Second-zone single OP% Fermi surface for
aluminum. The dashed lines represent central extremal
orbits (.

used to remove the fundamental from the pickup
signal, which had been stepped up by a trans-
former. The resulting output was detected with a
lock-in amplifier and displayed on a strip chart
recorder.

A typical pickup coil consisted of two concentric
sections wound in opposition with about 6000 turns
on the inner part and 2000 turns on the outer. The
main purpose for this compensation was to min-
imize noise voltages caused by mechanical vi-
brations of the system. The modulation field was
produced by a solenoid which slipped over the fork
(a) (Fig. 3) described below. A modulation am-

FIG. 3. Rotating sample holder: (a) brass fork; (b)
stainless-steel tube; (c) brass ring; (d) Teflon bushing;
(e) pickup coil; (f) outer brass ring; (g) 0.007-in. soft
stainless-steel wire; (h) stainless-steel rod.

plitude of typically 5-6 peak was used to study the
high-frequency oscillations.

The dc magnetic field was produced by a Wes-
tinghouse 55-kG superconducting solenoid (coil
constant about 3. 3 kG/A) with homogeneity better
than 3 parts in 10' over a —,'-in. -diam sphere.
The field was measured by reading the voltage
across a small resistor (-0.02 0) in series with
the magnet; calibrations were made using the Al~'

NMR resonance in metallic aluminum [y = 11.1119
MHz/(10 kG)]. As a result of a rather comprehen-
sive study of hysteresis effects made over an ex-
tended period of time, we believe our field mea-
surements in this study are accurate to slightly
better than 0. 1%.

010]

FIG. 2. Model of third-zone toroidal Fermi surface,
after Ashcroft (Ref. 11). The dashed lines indicate ex-
tremal orbits.

The rotating sample holder is shown in Fig. 3.
The balanced pickup coil (e) was slipped inside the
ring (c) which rotated inside the fork (a) on teflon
bushings (d). An outer ring (f) slipped over the
first ring (c) and was driven by the stainless steel
wire (g). One end of the wire was attached to the
rod (h), whose position was controlled by a mi-
crometer head outside the Dewar. The other end
was attached to a spring at the top of the helium
cryostat.

The pickup coil could be rotated with respect to
the ring (c) so as to orient the desired plane of ro-
tation to better than 1—,

"and a desired symmetry
axis to better than —,". The rotation system was
calibrated at room temperature by measuring the
angular deflection of a beam of light reflected from
a mirror attached to the ring (f), and tabulating
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this angle against the micrometer setting. By this
means it was found that the sample rotated 1' for
each 5. V1 thousandths of an inch of micrometer
travel, and that this rate was constant over the
full range of travel. The micrometer head was
driven by a variable speed motor when it was de-
sired to rotate the sample in a fixed field. The
field was held constant to better than 0. 5 G/h by
operating the magnet in the persistent mode.

We have estimated the over-all accuracy of our
frequency measurements at symmetry directions
[110]and [111]to be about 0. 3%. This includes
errors in magnetic field measurements, about
0. 1%%, and statistical limitations on cycle counting,
about 0. 1%. There are also complications arising
from the mixing of dHvA frequencies, but we be-
lieve that errors resulting from this effect are
negligible at symmetry directions. (For nonsym-
metry dll ect1ons e1 rors are considerably gl eate1
not only due to the complicated pattern of,oscil-
lations but also due to the smaller amplitude. )
The position of closest approach to a symmetry
axis was determined accurately by looking for
symmetry in the dHvA frequency pattern during
sample rotations at constant magnetic field. Thus
the orientation error at symmetry directions is
estimated to be less than 1—,

"and the resulting
contribution to the error should be less than 0. 1%.

III. SAMPLE PREPARATION

The starting materials used in these investiga-
tions were both 99.9999% purity aluminum ob-
tained from Cominco" and a large single-crystal
boule of resistivity ratio about 2~104 which was
given to us by Dr. R. Powell of the NHS Cryogen-

ics Laboratory in Boulder, Colo. Our best single
crystals were grown by means of the Czochralski
method of pulling from the melt and these gave
dHvA signals perhaps 100 times stronger than
those from crystals spark cut from the NBS boule.
(We have not yet tried pulling with the NBS boule
as the melt. ) The crystals formed were about
0. 050 in. in diameter and several inches long.
With care they could be made quite uniform in di-
ameter. They were cut into 0.4-in. lengths with
a spark cutter, polished in hot phosphoric acid, and
and mounted directly in the pickup coil. One end
of the sample was secured with Apiezon N-type
vacuum grease. In spite of the care taken in
mounting, the samples were usually appreciably
degraded by thermal cycling.

IV. RESULTS

The experimental results will be presented in
terms of the extremal second- and third-zone or-
hits suggested by the empty-lattice model. From
the second zone (Fig. 1), in addition to the central

orbit g„ there are noncentral but still extremal
orbits, labeled gz, at most orientations of the
magnetic field. From the third zone there are or-
bits o., P, and y, corresponding to arm cross sec-
tions, and an orbit $ around the inside of the to-
roid formed by four arms (Fig. 2)."

dHvA oscillations were obtained both by sweep-
ing the field at fixed sample orientations and by
rotating the sample at constant field. Frequen-
cies attributed to the third-zone Fermi surface
were observed at all orientations, but were easily
distinguished from those from the second zone
which were a factor of about 150 higher. We have
not studied the third band in any detail but have
relied upon the measurements of Larson and Gor-
dons to obtain our Fermi-surface model. How-
ever, in order to compare our results with theirs,
we have made an absolute determination of the
frequency corresponding to the y, orbit for H))[110].
Our value is E~= 2. 85+0.015 ~10 G, which is in
good agreement with the Larson and Gordon value
of 2. 86x10 G.

The beat pattern in the high-frequency oscilla-
tions in aluminum is fairly simple. When the sig-
nals were of large amplitude, for example, near
[110]and [111], two frequencies, differing by
about 3%, were present, giving rise to beats of
about 33 cycles in the dominant frequency. In ad-
dlt1on at many ol'1entatlons long beats of 150 ol
more cycles were observed due to the influence of
the third-zone Fermi surface. An example of this
beating is shown in Fig. 4.

Frequencies measured in the (110)plane by the
field-sweep method are shown in Fig. 5. Those
measured in the (100) plane by the angular-sweep
method using a constant magnetic field ( 40 kG)
are shown in Fig. 6. The angular-sweep method
gives only frequency differences; at the starting
point HEI[110], the frequency was measured ac-
curately with a field sweep of about 2000 cycles.
High-frequency dHvA oscillations were not ob-
served at all field orientations, primarily because
of sample perfection problems and a magnetic field
limited to about 55 kG. Although signals were
strong near the symmetry directions [110]and
[111], it was only with the best samples, which
had not been thermally cycled between 300 and 4 'K
more than once, that oscillations could be ob-
served at other orientations. Thus with the three
samples studied in these investigations (two with
axes along [100] and a poorer quality sample with
axis along [111]),we were able to investigate only
the range of orientations shown in Figs. 5 and 6.

The solid lines in both figures correspond to the
single OPW calculation and it can be noted that the
angular variation predicted by this model agrees
quite well with the data even though the actual
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4. High-frequency dHvA oscillations for H I( [110]. The field marker spikes represent the field values in kG.
«ng beats of about 150 cycles are present as well as shorter beats of 20 to 40 cycles.

magnitudes differ by from 5 to 10'%%uo. Near the
[100] axis, oscillations ($) of about 0. 9x 10GG

were observed over an angular range of about 2—,''.
These oscillations were of such large amplitude
as to mask the higher-frequency oscillations at
[100], which have very small amplitude. Although
it should be possible to adjust the modulation am-
plitude to get rid of the g oscillations near [100] in
order to study the higher frequencies expected

from the hole surface, we have not yet been able
to do this successfully. %e have, however, ob-
served oscillations from the hole surface to within
about 1' of [100].

Some frequencies measured at symmetry direc-
tions in this work are shown in Table I. (The val-
ue from the [100] holes has been obtained by ex-
trapolation. ) Also shown are the three frequency
values measured by Priestley~ using pulsed fields.
Priestley's values are in agreement with ours
within the combined experimental errors. The
lower frequencies shown in Table I were measured
by Larson and Gordon and were used in fitting to
the Fermi surface as discussed in Sec. V.

Additional frequencies up to 1.5x 10G G (Fig. 7)
were observed at some orientations in aluminum,
corresponding to areas larger than any cross sec-
tion of the Brillouin zone (see Fig. 8), In most
cases these could not be interpreted as harmonics
or combinations of known dHvA frequencies, and
so we have attributed them to magnetically induced
transitions between different portions of the sec-
ond-zone surface, perhaps using parts of the third
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FIG. 5. Experimental dHvA frequencies versus mag-
netic field direction for rotation in an (Oll) plane. The
dashed line shows the single OPW calculation. The
higher-frequency values for H roughly 20' irom J.001]
have been attributed in part to magnetic breakdown orbits.
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FIG. 6. Experimental dHvA frequencies versus field
direction for rotation in the (100) plane. Since away
from [110j the amplitude decreased rapidly, oscillations
were studied over only a limited angular range. The
dashed line represents the single OPW calculation.

zone surface as a bridge. These are a subject of
further investigation at present.

V. THEORETICAL DESCRIPTION OF FERMI SURFACE
AND COMPARISON VfJTH EXPERIMENT

Harrison " showed that the QPW method, with

parameters determined by fitting to enexgies at
symmetry points as calculated by Heine, predicted
a third-zone Fermi surface for aluminum which

was roughly consistent with experimental results
from the dHvA effect, cyclotron-x'esonance effect,
and anomalous-skin effect. Then Ashcroft, "using
the low-frequency dHvA data of Gunnerson to de-
termine aluminum pseudopotential parameters,
obtained a third-zone Fermi surface which was
quantitatively slightly different from that proposed
by Harrison. In particular, he found that the sym-
metry point 8'" was not occupied by third-zone
electrons and thus the third zone was made up of
disconnected toroidal rings. Neithex of these cal-
culations took into account any experimental data
due to the second-zone surface, although both pre-
dicted a second-zone surface very close to the
free-electron result. It was hoped that inclusion
of some dHvA areas from the second zone might
yield pseudopotentials which would px'ovide a bettex'
fit to the entire Fermi surface.

We have combined our second-zone dHvA mea-
surements with the lower-frequency third-zone
measurements of Larson and Gordons in order to
determine a model of the Fermi surface. For
this purpose a three-parameter pseudopotential-
interpolation model has been used which is identi-
cal to that used by Ashcx'oft" for aluminum and
similar to that used by Anderson and Gold" for
lead. Two of the parameters used were the first
two Fourier coefficients of the pseudopotential V»&
and V,o,. (V000 has no effect upon the shape of the
Fermi surface. ) In addition, the Fermi energy
E~ was adjusted so that the requirement of 3 elec-
trons/atom would be maintained. In this calcula-
tion the two Fourier coefficients were assumed to
be independent of the wave vector k (local model).
Four OPW's are degenerate at the point S' in the
empty-lattice model, the maximum degenera. cy
that arises in the energy range considered here;
this is the main reason for the explicit inclusion of
anly four OPW's in our calculation.

Orbit

TABLE I. dHvA frequencies and cross-sectional areas at symmetry directions.

Area in units of (27t/a)

Freq (106 6) Measured Empty lattice Three-parameter model

tl00]
I100]
f110]
Il11]
tl00)

436.6 +0.6
(431~1)'
411 kl
(417 +3)'
680 +20"

88.8 +0.2
2.85 ~0.015
3.44 +0.04
0.466 + 0.02

1.709 +0.002

1.609 +0.008

2.66 + 0.08
0.3472 +0.000 3
0.0112 +0.0001
0.0135 +0.000 2
0.00182 +0.000 08

1.898

2.84
0.3501
0.0212
0.0254

1.623

2.60
0.347 4
0.01114
0.01355
0.001 79

~Priest]ey (Ref. 2).
This frequency was obtained by extrapolation and was omitted from the least-squares fitting calculation.

& I arson and Gordon (Bef. 3). The error estimates are those used in our least-squares calculation; no errors were
given explici. tly in Ref. 3.
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1FIG. 7. High-frequency dHvA oscillations 27-,' from fl00j in a {011)plane. The marker spikes represent fie
values in kG. At least five frequencies are present.

In the region near W(2, 0, 1)' the four OPW's

are labeled by k vectors k&=k —K&„ i=0, 1, 2, 3,
where K, are reciprocal-lattice vectors, K0=0,
K& = [002], K~ = [111],and K, = [111];k is the specif-
ic point in the Brillouin zone. Thus the truncated
Hamiltonian matrix X, which is of order four,
becomes

200 1 111 11

V111 V111 ~2 V20

V111 V111 V200 ~3

The dHvA frequencies corresponding to six or-
bits (see Table I) were used in a least-squares
calculation in order to determine the values of the
parameters V»„V200, and E~. The six dHvA
frequencies xesulted from orbits in high-symmetry
planes and mere chosen because they were the
most accurately measured and because their com-
bination was considered to be a representative
sample of the entire Fermi surface. These fre-
quencies were converted to cross-sectional areas
using the relation 8= 3.915X10 E, where 9 is
given in units of (2v/a) and F is the dHvA fre-
quency in Gauss. [@(A ) = Q. 0549X 108E(Gauss). ]

Here T, are the kinetic-energy ter~s k~k2/2~*
and we have chosen m* to be the free-electron
mass; the shape of the Fermi surface does not de-
pend upon the value chosen for this quantity.

Constant energy surfaces were traced out by
choosing an energy 8 and finding values of k that
solved the secular equation resulting from Eq.
(1). In order to extend the calculation throughout
the entire Brillouin zone, the zone was divided
into 24 equivalent regions and the set of QP%'s
was automatically changed as k crossed from one
region into another. This procedure has been de-
scxibed by Anderson and Rhyne. 2'

Since we wished to compare with the dHvA mea-
surements, we calculated the areas enclosed by
orbits on the Fermi surface. The Fermi energy
depends, of course, upon the values of V», and

V200, and must be determined for each set of pa-
rameters by integrating to find the volume en-
closed within the constant energy surface. In
practice this did not prove to be too difficult, as
the initial guess of the free-electron energy was
quite close to the final value.

FIG. 8. Fundamental Brillouin zone for a fcc metal.
The symmetry points are labeled according to the con-
vention of Bouckaert et al. {Ref. 18).
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The parameters, in Rydbergs, determined by
the least-squares fit are

Vaoo = 0. 06

Er = 0. 866~(E~ = 0. 8695).
(2)

Here E~ is the single OPW Fermi energy which is
only slightly larger than our value. For compar-
ison, Ashcroft's parameters, in Rydbergs, are

= 0.0179, Vaoo = 0. 0562, and E~ = 0. 856 05.
However, Ashcroft probably used the room-tem-
perature lattice constant value (a = 4. 04 A) since
his free-electron Fermi energy was 0. 86057 Ry.

The restriction to 3 electrons/atom has been
included, although the accuracy of the volume cal-
culation for our model was only about 0. I%%uo. (This
accuracy was limited by the amount of computer
time used in the calculation. ) The ratio V200/Ez
(=0.0715) is in reasonable agreement with the re-
sults of Mina, et al. (V300/Ez=0. 066a0. 005)
estimated from the deviation of the measured
cyclotron mass from the single OPW result. Our
calculated areas are also shown in Table I. Since
the rms deviation of the theory from the experi-
ment for the six orbits of Table I is about 1%, the
agreement may be regarded as good. Only the
P[100] area differs from experiment by more than

1/o, and since this area is quite sensitive to the
parameters, small changes in V111 V200 r EE
could greatly improve the agreement for this or-
bit, while having little effect on the other parts of
the Fermi surface.

Our model could probably be improved by in-
cluding other contributions such as spin-orbit cou-
pling or additional OPW's. However, it is ex-
pected that a spin-orbit term would give only a
small contribution to the Fermi surface of such a
light metal as aluminum. Adding another OPW
explicitly would also seem to be inappropriate.
The V~ pseudopotential components found here
were developed by following a procedure which re-
moves a degeneracy in first order. However,
when we determine the best parameters by experi-
ment we actually find, instead of V~, the quantity

(3)

Therefore, all the other V~'s are actually included
to second order. At the point U(-,', —,', 1), for exam-
ple, both Vy» and V,~, contribute equally to the
energy, but we have used only V,» explicitly.
Thus V», is included only in the sense of expres-
sion (3), introducing an error which might limit
the inherent accuracy of the model's fit. We
have calculated the [110]arm central cross sec-
tion including directly this fifth OPW (K4[lll]) and

the main result is an increase in this area by
about 10%%. Although this correction is apprecia-
ble, the [110]arm cross section is probably the
worst case and we have elected to neglect this
contribution in our complete fitting calculation.
A desirable characteristic of the OPW model is
its simplicity and its near approximation to the
free-electron model, and this simplicity begins
to be lost when too many adjustable parameters or
OPW's are included, or when it takes excessive
computer time to trace out the Fermi surface.
Thus we have retained what we believe to be the
simplest model giving reasonable agreement with
experiment.

As an additional check on our model, we have
calculated the minimum (110) arm cross section
to be 1.06x10 (2n/a) . This corresponds to a
frequency of 0. 265&&106G, in good agreement with
the value of 0. 26X10 6 measured for the a oscil-
lations by Larson and Gordon. 3

Calculated and measured frequencies in the
(110) and (100) planes are shown for the second-
zone hole surface in Figs. 9 and 10, and it can be
seen that the experimental points are virtually in-
distinguishable from the calculated curve when the
measurement uncertainty is included. The central
orbit for the second-zone surface is extremal at
all orientations. In addition, the presence of
beats of from 30 to 40 cycles near [110]and [111]
suggests the existence of noncentral extremal hole
orbits. It has not been possible to determine
whether the second frequency, indicated by the
presence of these beats, is greater than or less
than the dominant frequency due to the central sec-
tions and therefore these experimental results
have not been included in Figs. 9 and 10. How-

ever, the noncentral orbit areas have been calcu-
lated for our model and are shown in Figs. 9 and
10. The angular range of existence of these or-
bits is less than that predicted by the empty-lat-
tice model and the beats observed near [110]and

[111]tend to disappear near orientations where
our model predicts the absence of these noncentral
extremal sections. Thus, we believe the beats we
have observed are evidence of noncentral sections
of the second-zone hole surface.

The case of the orbit f in the third zone is more
clearcut (see Fig. 2). Angular rotation data sug-
gest that this orbit disappears 2. 5' from [100] in
the (001) plane, and this agrees very well with the
computed range of 3'. In a (110)plane the oscil-
lations disappear about 1—', ' from [001], while the
calculated angle is about 2'.

Further evidence that the rings of arms do not
connect at W has been obtained from a search for
additional dHvA frequencies near [111]. If an or-
bit on the inside of a ring of third-zone arms in a
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FIG. 9. Cross-sectional areas of the Fermi surface
determined from measured dHvA frequencies for rota-
tion in a (110}plane. Higher-frequency oscillations
shown in Fig. 5 have not been included. The solid lines
represent the values calculated from the three-parameter
model for both central and noncentral extremal sections
of the second-zone hole surface.

(ill) plane existed, it should lead to oscillations
with amplitude comparable to those due to the
orbit $ and these should be easily visible as beats
of about three cycles in the high-frequency [ill]
oscillations. Such beats were not observed either
in this work or that by Priestley.

dHvA AmPlitudes. In a metal such as aluminum,
where the magnetoresistance tends to saturate so
that eddy currents are important, the dHvA am-
plitude may not follow a simple Bessel function
relationship. In order to check this point, we
have made a few measurements of dHvA ampli-
tudes resulting from second-zone orbits (E=4.36
&& 10s G) as a function of the modulation amplitude
h as shown in Fig. 11 for a dc magnetic field of
about 45 kG parallel to [110]. The solid line is
calculated from the simple Bessel function expan-
sion for the second harmonic CJs(2wEx'hJH )
Here E is the dHvA frequency and H is the applied
dc magnetic field. C is a constant obtained by fit-
ting at the first amplitude maximum. The value
of x i.s 0. 23, determined by fitting the argument of
J2 at the first zero. In the absence of eddy cur-
rents z would be one. %e note that all the zeros
are fitted quite closely by this expression, but the
experimental amplitude falls off much more rapid-
ly with modulation than the Bessel function. Thus
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FIG. 10. Cross-sectional areas of the Fermi surface
determined from measured dHvA frequencies for rota-
tion in an (001}plane. The solid lines represent the
values calculated from the three-parameter model for
both central and noncentral extremal sections of the
second-zone hole surface.
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FIG. 11. dHvA amplitude versus modulation field for
B in fll0j direction (E=4.366 ~10 0}. His approximately
46 ko. The solid line is calculated from the Bessel
function J2(27'I'~h~/H } where ~ =0.23. The Bessel func-
tion is multiplied by a constant in order to fit the first
amplitude maximun .
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FIG. 12. dHvA amplitude of high-frequency oscilla-
tions (E-4.1xlo 0) versus angle. The solid line is
calculated for a constant Dingle temperature at 0.75'K.
The dashed line is calculated for an assumed micro-
structure with random variation of the order of 0.01 .

the Bessel function expression must be modified
to include the effects of eddy currents in order to
agree with our experimental amplitudes. Some
calculations have been made including this effect
for the parallel plane geometry. '

Figure 12 shows the dependence of dHvA am-
plitude on angle near the [ill] direction. The
points are not intended to represent absolute am-
plitudes but to illustrate the general behavior of
the amplitude. The terms affecting the a.ngular
dependence of the amplitude are the dHvA frequen-
cy, the effective mass, and the curvature factor
d'(t/dk, '. We have used the effective-mass values

of Spong and Kip, ' Fermi-surface curvatures cal-
culated on our model, and an assumed constant
Dingle temperature of 0. 75 K to calculate the
solid lines of Fig. 12. The solid line has been
fitted to the data at the maximum amplitude at
[ill]. Olle cR11 see tllRt tile expel'1111elItRl Rnlpll-
tudes fall off much more rapidly than the calcu-
lated values. Qne possible explanation is that the
samples may have a microcrystalline structure.
If the sample consists of microcrystals whose axes
have a small angular spread, the dHvA signal mill
be the result of averaging over an appropriate
range of phases. This range of phases will be the
smallest when the frequency has a stationa, ry value
with respect to angle, as in the [111]direction,
and therefore the dHvA amplitude will be larger at
[111]than in its neighborhood. To estimate this
effect, a knowledge of the distribution of micro-
crystals is required, and we have not made such
a determination for our crystals. However, if we
assume a Gaussian distribution of microcrystalline
axes about [ill], following the approach of Priest-
ly, our amplitude measurements would imply that
the substructure has a random variation of the or-
der of 0. 01'. The dashed line in Fig. 8 shows the
results of making this correction and the agree-
ment is now quite satisfactory.

Effective masses measured at symmetry orien-
tations in this work and by Spong and Kip, using
eyelotron resonance, are shown in Table II. Also
shown a,re masses predicted from our model. An-
other second-zone measurement is due to the
dHvA measurements of Priestley, who found a
hole mass of l. 3mo for H in the [ill] direction.
There is good agreement between our measure-
ments and those of Spong and Kip. The scalingfac-
tor giving the ratio between the measured masses
and band misses is between 1.5 and 1.V. This is
about the same as the third-zone scaling factors
determined by Larson and Gordons except that they
give a factor of only 1.3 for the y oscillations.
The discrepancy between the observed masses and
those calculated on the QPW model is observed in
many experiments and has been attributed primar-

TABLE II. Cyclotron masses.

Axis

[100)
L.100)
[111I

dHvA

0.84 +0.07
1.30+0.1
1.36 +0.1

0.8
1.27

m /mo Measured
Cyclo tron
resonance

(Ref. 7)
Empty
lattice

0.93

Three-parameter
model

0.5
0.82
0.89

dHvA

1.68
1.59
1.52

Cyclotron
resonance

1.6
1.55
1.57
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uration of the magnetoresistance at all orientations
of magnetic field. This result would appear to
contradict the measurements of Parker and Bal-
comb' who find that the resistance depends linear-
ly upon magnetic field at high fields. However,
they explain their results by assuming that mag-
netic breakdown occurs at high fields a,nd this ex-
planation is consistent with our observation of
very high-frequency oscillations, some of which
we attribute to magnetic breakdown.

Optical experiments have shown a.bsorption
peaks at about 1.2 and 1.6 eV in aluminum.
Both peaks can probably be explained by interband
transitions near W (see Fig. 13). The 1.2-eV peak
may result from transitions in the immediate vi-
cinity of W, while the 1.6-eV transitions take
place slightly farther from W, for example, for
initial state % vectors lying in the [111]Brillouin-
zone faces.

As part of the calculation of optimum model po-
tential parameters, it has been necessary to ca.l-
culate volumes enclosed by constant energy sur-
fa,ces. From these results the density of states
%(E) has been determined (Fig. 14). Only the
third-zone electrons and second-zone holes con-
tribute over the small energy range shown. It

FIG. 13. Energy bands near W calculated from the
three-parameter model. The arrows show energy dif-
ferences of 1.2 or 1.6 eV and indicate our interpretation
of regions contributing to the optical peaks.

ily to electron-phonon interactions. 26 This effect
may be taken into account in an approximate way
by replacing the kinetic terms 5 (k+K)~/2m in Eq.
(1) by o!h (k+ K) /2m, where u is estimated to
be about —', . This correction changes the kinetic
energy and therefore the mass of the electrons,
but not the shape of the Fermi surface itself.

With the parameters chosen to fit dHvA results
[Eq. (2)], we have calculated the band structure
near the Fermi surface. The results a,re very
similar to those shown by Ashcroft" and conse-
quently we present only the energy values at sym-
metry points in Table III, From this table we note
that there are no third-band electrons at the sym-
metry point 8', showing that the third band is not
multiply connected. Therefore, we would expect
no open orbits in aluminum, and consequently sat-

2.0

I.O—

FE
~EF

37.2
28.7
27.1

0

19.48
17.77
10.12
8.47

19.87
11.39
10.29
9.63

25.90
25.36
7.16
6.71

12.96
11.98
10.79
10.79

TABLE III. Energy levels at symmetry points (in eV).

]

0.83 O,ee0.84 0.85 0.86 0.87 0.89
E (Ry)

FIG. 14. Density of states Xz and Fermi energy E&
calculated from the three-parameter model. gq and P.~
represent the second-band hole and third-band electron
contributions to the density of states, respectively. The
diagram shows only the energy region over which the
first band is full and the fourth band is empty. The
dashed line shows the free-electron density of states.
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can be seen that the model predicts almost the
same value for the density of states at the Fermi
surface K(Zz) as that resulting from the single
OPW model; the slope K'(E~) is greater, however
The density of states determined from low-tem-
perature electronic specific-heat measurements
is about 1.6 times the calculated 0t(Ez) agreeing
well with the mass enhancement results, as ex-
pected.

VI. SUMMARY

From the third-zone low-frequency dHvA ex-
periments of Larson and Gordon and our second-
zone high-frequency dHvA measurements, we have
determined two Fourier coefficients of a local
pseudopotential. With this potential we have cal-
culated a Fermi surface in good agreement with
experiment. In addition, the band structure and

density of states near the Fermi energy have been
obtained.
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Note added in Proof. Bos and Lynch [L. W. Bos
and D. W. Lynch (unpublished)] have also mea-
sured optical absorption in aluminum and have not
observed the structure at 1.2 eV but have found a
peak at about 0. 5 eV. (Dresselhaus et af. did not
make measurements down to 0. 5 eV. ) Both Dres-
selhaus [G. Dresselhaus (private communication)]
and Brust [D. Brust, Phys. Letters 31A, 289
(1970)] have calculated the dielectric function for
aluminum using the Ashcroft parameters. They
find absorption peaks at energies of about twice
the values of the pseudopotential parameters, that
is, at about Q. 5 and 1.6 eV, but they find no struc-
ture near 1.2 eV. Since our parameters are nearly
the same as those of Ashcroft, a calculation of the
dielectric function using our parameters also
would be expected to show no structure at 1.2 eV.
It is not clear at the present time whether a dis-
crepancy exists between experiment and calcula-
tion, but both need further study.
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Study of the Interaction of Light with Rough Metal Surfaces. I. Experiment*
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This paper describes measurements of the ref lectivity, scattering, and transmission of light
by metals with rough surfaces. For surfaces whose roughness is very short ranged, the ratio
of rough-surface reflectivity to smooth-surface ref lectivity varies exponentially as A, both
above the plasmon frequency and in regions where e~» ]a& ]. In the latter regions for these roughsur-
faces, the scattered intensity follows a A, wavelength variation. For surfaces which are more
wavy, the reflectivity and scattered light vary less rapidly with wavelength. Well below the
plasmon frequency, additional fields not present on smooth surfaces, butcoming from induced
extra currents and dipoles on rough surfaces, add coherently to the specular beam, with a res-
onant wavelength variation. Near the plasmon frequency there is extra absorption. We have
studied the angular variation of the scattered light, and have observed additional incoherent
light associated with these extra dipoles and currents. We compare the experimental results
with the scalar scattering theory and make some general comments about the properties of
surface dipoles and currents.

I. INTRODUCTION

Light reflected from a smooth homogeneous
surface is found only in the specular beam, and
its intensity, given by Fresnel's equations, de-
pends upon the polarization of the incident light,
the angle of incidence, and the dielectric proper-
ties of the bulk medium. When light is reflected
from rough surfaces, two new phenomena occur.
Firstly, the condition of specularity is relaxed
and scattered light is found away from the spec-
ular beam, with a reduction in the specular in-
tensity. Fresnel's equations are no longer valid.
Secondly, additional currents may be excited, and

dipoles induced across pits and bumps on the sur-
face. These can give rise to additional fields
which mix with the specular and scattered inten-
sltles ~

Early theories of the reflection of light from
rough surfaces have neglected the effects of ad-
ditional currents and dipoles. The best-known
theory is the "scalar scattering" theory. ' This
considers just the phase modulation of the inci-
dent and outgoing light by the height variations
along the surface. The specular and scattered
light are found by summing the radiation from
Huygens wavelets on the surface. The radiation
distribution thus depends upon the phase of the
wavelets —determined by the phase of the inci-

dent field when it reaches a point of the surface-
and upon their correlation over the surface. If
the height variation is assumed to be normally
distributed about its mean with an rms deviation
0, the scalar scattering theory predicts the ratio
of the specular ref lectivity of a rough surface to

-(4~v/x) 2thatof asmoothsurfaceto varyas R„/R, =e '4"'~',
and the theory similarly makes predictions about
the angular distribution of the scattered light.
The scalar scattering theory is energy conserving-
all the light lost from the specular beam should
appear in the scattered distribution. However,
the approximations of the development in Ref. 1
are such that this is only so if the typical distance
for variation along the surface a is of the order or
greater than A.

The scalar scattering theory is a simple ap-
proach to the interaction of light with rough metal
surfaces. It neglects the vector nature of the radi-
ation field and it neglects the distortion of the in-
cident and outgoing fields near the local surface.

A new approach is that of Twersky and
Berreman. ' These authors have considered models
representing rough surfaces, models in which it
is possible to solve exactly for the electromag-
netic fields. The models have consisted of ran-
domly distributed hemispherical bosses, pits, 2nd
closely associated shapes on otherwise smooth
surfaces. These calculations have been made in


