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#### Abstract

In the first paper of this series, we located $T_{c}$ for an arbitrary distribution of impurity bonds $P\left(E_{2}\right)$ and, for a particular $P\left(E_{2}\right)$ with a narrow width, we found that the specific heat fails to be analytic at $T_{c}$, although it is infinitely differentiable there. In this paper, we generalize this conclusion to an arbitrary distribution $P\left(E_{2}\right)$.


## I. INTRODUCTION

In the first paper of this series, ${ }^{1}$ we introduced a two-dimensional Ising model in which the horizontal energies $E_{1}$ are all fixed and all the vertical bonds $E_{2}(j)$ between the $j$ th row and the $(j+1)$ th row are fixed, but $E_{2}(j)$ is allowed to depend on $j$. Furthermore, the energies $E_{2}(j)$ are treated as random variables such that if $j \neq j^{\prime}, E_{2}(j)$ and $E_{2}\left(j^{\prime}\right)$ are independent and are each described by a tem-perature-independent probability density $P\left(E_{2}\right)$. For this Ising model, we showed that with probability 1 the thermodynamic limit of the free energy
per site exists and is the same for all Ising models of the collection specified by $P\left(E_{2}\right)$.

For this random Ising lattice we located $T_{c}$ by the general formula

$$
0=\int_{0}^{\infty} d E_{2} P\left(E_{2}\right) \ln \left[z_{2 c}^{2}\left(\frac{1+z_{1 c}}{1-z_{1 c}}\right)^{2}\right],
$$

where

$$
\begin{equation*}
z_{i}=\tanh \beta E_{i}, \quad i=1,2 \tag{1.2}
\end{equation*}
$$

and the subscript $c$ means $T=T_{c}$. To justify calling the $T_{c}$ located from (1.1) a critical temperature, we would like to show that the specific heat
$C_{H}$ at $H=0$ fails to be an analytic function of $T$ at $T_{c}$. In I we made no such statement for a general distribution function $P\left(E_{2}\right)$. Instead, we considered the special case

$$
\begin{align*}
\mu(\lambda) & =N \lambda_{0}^{-N} \lambda^{N-1} & & \text { for } 0 \leq \lambda \leq \lambda_{0}  \tag{1.3}\\
& =0 & & \text { otherwise }
\end{align*}
$$

where

$$
\begin{equation*}
\lambda=z_{2}^{2} \tag{1.4}
\end{equation*}
$$

and

$$
\begin{equation*}
P\left(E_{2}\right) d E_{2}=\mu(\lambda) d \lambda, \tag{1.5}
\end{equation*}
$$

and showed that the terms in $C_{H=0}$ that are of order 1 as $N \rightarrow \infty$ are analytic except at the $T_{c}$ defined by (1.1). Moreover, we showed that at this $T_{c}$ these terms in $C_{H=0}$, even though they fail to be analytic, are infinitely differentiable functions of the real variable $T$.

The purpose of this paper is to generalize the conclusion of I from the special case (1.3) to the general case of an arbitrary probability distribution $P\left(E_{2}\right)$. More specifically, we show that for any $P\left(E_{2}\right), C_{H=0}$ fails to be an analytic function of $T$ at the $T_{c}$ defined by (1.1), and that at $T_{c}$ the form of the singularity is the same as that found in I for the special case (1.3) unless $P\left(E_{2}\right)=\delta\left(E_{2}-E_{2}^{0}\right)$. We also show that if

$$
\begin{equation*}
P\left(E_{2}\right) \neq 0 \text { only if } E_{2}^{\prime}<E_{2}<E_{2}^{0}, \tag{1.6}
\end{equation*}
$$

then $C_{H=0}$ is an analytic function of $T$ if $T$ is low enough so that

$$
\begin{equation*}
\left(1-z_{1}\right) /\left(1+z_{1}\right)<z_{2}^{\prime} \tag{1.7a}
\end{equation*}
$$

or high enough so that

$$
\begin{equation*}
z_{2}^{0}<\left(1-z_{1}\right) /\left(1+z_{1}\right) . \tag{1.7b}
\end{equation*}
$$

However, we have not been able to prove the stronger statement that, if $T$ is such that (1.7) does not hold, then $C_{H=0}$ fails to be analytic only at $T_{c}$.

## II. FORMULATION OF PROBLEM

In I we showed that the free energy of the random lattice is given by

$$
\begin{align*}
F_{r}= & -\beta\left[\ln \left(\cosh \beta E_{1}\right)+\int_{0}^{\infty} d E_{2} P\left(E_{2}\right) \ln \cosh \beta E_{2}\right. \\
& +(4 \pi)^{-1} \int_{-\pi}^{\pi} d \theta \ln \left|1+z_{1} e^{i \theta}\right|^{2}+(2 \pi)^{-1} \int_{-\pi}^{0} d \theta \\
& \left.\times \int_{0}^{\infty} d x \nu(x) \int_{0}^{\infty} d E_{2} P\left(E_{2}\right) \ln \left(a^{2}+b^{2}+a z_{2}^{2} x^{-1}\right)\right] \tag{2.1}
\end{align*}
$$

where

$$
\begin{equation*}
a=-2 z_{1} \sin \theta\left|1+z_{1} e^{i \theta}\right|^{-2} \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
b=\left(1-z_{1}^{2}\right)\left|1+z_{1} e^{i \theta}\right|^{-2} . \tag{2.3}
\end{equation*}
$$

Furthermore, in (2.1) the function $\nu(x)$ is zero unless

$$
\begin{equation*}
a x_{0}(1)<a x<a^{2}+b^{2} \tag{2.4}
\end{equation*}
$$

where

$$
\begin{equation*}
x_{0}(\lambda)=(2 a)^{-1}\left\{a^{2}+b^{2}-\lambda+\left[\left(a^{2}+b^{2}-\lambda\right)^{2}+4 \lambda a^{2}\right]^{1 / 2}\right\}, \tag{2.5}
\end{equation*}
$$

with

$$
\begin{align*}
x_{0}(\lambda)^{-1}= & (2 a \lambda)^{-1}\left\{-\left(a^{2}+b^{2}-\lambda\right)\right. \\
& \left.+\left[\left(a^{2}+b^{2}-\lambda\right)^{2}+4 \lambda a^{2}\right]^{1 / 2}\right\}, \tag{2.6}
\end{align*}
$$

and, if (2.4) holds (and $a>0$ ), $\nu(x)$ satisfies the integral equation

$$
\begin{align*}
\nu(x)= & \frac{b^{2}}{(x-a)^{2}} \int_{x_{0}(1)}^{\min \left[(x-a) /\left(a^{2}+b^{2}-a x\right),\left(a^{2}+b^{2}\right) / a\right]} d x^{\prime} \\
& \times x^{\prime} \nu\left(x^{\prime}\right) \mu\left(x^{\prime} \frac{a^{2}+b^{2}-a x}{x-a}\right) \tag{2.7}
\end{align*}
$$

In this paper we show that for any $P\left(E_{2}\right), F_{r}$ fails to be analytic at $T=T_{c}$, where $T_{c}$ is given by (1.1). By definition, $P\left(E_{2}\right)$ is independent of $T$. Therefore, the first three terms in (2.1) are analytic functions of $T$ for real $T$. To study the last term in (2.1), it is convenient to break the $\theta$ integration into two parts as shown in Eqs. (2.8) and (2.9):

$$
\begin{equation*}
-\pi \leq \theta \leq \epsilon<0 . \tag{2.8}
\end{equation*}
$$

In the case of Eq. (2.8) the resulting expression will be shown to be an analytic function of $T$ when $T$ is real and non-negative,

$$
\begin{equation*}
\epsilon \leq \theta \leq 0 . \tag{2.9}
\end{equation*}
$$

This region will be shown to give rise to an infinitely differentiable singularity at $T_{c}$ of precisely the same nature as that found in I.

$$
\text { III. }-\pi \leq \theta \leq \epsilon<0
$$

We consider the last term in (2.1) with $\theta$ restricted by (2.8):

$$
\begin{align*}
G(T)= & \int_{-\pi}^{\epsilon} d \theta \int_{0}^{\infty} d x \nu(x) \\
& \times \int_{0}^{\infty} d E_{2} P\left(E_{2}\right) \ln \left(a^{2}+b^{2}+a z^{2} / x\right) \tag{3.1a}
\end{align*}
$$

which, by (2.22) of $I$, may be reexpressed as

$$
\begin{equation*}
G(T)=\int_{-\pi}^{\epsilon} d \theta \int_{0}^{\infty} d x \nu(x) \int_{0}^{\infty} d E_{2} P\left(E_{2}\right) \ln \left(z_{2}^{2}+a x\right) \tag{3.1b}
\end{equation*}
$$

Unfortunately, (2.1) is valid only for real $T$ and hence is not particularly suitable for investigating analyticity properties as a function of $T$. There-
fore, to proceed further, we generalize (2.1) and (2.7) to the case that $T$ is complex and lies in some suitable open set containing the positive real $T$ axis. In I we saw that

$$
\begin{align*}
F_{r}= & -\beta^{-1}\left(\ln \left(2 \cosh \beta E_{1}\right)+\int_{0}^{\infty} d E_{2} P\left(E_{2}\right) \ln \cosh \beta E_{2}\right. \\
& +(4 \pi)^{-1} \int_{-\pi}^{\pi} d \theta \ln \left|1+z_{1} e^{i \theta}\right|^{2}+(2 \pi)^{-1} \\
& \left.\times \int_{-\pi}^{0} d \theta \lim _{\Re \rightarrow \infty} \sum_{n=0}^{\pi-1} \ln \frac{C_{n+1}(\theta)}{C_{n}(\theta)}\right) \tag{3.2}
\end{align*}
$$

where $C_{n}(\theta)$ is determined from the recursion relation

$$
\left[\begin{array}{l}
C_{n+1}(\theta)  \tag{3.3a}\\
D_{n+1}(\theta)
\end{array}\right]=\left[\begin{array}{cc}
a^{2}+b^{2} & a \\
a & 1
\end{array}\right]\left[\begin{array}{lc}
1 & 0 \\
0 & z_{2}(n)^{2}
\end{array}\right]\left[\begin{array}{l}
C_{n}(\theta) \\
D_{n}(\theta)
\end{array}\right],
$$

with

$$
\begin{equation*}
C_{0}(\theta)=1, \quad D_{0}(\theta)=0 . \tag{3.3b}
\end{equation*}
$$

Furthermore,

$$
\begin{align*}
\lim _{\mathfrak{K} \rightarrow \infty} & \mathscr{N}^{-1} \sum_{n=0}^{\mathfrak{N}-1} \ln \frac{C_{n+1}(\theta)}{C_{n}(\theta)} \\
& =\lim _{\mathfrak{N} \rightarrow \infty} \mathfrak{N}^{-1} \sum_{n=0}^{\mathbb{N}_{-1}-1} \ln \left(a^{2}+b^{2}+\frac{a \lambda(n) D_{n}}{C_{n}}\right) \tag{3.4}
\end{align*}
$$

In this analysis, $T$ may be made complex. The only change is that now $a, b$, and $z_{2}(n)$ will be complex and hence, in general, $C_{n}$ and $D_{n}$ will be complex. Therefore, if we define $x_{n}$ as in I by

$$
\begin{equation*}
x_{n}=C_{n} / D_{n}, \tag{3.5}
\end{equation*}
$$

then $x_{n}$ will be a complex variable. However, once we make this generalization to complex $x_{n}$ the argument of I goes through and we have

$$
\begin{align*}
\nu(x)= & \int d^{2} x^{\prime} \int_{0}^{\infty} d E_{2} \delta^{2}\left(x-\frac{\left(a^{2}+b^{2}\right) x^{\prime}+a z_{2}^{2}}{a x^{\prime}+z_{2}^{2}}\right) \\
& \times P\left(E_{2}\right) \nu\left(x^{\prime}\right), \tag{3.6}
\end{align*}
$$

where

$$
\begin{equation*}
\delta^{2}(x-\bar{x})=\delta[\operatorname{Re}(x-\bar{x})] \delta[\operatorname{Im}(x-\bar{x})] \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
d^{2} x=d \operatorname{Re} x d \operatorname{Im} x \tag{3,8}
\end{equation*}
$$

In (3.6) the $d^{2} x^{\prime}$ integration is over the entire region of the $x^{\prime}$ plane where $\nu\left(x^{\prime}\right)$ does not vanish. In terms of $\nu(x)$ defined by (3.6) we find that for complex $T, F_{r}$ is given by (2.1), except that the one-dimensional integral over $d x$ is replaced by the
two-dimensional integral over $d^{2} x$. Therefore, $G$ will be an analytic function of $T$ for $T$ real if

$$
\begin{align*}
\bar{G}(T)= & \int_{-\pi}^{\epsilon} d \theta \int d^{2} x \nu(x) \int_{0}^{\infty} d E_{2} P\left(E_{2}\right) \\
& \times \ln \left(a^{2}+b^{2}+a z_{2}^{2} x^{-1}\right) \\
= & \int_{-\pi}^{\epsilon} d \theta \int d^{2} x \nu(x) \int_{0}^{\infty} d E_{2} P\left(E_{2}\right) \ln \left(z_{2}^{2}+a x\right) \tag{3.9}
\end{align*}
$$

is an analytic function of $T$ for $T$ in an open set including the positive real $T$ axis.

When $T$ is real, $\nu(x)$ vanishes unless (2.4) holds. When $T$ is complex, however, $\nu(x)$ does not have the property that it is zero unless $x$ is confined to some suitable one-dimensional subset of the $x$ plane On the other hand, $\nu(x)$ does have the property that, when $a \neq 0$, it vanishes unless $x$ is in some bounded region $R$ of the complex $x$ plane.

To determine this region we note that the homographic transformation appearing in (3.6),

$$
\begin{equation*}
x=\left[\left(a^{2}+b^{2}\right) x^{\prime}+a z_{2}^{2}\right] /\left(a x^{\prime}+z_{2}^{2}\right), \tag{3.10}
\end{equation*}
$$

may be rewritten as

$$
\begin{equation*}
\frac{x-x_{0}}{x+x_{0}^{-1} z_{2}^{2}}=B^{2} \frac{x^{\prime}-x_{0}}{x^{\prime}+x_{0}^{-1} z_{2}^{2}} \tag{3.11}
\end{equation*}
$$

where

$$
\begin{align*}
B^{2} & =\frac{z_{2}^{2}\left(x_{0}-a\right)}{x_{0}\left(z_{2}^{2}+a x_{0}\right)} \\
& =\frac{a^{2}+b^{2}+z_{2}^{2}-\left[\left(a^{2}+b^{2}-z_{2}^{2}\right)^{2}+4 a^{2} z_{2}^{2}\right]^{1 / 2}}{a^{2}+b^{2}+z_{2}^{2}+\left[\left(a^{2}+b^{2}-z_{2}^{2}\right)^{2}+4 a^{2} z_{2}^{2}\right]^{1 / 2}} . \tag{3.12}
\end{align*}
$$

The points $x_{0}\left(z_{2}^{2}\right)$ and $-z_{2}^{2} x_{0}^{-1}\left(z_{2}^{2}\right)$ are the fixed points of the transformation (3.10). Furthermore, if

$$
\begin{equation*}
a \geq \bar{\epsilon}>0 \tag{3.13}
\end{equation*}
$$

then $E_{2}$ is real, and $T$ is sufficiently close to the real axis

$$
\begin{equation*}
|B|^{2}<1, \tag{3.14}
\end{equation*}
$$

and it is possible to separate the curves $x_{0}\left(z_{2}^{2}\right)$ and $z_{2}^{2} x_{0}^{-1}\left(z_{2}^{2}\right)$ by a circle $C$ that encloses $x_{0}\left(z_{2}^{2}\right)$ but not $z_{2}^{2} x_{0}^{-1}\left(z_{2}^{2}\right)$. As long as (3.13) is satisfied, it is possible to find an open set $S$ which contains the real positive $T$ axis such that any transformation of the type (3.10) will transform the circle $C$ into its interior. ${ }^{2} S$ clearly is a function of $\bar{\epsilon}$ and of $C$. Call the interior of such a separating circle $R$. Then, since $\nu(x)$ satisfies (3.6), we conclude that if $a \neq 0$ and $T \in S$,

$$
\begin{equation*}
\nu(x)=0 \text { if } x \notin R . \tag{3.15}
\end{equation*}
$$

The region $R$ so defined is clearly not the smallest region in which (3.15) holds, but for the present
purposes it is sufficient.
For each $\bar{\epsilon} \neq 0$ the set $R$ is bounded. Therefore, we note with Furstenberg ${ }^{3}$ that the solution of (3.6) may be written as

$$
\begin{equation*}
\nu(x)=\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=1}^{n} \int_{R} K_{k}(x, y) \nu^{\prime}(y) d^{2} y \tag{3.16}
\end{equation*}
$$

where $\nu^{\prime}(y)$ is some arbitrary function

$$
K_{1}(x, y)=\int_{0}^{\infty} d E_{2} \delta^{2}\left(x-\frac{\left(a^{2}+b^{2}\right) y+a z_{2}^{2}}{a y+z_{2}^{2}}\right) P\left(E_{2}\right)
$$

$$
\begin{equation*}
K_{k}(x, y)=\int_{R} d^{2} \bar{y} K_{k-1}(x, \bar{y}) K_{1}(\bar{y}, y) \tag{3.17}
\end{equation*}
$$

and, since $\nu(x)$ and $K_{1}(x, y)$ may contain $\delta$ functions, equality in (3.16) is meant in the sense that for a class of smooth test functions

$$
\begin{align*}
\int_{R} d^{2} x f n(x) \nu(x)= & \lim _{n \rightarrow \infty} \frac{1}{n} \int_{R} d^{2} x \\
& \times \int_{R} d^{2} y f n(x) \sum_{k=1}^{n} K_{n}(x, y) \nu^{\prime}(y) \tag{3.19}
\end{align*}
$$

With this information on $\nu(x)$, we may investigate the analyticity of $\bar{G}$ defined by (3.9). For $\bar{G}$ to be analytic it is sufficient to prove that if $-\pi \leq \theta \leq \epsilon<0$ and $T \in S$, then

$$
\begin{align*}
g(\theta, T)= & \int_{R} d^{2} x \nu(x) \\
& \times \int_{0}^{\infty} d E_{2} P\left(E_{2}\right) \ln \left(a^{2}+b^{2}+a z_{2}^{2} x^{-1}\right) \tag{3.20}
\end{align*}
$$

is a continuous function of $\theta$ and $T$ together and an analytic function of $T$ for each $\theta$.

We first consider $a \neq 0$ so that

$$
\begin{equation*}
-\pi<-\pi+\epsilon^{\prime} \leq \theta \leq \epsilon<0 \tag{3.21}
\end{equation*}
$$

Then from (3.19) we may write

$$
\begin{align*}
g(\theta, T)= & \lim _{n \rightarrow \infty} \frac{1}{n} \int_{R} d^{2} x \int_{R} d^{2} y \sum_{k=1}^{n} K_{k}(x, y) \nu^{\prime}(y) \\
& \times \int_{0}^{\infty} d E_{2} P\left(E_{2}\right) \ln \left(a^{2}+b^{2}+a z_{2}^{2} x^{-1}\right) \tag{3.22}
\end{align*}
$$

Consider the $k$ th term in the sum

$$
\begin{array}{rl}
\int_{R} d^{2} & x \int_{R} d^{2} y \int_{0}^{\infty} d E_{2} P\left(E_{2}\right) \ln \left(a^{2}+b^{2}+a z_{2}^{2} x^{-1}\right) \\
& \times K_{k}(x, y) \nu^{\prime}(y)=\int_{R} d^{2} x \int_{0}^{\infty} d E_{2}^{(1)} d E_{2}^{(2)} \cdots d E_{2}^{(k)} \\
& \times P\left(E_{2}^{(1)}\right) P\left(E_{2}^{(2)}\right) \cdots P\left(E_{2}^{(k)}\right) \\
& \times \int_{0}^{\infty} d E_{2} P\left(E_{2}\right) \ln \left(a^{2}+b^{2}+a z_{2}^{2} x_{k}^{-1}\right) \nu^{\prime}(x) \tag{3.23}
\end{array}
$$

where $x_{k}$ is the point that $x$ transforms into when acted on by $k$ transformations of the type (3.10) associated with $E_{1}^{(1)} \cdots E_{2}^{(k)}$. Now $\nu^{\prime}(x)$ is an arbitrary function and hence may be chosen to be a function for which (3.17) is a continuous function of $T$ and $\theta$ and an analytic function of $T$ for each $\theta$ when (3.23) holds and $T \in S$. Furthermore,

$$
\int_{0}^{\infty} d E_{2} P\left(E_{2}\right) \ln \left(a^{2}+b^{2}+a z_{2}^{2} x^{-1}\right)
$$

is a function of $x$ whose only singularities lie on the curve

$$
\begin{equation*}
x=-\left[a /\left(a^{2}+b^{2}\right)\right] z_{2}^{2} \quad\left(0 \leq z_{2}<1\right) \tag{3.24}
\end{equation*}
$$

and at the (possibly isolated) point $x=0$. However, if $a \neq 0$ and $T \in S_{\epsilon}$, this curve does not intersect the set $R$. Therefore, we conclude that when (3.21) holds and $T \in S_{\epsilon}$, Eq. (3.23) is a continuous function of $\theta$ and $T$ and an analic function of $T$ for each $\theta$. But this argument is independent of $k$. Therefore, $g(\theta, T)$ possesses the same properties just shown to hold for (3.23) and hence

$$
\int_{-\pi+\epsilon^{\prime}}^{\epsilon} d \theta g(\theta, T)
$$

is an analytic function of $T$.
To complete the proof that $\bar{G}(T)$ is an analytic function of $T$ for $T \in S_{\epsilon}$ we must consider

$$
\begin{equation*}
-\pi \leq \theta \leq-\pi+\epsilon^{\prime} \tag{3.25}
\end{equation*}
$$

As $\theta \rightarrow-\pi$,

$$
\begin{equation*}
a(\theta) \rightarrow 0 \text { and } b(\theta) \rightarrow\left(1+z_{1}\right) /\left(1-z_{1}\right) \tag{3.26}
\end{equation*}
$$

Therefore for all positive $E_{2}$

$$
\begin{equation*}
x_{0}(\lambda) \sim\left(b^{2}-\lambda\right) / a \tag{3.27}
\end{equation*}
$$

and the previous argument will break down. However, if we rescale variables by defining

$$
\begin{equation*}
x_{>}=a x \tag{3.28}
\end{equation*}
$$

and

$$
\begin{equation*}
\nu_{>}\left(x_{>}\right) d^{2} x_{>}=\nu(x) d^{2} x \tag{3.29}
\end{equation*}
$$

we find

$$
\begin{align*}
\int_{-\pi}^{-\pi+\epsilon^{\prime}} & d \theta \int_{R} d x \nu(x) \int_{0}^{\infty} d E_{2} \ln (\lambda+a x)=\int_{-\pi}^{-\pi+\epsilon^{\prime}} d \theta \\
& \times \int_{R_{>}} d x_{>} \nu_{>}\left(x_{>}\right) \int_{0}^{\infty} d E_{2} P\left(E_{2}\right) \ln \left[\lambda+x_{>}\right] \tag{3.30}
\end{align*}
$$

where $\nu_{>}\left(x_{>}\right)$satisfies the equation

$$
\begin{align*}
\nu_{>}\left(x_{>}\right)= & \int_{R_{>}} d^{2} x_{>}^{\prime} \int_{0}^{\infty} d E_{2} \delta^{2} \\
& \times\left(x_{>}-\frac{\left(a^{2}+b^{2}\right) x_{>}^{\prime}+a^{2} z_{2}^{2}}{x_{>}^{\prime}+z_{2}^{2}}\right) P\left(E_{2}\right) \nu\left(x_{>}^{\prime}\right) . \tag{3.31}
\end{align*}
$$

The transformation

$$
\begin{equation*}
x_{>}=\left[\left(a^{2}+b^{2}\right) x_{>}^{\prime}+a^{2} z_{2}^{2}\right] /\left(x_{>}^{\prime}+z_{2}^{2}\right), \tag{3.32}
\end{equation*}
$$

which appears in (3.31) may be rewritten as

$$
\begin{equation*}
\frac{x_{>}-a x_{0}}{x_{>}+a x_{0}^{-1} z_{2}^{2}}=B^{2} \frac{x_{>}^{\prime}-a x_{0}}{x_{>}^{\prime}+a x_{0}^{-1} z_{2}^{2}} \tag{3.33}
\end{equation*}
$$

When (3.25) holds, we conclude from (3.27) that the locus of fixed points $a x_{0}\left(z_{2}^{2}\right)$ and $a z_{2}^{2} x_{0}^{-1}\left(z_{2}^{2}\right)$ may be separated by a circle that encloses all points of the curve $a x_{0}\left(z_{2}^{2}\right)$, and this circle encloses a bounded region. Furthermore, because of (3.27), we see that (3.14) continues to hold for $T \in S$ even when $\theta=-\pi$. Therefore, the previous argument may be carried through to show that the region $R_{>}$outside of which $\nu_{>}\left(x_{>}\right)$vanishes is bounded when (3.25) holds and does not intersect the line

$$
\begin{equation*}
x_{>}=-z_{2}^{2} . \tag{3.34}
\end{equation*}
$$

Hence if $T \in S$, Eq. (3.30) is a continuous function of $\theta$ and $T$ and an analytic function of $T$ for fixed $\theta$. Thus we have established that $\bar{G}$ (and hence $G$ ) is an analytic function of $T$ for $T$ real and non-negative.

$$
\text { IV. } \epsilon \leq \theta \leq 0
$$

When $\theta \rightarrow 0$, the arguments of Sec. III fail because, even if we make a scale change of variables like $x_{>}=a x$, it is not possible to separate the curves $x_{0}\left(z_{2}^{2}\right)$ and $z_{2}^{2} x_{0}^{-1}\left(z_{2}^{2}\right)$ by a circle of finite radius that intersects neither curve when $\theta=0$. However, there are types of restrictions that may be placed on $P\left(E_{2}\right)$ which will allow the previous argument to be made for $\theta=0$. In particular, there are two cases for which we may therefore easily show that the free energy is an analytic function of $T$ :

$$
\begin{equation*}
\mu(\lambda) \neq 0 \text { only if } \lambda_{0}^{\prime}<\lambda<\lambda_{0}<b^{2}(0) \tag{4.1a}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu(\lambda) \neq 0 \text { only if } b^{2}(0)<\lambda_{0}^{\prime}<\lambda<\lambda_{0} . \tag{4.1b}
\end{equation*}
$$

In the first case, if all $E_{2}(j)$ were increased to the maximum allowed value $E_{2}^{0}$, the lattice would still be above $T_{c}$. In the second case, if all $E_{2}(j)$ were decreased to the minimum allowed value $E_{2}^{\prime}$, the lattice would still be below $T_{c}$.

From (3.7) of I we see that for real $T, \nu(x)$ is nonzero only if

$$
\begin{equation*}
x_{0}\left(\lambda_{0}\right)<x<x_{0}\left(\lambda_{0}^{\prime}\right) . \tag{4.2}
\end{equation*}
$$

If (4.1a) holds, then $x_{0}\left(\lambda_{0}\right) \rightarrow \infty$ as $\theta \rightarrow 0$. Therefore, as in the case $\theta \rightarrow-\pi$, we may define $x_{>}=a x$ and the argument of Sec. III may be carried through word for word. Therefore if (4.1a) holds, $F_{r}$ is an analytic function of $T$ for $T$ real and positive.

Similarly, if (4.1b) holds, then $x_{0}\left(\lambda_{0}^{\prime}\right) \rightarrow 0$ as $\theta \rightarrow 0$. Accordingly, we define

$$
\begin{equation*}
x_{<}=x / a \tag{4.3a}
\end{equation*}
$$

and

$$
\begin{equation*}
\nu_{<}\left(x_{<}\right) d^{2} x_{<}=\nu(x) d^{2} x \tag{4.3b}
\end{equation*}
$$

Then the contribution to $F_{r}$ from $\epsilon \leq \theta \leq 0$ is

$$
\begin{align*}
& \int_{\epsilon}^{0} d \theta \int_{R_{<}} d^{2} x_{<} \nu_{<}\left(x_{<}\right) \\
& \quad \times \int_{0}^{\infty} d E_{2} P\left(E_{2}\right) \ln \left(a^{2}+b^{2}+z_{2}^{2} / x_{<}\right) \tag{4.4}
\end{align*}
$$

when $R_{<}$is the region in which $\nu_{<}\left(x_{<}\right)$is nonzero. For $T$ real, $R_{<}$is the segment of the real axis

$$
x_{0}\left(\lambda_{0}\right) / a \leq x_{<} \leq x_{0}\left(\lambda_{0}^{\prime}\right) / a .
$$

For $T$ complex, even for $\theta \rightarrow 0$, the curve $x_{0}(\lambda) / a$ for $E_{2}^{\prime}<E_{2}^{0}$ may be separated from the curve $z_{2}^{2} x_{0}^{-1}(\lambda) / a$ by a circle of finite radius which contains $x(\lambda) / a$. Therefore, we can apply the argument of Sec. III to conclude that if $T$ is small enough so that (4.1b) holds, then $F_{r}$ is an analytic function of $T$ for $T$ real and positive.

When (4.1) does not hold, this general argument cannot be made for the region $\theta \rightarrow 0$, and hence it is possible that this region may give a nonanalytic contribution to $F_{r}$.

When $\theta=0$, the recursion relation (3.3) degenerates to

$$
\left[\begin{array}{l}
C_{n+1}(0)  \tag{4.5}\\
D_{n+1}(0)
\end{array}\right]=\left[\begin{array}{cc}
b^{2}(0) & 0 \\
0 & z_{2}^{2}(n)
\end{array}\right]\left[\begin{array}{l}
C_{n}(0) \\
D_{n}(0)
\end{array}\right] .
$$

Consequently, as noted in I, the associated stationary distributions for real $T$ are either

$$
\begin{equation*}
\nu(x)=\delta(x) \tag{4.6a}
\end{equation*}
$$

or

$$
\begin{equation*}
\nu(x)=\left(1 / x^{2}\right) \delta(1 / x) . \tag{4.6b}
\end{equation*}
$$

The first expression gives the minimum contribution to the free energy if

$$
\begin{equation*}
\int_{0}^{1} d E_{2} P\left(E_{2}\right) \ln \left(z_{2}^{2} / b^{2}\right)>1, \tag{4.7a}
\end{equation*}
$$

while the second expression gives the minimum contribution to the free energy if

$$
\begin{equation*}
\int_{0}^{1} d E_{2} P\left(E_{2}\right) \ln \left(z_{2}^{2} / b^{2}\right)<1 \tag{4.7b}
\end{equation*}
$$

Accordingly, our strategy will be to find an approximate expression for $\nu(x)$ which reduces to (4.6) for $\theta=0$. In studying such approximations we restrict $T$ to be real and consider the analyticity properties of $F_{r}$, only after an explicit approximation to the nonanalytic part is obtained. This procedure will allow us to demonstrate that $F_{r}$ is not analytic at $T_{c}$. Furthermore, as in I, it will also provide us with an approximation to the singularity at $T_{c}$. However, it is not possible to rigorously discuss the sense in which this leading approxima-
tion to the singularity at $T_{c}$ is valid.
We first study the equation obtained from (2.7) by setting $a=0$ while keeping $x$ fixed and of order 1. Then, if we call the resulting function $\nu_{0}(x)$, we have

$$
\begin{equation*}
\nu_{0}(x)=b^{2} x^{-2} \int_{0}^{x b^{-2}} d x^{\prime} \nu_{0}\left(x^{\prime}\right) x^{\prime} \mu\left[x^{\prime}\left(\frac{b^{2}}{x}\right)\right] \tag{4.8}
\end{equation*}
$$

This equation has several solutions. First of all, it has the solutions given by (4.6). However, for our purposes it is necessary to realize that (4.8) has two other solutions, both of the form

$$
\begin{equation*}
\nu_{0}(x)=c x^{-1+6} \tag{4.9}
\end{equation*}
$$

where $\delta$ satisfies

$$
\begin{equation*}
1=\int_{0}^{1} d t\left(t / b^{2}\right)^{6} \mu(t) \tag{4.10}
\end{equation*}
$$

Clearly $\delta=0$ satisfies (4.10), since by definition

$$
\begin{equation*}
\int_{0}^{1} d t \mu(t)=1 \tag{4.11}
\end{equation*}
$$

However, since this solution is independent of $T$, it is useless for our purposes.

To see that (4.10) has one more solution consider the function

$$
\begin{equation*}
f(\delta)=\int_{0}^{1} d t\left(t / b^{2}\right)^{6} \mu(t) \tag{4.12}
\end{equation*}
$$

Since (4.1) is assumed not to hold, it is clear that unless in (4.1) we let

$$
\begin{equation*}
\lambda_{0}=b^{2} \text { or } \lambda_{0}^{\prime}=b^{2} \tag{4.13}
\end{equation*}
$$

then as $\delta \rightarrow \pm \infty$

$$
\begin{equation*}
f(\delta) \rightarrow \infty \tag{4.14}
\end{equation*}
$$

[The cases where (4.13) hold may be studied by considering the $\delta \rightarrow \pm \infty$ limit of our final expression.] Furthermore,

$$
\begin{equation*}
f^{\prime \prime}(\delta)=\int_{0}^{1} d t\left[\ln \left(t / b^{2}\right)\right]^{2}\left(t / b^{2}\right)^{6} \mu(t)>0 \tag{4.15}
\end{equation*}
$$

Combining (4.14) and (4.15) and the fact that $f(0)$ $=1$, we see that if $f^{\prime}(0) \neq 0$, there are two and only two values of $\delta$ which satisfy (4.10). However, if

$$
\begin{equation*}
\int_{0}^{1} d t \ln \left(t / b^{2}\right) \mu(t)=f^{\prime}(0)=0 \tag{4.16}
\end{equation*}
$$

the fixed solution at $\delta=0$ and the moving solution coincide.
Equation (4.16) is precisely Eq. (1.1), which determines $T_{c}$. Near $T_{c}$ when $\delta \sim 0$ we may expand (4.10) to find that to leading order, $\delta$ is related to $T-T_{c}$ by

$$
\begin{equation*}
\delta \sim \frac{2 \int_{0}^{1} d t \mu(t) \ln \left(t / b^{2}\right)}{\int_{0}^{1} d t \mu(t)\left[\ln \left(t / b^{2}\right)\right]^{2}} \tag{4.17}
\end{equation*}
$$

As an example, consider the case studied in I:

$$
\begin{align*}
\mu(\lambda) & =N \lambda_{0}^{-N} \lambda^{N-1}, & & 0 \leq \lambda \leq \lambda_{0} \\
& =0, & & \text { otherwise } \tag{4.18}
\end{align*}
$$

where $N$ is large. Then

$$
\begin{equation*}
\int_{0}^{1} d t \mu(t) \ln \left(t / b^{2}\right)=\ln \left(\lambda_{0} / b^{2}\right)-1 / N \tag{4.19a}
\end{equation*}
$$

and

$$
\begin{align*}
& \int_{0}^{1} d t \mu(t)\left[\ln \left(t / b^{2}\right)\right]^{2}=\left[\ln \left(\lambda_{0} / b^{2}\right)\right]^{2} \\
&-2 N^{-1}\left[\ln \left(\lambda_{0} / b^{2}\right)-1 / N\right] \tag{4.19b}
\end{align*}
$$

Therefore, $T=T_{c}$ when

$$
\begin{equation*}
\ln \left(\lambda_{0} / b^{2}\right)=N^{-1} \tag{4.20}
\end{equation*}
$$

and to leading order in $T-T_{c}$ and $N, \delta$ is given by

$$
\begin{equation*}
\delta \sim-2 N^{-2}\left[\ln \left(b^{2} / \lambda_{0}\right)+N^{-1}\right] \sim 2 N^{-2}\left(b^{2} \lambda_{0}^{-1}-1+N^{-1}\right) \tag{4.21}
\end{equation*}
$$

Combining (4.21) with (4.18) of I, we see that to leading order the $\delta$ of this paper and the $\delta$ of I are identical.
The function $\nu_{0}(x)$ is not integrable over the range 0 to $\infty$ and thus is not by itself a stationary distribution. However, when $T<T_{c}, \nu_{0}(x)$ fails to be integrable only at $x=0$. Therefore, for $T<T_{c}, \nu_{0}(x)$ will in some sense join on to the $\delta$ function (4.6a). Similarly, when $T>T_{c}, \nu_{0}(x)$ fails to be integrable only at $x=\infty$ and hence will in some sense join on to the $\delta$ function (4.6b).

To make these last remarks precise, we first notice that (2.7) reduces to (4.8) not only for $\theta \rightarrow 0$ and $x=0(1)$ but also for

$$
\begin{equation*}
a L<x<\epsilon^{\prime} / a, \tag{4.22}
\end{equation*}
$$

where

$$
\begin{equation*}
\epsilon^{\prime} \ll 1 \text { and } L \gg 1 \tag{4.23}
\end{equation*}
$$

Therefore, to consider in detail how $\nu_{0}(x)$ joins on to (4.6a) when $T<T_{c}$, we consider the region where $a \rightarrow 0$ and $x \rightarrow 0$ in such a fashion that $x_{<}$is fixed. Then if we define

$$
\begin{equation*}
\nu_{<}\left(x_{<}\right) d x_{<}=\nu(x) d x \tag{4.24}
\end{equation*}
$$

and let

$$
\begin{equation*}
\lim \nu_{<}\left(x_{<}\right)=\bar{\nu}_{<}\left(x_{<}\right) \text {as } a \rightarrow 0, \tag{4.25}
\end{equation*}
$$

we find that

$$
\begin{align*}
\bar{\nu}_{<}\left(x_{<}\right)= & \frac{b^{2}}{\left(x_{<}-1\right)^{2}} \int_{(1-b)^{2}-1}^{x_{<-1} / b^{2}} d x_{<}^{\prime} x_{<}^{\prime} \bar{\nu}_{<}\left(x_{<}^{\prime}\right) \\
& \times \mu\left(x_{<}^{\prime} \frac{b^{2}}{x_{<}-1}\right) \tag{4.26}
\end{align*}
$$

for

$$
\begin{equation*}
1 /\left(1-b^{2}\right) \leq x_{<}<\infty \tag{4.27}
\end{equation*}
$$

As $x_{<} \rightarrow \infty$, Eq. (4.26) is approximated as

$$
\begin{gather*}
\bar{\nu}_{<}\left(x_{<}\right) \sim \frac{b^{2}}{x_{<}^{2}} \int_{\tilde{E x}_{<}}^{x_{<} / b^{2}} d x_{<}^{\prime} x_{<}^{\prime} \bar{\nu}_{<}\left(x_{<}^{\prime}\right) \mu\left(x_{<}^{\prime} \frac{b^{2}}{x_{<}}\right) \\
 \tag{4.28}\\
=\frac{1}{b^{2}} \int_{\bar{\epsilon}}^{1} d t t \bar{v}_{<}\left(\frac{t x_{<}}{b^{2}}\right) \mu(t) .
\end{gather*}
$$

But $\bar{\epsilon}$ is arbitrarily small. Therefore, as $x_{<} \rightarrow \infty$,

$$
\begin{equation*}
\bar{\nu}_{<}\left(x_{<}\right) \rightarrow \text { const } \times \nu_{0}\left(x_{<}\right)=C_{<}(\delta) x^{-1+\delta} \tag{4.29}
\end{equation*}
$$

This is integrable at large $x_{<}$for $T<T_{c}$. If $T<T_{c}$ ( $\delta<0$ ), we may normalize $\bar{\nu}_{<}\left(x_{<}\right)$by

$$
\begin{equation*}
\int_{1 /\left(1-b^{2}\right)}^{\infty} d x \bar{\nu}_{<}(x)=1 \tag{4.30a}
\end{equation*}
$$

This integral will exist because of (4.29). However we will also need to consider $\bar{\nu}_{<}\left(x_{<}\right)$when $T>T_{c}$. Therefore, at least if $\delta<1$, it is convenient to normalize $\bar{\nu}_{<}\left(x_{<}\right)$so that
$\int_{1 /\left(1-b^{2}\right)}^{\infty} d x_{<}\left[\bar{\nu}_{<}\left(x_{<}\right)-C_{<}(\delta) x_{<}^{-1+\delta}\right]-\delta^{-1} C_{<}(\delta)\left(1-b^{2}\right)^{-6}=1$.

Clearly, when $\delta<0$, ( 4.30 b ) reduces to (4.30a).
From (4.25), (4.29), and (4.30a) we conclude that when $T<T_{c}, a \sim 0$ and $x / a=O(1)$

$$
\begin{equation*}
\nu(x) \sim(1 / a) \bar{\nu}_{<}(x / a) \tag{4.31}
\end{equation*}
$$

We may use (4.31) in (2.1) to study the contribution to $F_{r}$ from the region $\epsilon \leq \theta \leq 0$ when $T<T_{c}$ and (4.11) does not hold. This gives

$$
\begin{aligned}
& \int_{B}^{0} d \theta \int_{x_{0}(1)}^{\left(a^{2}+b^{2}\right) / a} d x \nu(x) \int_{J}^{1} d \lambda \ln \left(a^{2}+b^{2}+\frac{\lambda a}{x}\right) \mu(\lambda) \\
& \sim \int_{\epsilon}^{0} d \theta \int_{x_{0}(1)}^{\left(a^{2}+b^{2}\right) / a} d x a^{-1} \bar{\nu}_{<}\left(\frac{x}{a}\right) \\
& \quad \times \int_{0}^{1} d \lambda \ln \left(a+b^{2}+\frac{\lambda a}{x}\right) \mu(\lambda) \\
& \sim \int_{\epsilon}^{0} d \theta \int_{\nu /\left(1-b^{2}\right)}^{\infty} d x_{<} \bar{\nu}\left(x_{<}\right) \int_{0}^{1} d \lambda \ln \left(b^{2}+\lambda x_{<}^{-1}\right) \mu(\lambda)
\end{aligned}
$$

This last integral is easily evaluated using the procedure of Sec. 2 of I. Indeed, because of (4.29),

$$
\begin{aligned}
& \int_{1 /\left(1-b^{2}\right)}^{\infty} d x_{<} \bar{\nu}_{<}\left(x_{<}\right) \int_{0}^{1} d \lambda \ln \left(b^{2}+\lambda x_{<}^{-1}\right) \mu(\lambda) \\
& \quad=\int_{1 /\left(1-b^{2}\right)}^{\infty} d x_{<} \bar{\nu}_{<}\left(x_{<}\right) \int_{0}^{1} d \lambda \ln \left(x_{<} \frac{b^{2}+\lambda x_{<}^{-1}}{\lambda}\right)
\end{aligned}
$$

$$
\begin{equation*}
\times \mu(\lambda)-\int_{1 /\left(1-b^{2}\right)}^{\infty} d x_{<} \bar{\nu}_{<}\left(x_{<}\right) \ln x_{<}+\int_{0}^{1} d \lambda \ln \lambda \mu(\lambda) \tag{4.33}
\end{equation*}
$$

In the first integral replace the variable $\lambda$ by

$$
\begin{equation*}
q=x_{<}\left(b^{2}+\lambda x_{<}^{-1}\right) / \lambda, \tag{4.34}
\end{equation*}
$$

to obtain

$$
\begin{align*}
\int_{1 /\left(1-b^{2}\right)}^{\infty} d q & \int_{1 /\left(1-b^{2}\right)}^{(q-1) / b^{2}} d x_{<} \frac{x_{<} b^{2}}{(q-1)^{2}} \bar{\nu}\left(x_{<}\right) \\
& \times \ln q \mu\left(x_{<} \frac{b^{2}}{q-1}\right)-\int_{1 /\left(1-b^{2}\right)}^{\infty} d x_{<} \bar{\nu}_{<}\left(x_{<}\right) \ln x_{<} \\
& +\int_{0}^{1} d \lambda \mu(\lambda) \ln \lambda . \tag{4.35}
\end{align*}
$$

Then we may use (4.26) to show that the first two integrals cancel. Therefore (4.32) reduces to

$$
\begin{equation*}
\int_{\epsilon}^{0} d \theta \int_{0}^{1} d \lambda \mu(\lambda) \ln \lambda=-\epsilon \int_{0}^{1} d \lambda \mu(\lambda) \ln \lambda \tag{4.36}
\end{equation*}
$$

an expression which is clearly an analytic function of $T$ for $T$ real and non-negative.

A similar argument may be used when $T>T_{c}$. Then if we consider $a \rightarrow 0$ and $x \rightarrow \infty$ such that $x$, is fixed, let

$$
\begin{equation*}
\nu_{>}\left(x_{>}\right) d x_{>}=\nu(x) d x \tag{4.37}
\end{equation*}
$$

and define

$$
\begin{equation*}
\lim \nu_{>}\left(x_{>}\right)=\bar{\nu}_{>}\left(x_{>}\right) \quad \text { as } \theta \rightarrow 0 \tag{4.38}
\end{equation*}
$$

We find that (2.7) becomes

$$
\begin{align*}
\bar{\nu}_{>}\left(x_{>}\right)= & \frac{b^{2}}{x_{>}^{2}} \int_{0}^{\min \left[x>/ b^{2}-x_{>}, b^{2}\right]} d x_{>}^{\prime} x_{>}^{\prime} \bar{\nu}_{>}\left(x_{>}^{\prime}\right) \\
& \times \mu\left(x_{>}^{\prime} \frac{b^{2}-x_{>}}{x_{>}}\right) \tag{4.39}
\end{align*}
$$

As $x_{>} \rightarrow 0$, this approaches

$$
\begin{equation*}
\bar{\nu}_{>}\left(x_{>}\right) \sim \frac{b^{2}}{x_{>}^{2}} \int_{0}^{x_{>} / b^{2}} d x_{>}^{\prime} x_{>}^{\prime} \bar{\nu}_{>}\left(x_{>}^{\prime}\right) \mu\left(x_{>}^{\prime} \frac{b^{2}}{x_{>}}\right) \tag{4.40}
\end{equation*}
$$

This is the same equation as (4.8). Therefore, as $x_{>} \rightarrow 0$,

$$
\begin{equation*}
\bar{\nu}_{>}\left(x_{>}\right) \rightarrow \text { const } \times \nu_{0}\left(x_{>}\right)=C_{>}(\delta) x_{>}^{-1+\delta} \tag{4.41}
\end{equation*}
$$

which is integrable at $x_{>}=0$ if $T>T_{c}$. Therefore, if $T>T_{c}, a \sim 0$, and $x a=O(1)$,

$$
\begin{equation*}
\nu(x) \sim a \bar{\nu}_{>}(x a) \tag{4.42}
\end{equation*}
$$

where, if $T>T_{c}(\delta>0)$, we normalize $\bar{\nu}_{>}\left(x_{>}\right)$by the
requirement

$$
\begin{equation*}
\int_{0}^{b^{2}} d x>\bar{\nu}_{>}\left(x_{>}\right)=1 \tag{4.43a}
\end{equation*}
$$

and if $\delta>-1$, we use the condition

$$
\begin{equation*}
\int_{0}^{b^{2}} d x>\left[\bar{\nu}_{>}\left(x_{>}\right)-C_{>}(\delta) x^{-1+\delta}\right]+\delta^{-1} C_{>}(\delta) b^{26}=1 \tag{4.43b}
\end{equation*}
$$

which reduces to (4.43a) if $\delta>0$. Approximation (4.42) gives a contribution to $F_{r}$ from $\epsilon \leq \theta \leq 0$ of

$$
\begin{gather*}
\int_{\epsilon}^{0} d \theta \int_{x_{0}(1)}^{\left(a^{2}+b^{2}\right) / a} d x \nu(x) \int_{0}^{1} d \lambda \mu(\lambda) \ln (\lambda+a x) \\
\\
\sim \int_{\epsilon}^{0} d \theta \int_{0}^{b^{2}} d x>\bar{\nu}_{>}\left(x_{>}\right)  \tag{4.44}\\
\quad \times \int_{0}^{1} d \lambda \mu(\lambda) \ln (\lambda+x)
\end{gather*}
$$

Because (4.43a) holds if $T>T_{c}$, we may proceed as we did for (4.33) to evaluate this expression as

$$
\begin{equation*}
\int_{\epsilon}^{0} d \theta \ln b^{2}=-\epsilon \ln b^{2}, \tag{4.45}
\end{equation*}
$$

which, again, is clearly an analytic function of $T$ for $T$ real and non-negative.

It remains for us to investigate the case $T=T_{c}$. The previous arguments fail because if $T=T_{c}$, then $\delta=0$ and hence $\bar{\nu}_{>}\left(x_{>}\right)$fails to be integrable at $x_{>}$ $\rightarrow 0$. In this case, when $\theta \sim 0$, the dominant contribution to the normalization factor is coming from
the range $x=O(1)$, where $\nu(x)$ is given by const $\times x^{-1}$. When $x \sim a, \nu(x)$ behaves as $\bar{\nu}_{<}(x / a)$, which is integrable at $x \rightarrow 0$. Similarly, when $x \sim 1 / a, \nu(x)$ behaves as $\bar{\nu}_{>}(a x)$, which is integrable as $x \rightarrow \infty$. Therefore, when $<a<x<\epsilon^{1} / a$ and $\delta \sim 0$, we may approximate

$$
\begin{equation*}
\nu(x) \sim \text { const } \times \frac{x^{-1+6}}{\left(\epsilon^{\prime} / a\right)^{6}-(L a)^{6}} \tag{4.46}
\end{equation*}
$$

This is normalized to some fixed constant. As $\delta \rightarrow 0$, it becomes

$$
\begin{equation*}
\nu(x) \sim \text { const } \times \frac{x^{-1}}{\ln \left(\epsilon^{\prime} / L a^{2}\right)} \tag{4.47}
\end{equation*}
$$

For our purposes it is useful to have an approximate expression for $\nu(x)$ which, as $a \rightarrow 0$, reduces to (4.46) if $x=O(1)$ and $\delta \sim 0$, while it reduces to $\bar{\nu}_{>}$if $T>T_{c}, x=O(a)$ and to $\bar{\nu}_{>}$if $T>T_{c}$ and $x$ $=O\left(a^{-1}\right)$. Such an approximation is

$$
\begin{align*}
& \bar{\nu}(x)=\frac{C_{>}(\delta) a^{\delta-1} \bar{\nu}_{<}(x / a)}{C_{<}(\delta) a^{-\delta}+C_{>}(\delta) a^{6}} \\
& \text { if } x<1  \tag{4.48}\\
&=\frac{C_{<}(\delta) a^{-6+1} \nu_{>}(x a)}{C_{<}(\delta) a^{-6}+C_{>}(\delta) a^{6}}
\end{align*} \quad \text { if } x>1 .
$$

Clearly, as $a \rightarrow 0$, if $\delta<0$ and $x=O(a)$, this reduces to $a^{-1} \nu_{<}\left(x_{<}\right)$, while if $\delta>0$ and $x=O(a)$, it reduces to $a \nu_{>}\left(x_{>}\right)$. Furthermore, as $a \rightarrow 0, \nu(x)$ is normalized to 1 since

$$
\begin{align*}
\int_{x_{0}(1)}^{\left(a^{2}+b^{2}\right) / a} d x \bar{\nu}(x)= & \frac{C_{\rangle}(\delta) a^{6}}{C_{<}(\delta) a^{-6}+C_{>}(\delta) a^{6}} \int_{x_{0}(1) / a}^{a^{-1}} d x_{<} \bar{\nu}_{<}\left(x_{<}\right)+\frac{C_{<}(\delta) a^{-6}}{C_{<}(\delta) a^{-6}+C_{>}(\delta) a^{6}} \int_{a}^{a^{2}+b^{2}} d x_{>} \bar{\nu}_{>}\left(x_{>}\right) \\
= & {\left[C_{<}(\delta) a^{-6}+C_{>}(\delta) a^{6}\right]^{-1}\left[C_{>}(\delta) a^{6}\left(\int_{x_{0}(1) / a}^{a^{-1}} d x_{<}\left[\bar{\nu}_{<}\left(x_{<}\right)-C_{<}(\delta) x^{-1+6}\right]+\delta^{-1} C_{<}(\delta)\left\{a^{-6}-\left[x_{0}(1) a^{-1}\right]^{6}\right\}\right)\right.} \\
& \left.+C_{<}(\delta) a^{-6}\left(\int_{a}^{a^{2}+b^{2}} d x_{>}\left[\bar{\nu}_{>}\left(x_{>}\right)-C_{>}(\delta) x_{>}^{-1+6}\right]+\delta^{-1} C_{>}(\delta)\left[\left(a^{2}+b^{2}\right)^{6}-a^{6}\right]\right)\right] \tag{4.49}
\end{align*}
$$

which, using (4.30b) and (4.43b), reduces to $1+O(a)$ (at least if $-1<\delta<1$ ). Finally, we see from (4.30b) that

$$
\begin{equation*}
\lim \delta^{-1} C_{<}(\delta)=-1 \text { as } \delta \rightarrow 0 \tag{4.50a}
\end{equation*}
$$

and from (4.43b) that

$$
\begin{equation*}
\lim \delta^{-1} C_{>}(\delta)=1 \text { as } \delta \rightarrow 0 \tag{4.50b}
\end{equation*}
$$

$$
\begin{gather*}
\int_{\epsilon}^{0} d \theta\left[C_{<}(\delta) a^{-6}+C_{>}(\delta) a^{6}\right]^{-1}\left[\int_{x_{0}(1)}^{1} d x C_{>}(\delta) a^{-1+6} \bar{\nu}_{<}(x / a) \int_{0}^{1} d \lambda \mu(\lambda) \ln \left(a^{2}+b^{2}+a \lambda / x\right)\right. \\
\left.+\int_{1}^{a^{2}+b^{2} / a} d x C_{<}(\delta) a^{-6+1} \bar{\nu}_{>}(x a) \int_{0}^{1} d x \mu(\lambda) \ln \left(a^{2}+b^{2}+a \lambda / x\right)\right] . \tag{4.52}
\end{gather*}
$$

Consider first $-1<\delta<0$. Then (4.52) is conveniently rewritten as

$$
\begin{align*}
\int_{\epsilon}^{0} d \theta\left[C_{<}(\delta) a^{-6}\right. & \left.+C_{>}(\delta) a^{6}\right]^{-1}\left\{\int_{x_{0}(1)}^{\infty} d x C_{>}(\delta) a^{6-1} \bar{\nu}_{<}(x / a) \int_{0}^{1} d \lambda \mu(\lambda) \ln \left(a^{2}+b^{2}+a \lambda / x\right)\right. \\
& +\int_{1}^{\left(a^{2}+b^{2}\right) / a} d x\left[C_{<}(\delta) a^{-\delta+1} \bar{\nu}_{>}(x a)-C_{>}(\delta) a^{6-1} \bar{\nu}_{<}(x / a)\right] \int_{0}^{1} d \lambda \mu(\lambda) \ln \left(a^{2}+b^{2}+a \lambda / x\right) \\
& \left.-\int_{\left(a^{2}+b^{2}\right) / a}^{\infty} d x C_{\rangle}(\delta) a^{6-1} \bar{\nu}_{<}(x / a) \int_{0}^{1} d \lambda \mu(\lambda) \ln \left(a^{2}+b^{2}+a \lambda / x\right)\right\} . \tag{4.53}
\end{align*}
$$

Therefore, using (4.29), we find [correct to terms of $O(a)$ ] that the integrand of the $\theta$ integral in (4.53) is

$$
\begin{align*}
& {\left[C_{<}(\delta) a^{-6}+C_{>}(\delta) a^{6}\right]^{-1}\left\{C_{>}(\delta) a^{6} \int_{1 /\left(1-b^{2}\right)}^{\infty} d x_{<} \bar{\nu}_{<}\left(x_{<}\right) \int_{0}^{1} d \lambda \mu(\lambda) \ln \left(b^{2}+\lambda / x\right)\right.} \\
&  \tag{4.54}\\
& \left.+C_{<}(\delta) a^{-6} \ln b^{2}\left[\int_{0}^{b^{2}} d x_{>}\left(\bar{\nu}_{>}\left(x_{>}\right)-C_{>}(\delta) x^{-1+6}\right)+\delta^{-1} C_{>}(\delta) b^{26}\right]\right\}
\end{align*}
$$

which, using (4.32), (4.36), and (4.43b), reduces to

$$
\begin{equation*}
\frac{C_{\varsigma}(\delta) a^{-6} \ln b^{2}+C_{\zeta}(\delta) a^{6} \int_{0}^{1} d \lambda \mu(\lambda) \ln \lambda}{C_{\zeta}(\delta) a^{-6}+C_{>}(\delta) a^{6}} \tag{4.55}
\end{equation*}
$$

A similar procedure may be used when $0<\delta<1$ to show that the integrand of the $\theta$ integration of (4.52) is also given by (4.55). Therefore we conclude that when $\delta \sim 0$, the most singular part of $F_{r}$ is given by

$$
\begin{equation*}
\int_{\epsilon}^{0} d \theta \frac{C_{\swarrow}(\delta) a^{-6} \ln b^{2}+C_{\rangle}(\delta) a^{6} \int_{0}^{1} d \lambda \mu(\lambda) \ln \lambda}{C_{\zeta}(\delta) a^{-6}+C_{\rangle}(\delta) a^{6}} \tag{4.56}
\end{equation*}
$$

It remains to make the singularity in (4.56) at $\delta=0$ explicit. We consider only $\delta \geqslant 0$, since the case $\delta \leqslant 0$ is treated in an identical manner. To do this we first rewrite (4.56) as

$$
\begin{equation*}
-\epsilon-\int_{0}^{1} d \lambda \mu(\lambda) \ln \left(\frac{\lambda}{b^{2}}\right) \int_{\epsilon}^{0} d \theta\left(1+\frac{C_{\rangle}(\delta)}{C_{\zeta}(\delta)} a^{26}\right)^{-1} . \tag{4.57}
\end{equation*}
$$

But near $\delta=0$ we see from (4.17) that

$$
\int_{0}^{1} d \lambda \mu(\lambda) \ln \left(\lambda / b^{2}\right)
$$

is proportional to $\delta$ and from (4.50) that $C_{>}(\delta) /$ $C_{<}(\delta) \sim-1$. Therefore the dominant singularity in (4.57) at $\delta=0$ is the same as that in

$$
\begin{equation*}
2 \delta \int_{0}^{1} d \theta\left(1-\theta^{26}\right)^{-1} \tag{4.58}
\end{equation*}
$$

But this is precisely the integral [(4.44) of I] which gave the leading singularity in $F_{r}$ for the special case (1.3). Accordingly, we conclude, as in I, that at $\delta=0$ the most singular part of $F_{r}$ has the formal expansion

$$
\begin{equation*}
\frac{1}{2} \delta+\sum_{n=0}^{\infty} B_{2 n} \delta^{2 n}(2 n)^{-1} \tag{4.59}
\end{equation*}
$$

where $B_{2 n}$ are the Bernoulli numbers. Therefore, for any distribution function $P\left(E_{2}\right)$ except $\delta\left(E_{2}-E_{2}^{0}\right)$, the most singular part of $F_{r}$ is an infinitely differentiable function of the real variable $T$ even at $T$ $=T_{c}$. However, (4.59) diverges for all $\delta \neq 0$, and hence we conclude that for any $P\left(E_{2}\right), F_{r}$ fails to be an analytic function of $T$ at $T=T_{c}$, where $T_{c}$ is given by (1.1).
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