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The thermal and magnetic properties of YbIG in field-induced canted configurations are dis-
cussed with emphasis on phase-transition singularities. By using the (for this case, we]].-justi-
fied) mean-field formalism of Wolf and the G and g tensors of Wickersheim, we calculate prop-
erties for applied fields of 0 to 300 kOe and for temperatures from 0 to 30'K. Complete entropy
and magnetic-moment predictions are presented for the field along the [111jand IL100j directions.
Selected results for specific heat and susceptibility are given for flllt, [100], and [314] direc-
tions. %e also discuss torque curves and variation of level splittings with applied field. Al-
though it is clear that the VA'ckersheim parameters do not provide an over-all "best fit, "the
agreement for such data as are available is qualitatively good. Unfortunately, there are few
data suitable for comparison with the phase-transition predictions. Four kinds of phase
transitions are predicted: (I) ordinary first order, (II) liquid-vapor-hke second order, (III)
symmetry-affected first order, and (IV) symmetry-affected second order. Of particular
interest are the following divergence and near divergence of the specific heat C for examples
of the second and third types, respectively: (II) (T near T,=-7. 51 'K, H = 43.640 kOe along
f100j) C 0.36{T-T~)." ~ R/mole; (III) (T&T)=16.18'K, H==110 kOe along t111)) C-6.0
(I+(3/[1 —SO(T 2&)1' i)a-jmole. A phenomenological theory applicable to ali RIG'e and
perhaps other ferrimagnets describes very well the singularities in thermal-magnetic prop-
erties at the phase transitions and also the positions of phase boundaries.

I. INTRODUCTION

The sublattices of weel ferrimagnets become
noncollinear in large magnetic fields. This field-
induced canted configuration, ' though long known

(the spin-flopped state in an antiferromagnet' is
a special case of it), has only recently been char-
acterized for systems without anisotropy. Some
special cases including anisotropy have also been
mentioned, but these either mere restricted to
antiferromagnets or did not include a realistic
treatment of the temperature variation of the mo-
ments. ' In this paper me present a theory of
ytterbium iron garnet YbsFe, oOz4 in a (for this case
quite credible) mean-field approximation including
anisotropy and the influence of field and tempera-
ture on the six Yb sublattices. Emphasis is on the
canted configurations which occur for temperatures
T below about 1V 'K and in applied field II of from
0-300 kOe.

In Sec. II me review the mean-field model of
YbIG and describe our numex ical methods for find-
ing the lowest-energy sublattice configuration pre-
dicted by the model. In Sec. III we present results
of calculations for physical properties of YbIG and

compare, where possible, to reported measure-
ments. We give complete curves for entropy 8 and
moment M in the H-7 plane for fields along [Ill]
and [100j and also for M against T for selected
fields and M against II for selected temperatures.
Speclflc heat C and susceptibility X and also tol que-
curve predictions are given as a function of tem-

perature for selected fields. Doublet level split-
tings are presented as a function of field for the
compensation temperature. By and large, agree-
ment with experiment is satisfactory. However,
since there are very few data taken in high fields,
and essentially none for single crystals at high
fields, the most interesting predictions, those for
phase transitions, are largely untested.

In Sec. IV we develop an order-parameter de-
scription of the isotropic ferrimagnet. In analogy
mith the YbIG theory, the angle of one of the sub-
lattices plays the role of the order parameter.
The single type of phase transition, that between
canted and aligned phases, is of second order; 8
and M are continuous; C and X are discontinuous
but finite.

In Sec. V me extend the description to include
certain representations of anisotropy. Anisotropy
multiplies the number of possible phases, and the
transitions among them are classified into four
types according to thermodynamic behavior: (I)
ordinary first order (lines in the H-T plane) —S,
M, C, and X ail discontinuous; (11) liquid-gas-like
second-order isolated points —8 and M continuous,
C and )1 diverge (except possibiy along the coexist-
ence curve); (III) symmetry-affected first-order
lines —8 and M discontinuous, C and X rise steeply
before a discontinuity; (IV) symmetry-affected
second-order isolated points and lines —8 and M

continuous, C and X discontinuous. The type of
transition as mell as the position of the phase
boundaries depend sensitively on the applied-field
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direction. These features are illustrated with
cases from the YbIG calculation and are also de-
scribed in terms of phenomenological concepts of
rather more general applicability.

II. MEAN-FIELD CALCULATION FOR YbIG

Several detailed discussions of the interactions
in YbIG have been published; we present here
only a brief review. The Fe" ions, located on a
and d sites, are strongly internally coupled
(500 'K), and, at low temperature, effectively form
a single rigid saturated sublattice. The state of
any given Fe" is that of the sublattice as a whole,
the back reaction of neighboring Yb ' ions being
negligible. This justifies a mean-field approach
to the Yb-Fe interactions. ' The Yb ions, on six
inequivalent c sites, interact negligibly among
themselves and form a noncooperative "paramag-
netic" system. The lowest Kramers doublet of
Yb' in the c-site crystal field is well separated
from other states, and with but subtle corrections"
its spin Hamiltonian describes the behavior. In-
teractions within the ground doublet are given by
exchange (G) and paramagnetic (g) tensors which
have been measured to about 10% accuracy by
various means and been found to be quite aniso-
tropic. The anisotropy of YbIG has its origin in
these interactions. The Yb moment decreases
with a characteristic temperature of about 20 K,
equivalent to the average Yb-Fe exchange energy.

Many features of the behavior of YbIG depend on
a subtle cancellation between Yb and Fe magnetic
moments. Measurements on a good sample indi-
cate that at 0 'K the Yb moment dominates the Fe
moment by about & /o (10.0V versus 10.00P/6 Yb's). "
There seems to be a compensation point at 7 'K.
Clearly a 1% change in the assumed g tensor could
eliminate the compensation point from a theoret-
ical model, as a similar error in stoichiometry
could eliminate it in a test sample. Thus, even
within the experimental errors in G and g, some
judicious choosing is necessary. It happens that
the parameters reported by Wickersheim' —g
from EPR on Yb" in yttrium gallium garnet and
G from near infrared on Yb ' in YIG at 77 K —re-
produce closely the observed compensation point,
and we have used them for the calculations. '
These parameters are given in Table I.

Our calculation was a straightforward applica-
t'ion of the theory of two-level paramagnetic ions
in exchange and magnetic fields. ' For a given
temperature and magnitude and direction of ex-
ternal field, a series of guesses were made for
the direction of the iron sublattice. Next, the ef-
fective fields at each of the six inequivalent Yb
sites were determined via the G and g tensors and
then the Yb-ion free energies were calculated.

TABLE I. Principal values of G and g tensors used
in YbIG calculation (from Wickersheim, Ref. 11). G is
from near-infrared measurements on YIG at 77'K, and

g is from paramagnetic resonance in Yb-doped YGaG.

Principal axis G (cm-')

11.6
25. 7
29. 9

2. 85
3.60
3.78

—M~ H+ A(8), (2)

where n' is the number of Yb's on the ith sublat-
tice, one mole for each i in most of our calcula-
tions. The Fe sublattice anisotropy term A is
quite small'; it is a K, cubic-type term with K,
= 2.4&10' erg/cm' or 0.068/mole 6 Yb's.

The two procedures used to find the lowest min-
imum of F are described below. We here note
that, especially near phase transition, some care
was required. With a minor exception, ' however,
for the cases reported in this paper, there is little
doubt that the lowest minimum was found.

Procedure I: Minima were found for rotation
angles in a given plane. This could be used only
for fields applied along directions of high symme-
try, for only then could all reasonable possibilities
for the "easy plane" be examined. For fields along
[111]and [100], the lowest minima, occurred in the
(110) plane. For a wide sampling of fields and
temperatures it was verified that no lower minima
occurs in either (110) or (112). The method con-
verged satisfactorily to within several hundredths
of a degree of most second-order transitions.
(First-order transitions occur between well-defined
local minima and present no particular difficulty. )
Each minimum was tested for stability against
small out-of -plane displacements.

Procedure II: A search was started at a given
point on the energy surface and proceeded down
the local free-energy gradient until a minimum
was reached. Then a lower minimum was found

This added to a small Fe sublattice anisotropy cor-
rection and the Fe Zeeman interaction gave the
total free energy to be minimized against variation
of the assumed Fe sublattice direction.

Letting the level splitting of a site on the ith Yb
sublattice (i =1, 6) be A' we have

5'=
~ P H ~ g' —(M /~ M ~) G'~, (1)

where the principal axes of the g' and G' tensors
are appropriate to the ith sublattice. The set of
angles giving the direction of the Fe sublattice
(i.e. , Mz/ I Mz I ) will be denoted 8. The free en-
ergy as a function of e, H, and T is given by

F(8, H, 7) = -kTQ;n'in2cosh[h'(8)/kT)
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for angles along the perpendicular to the first
search direction and so on until no further im-
provement could be achieved. The method was
used for fields along nonsymmetry directions. For
fields below 50 kOe, the local minima are well-
defined and are all accessible from the eight [111]
directions, the easy sublattice directions for zero
field. Eight start points were used to generate the
torque results given in Sec. III E. For higher
fields the scheme tended to run wild whenever
minima occurred close together, thus making the
investigation of second-order transitions in the
low-symmetry direction [314] very difficult. We
used 16 start points in order to derive the [314]
phase diagram (Sec. IV C) and physical properties
(Sec. IIIC). We also ran cheeks on the [111]and

[100] results from various start points and verified
again that the lowest minimum is always for the
Fe moment in the (110) plane.

Once the Fe sublattice direction was found, we
calculated the various thermal and magnetic prop-
erties. For S and M we have

8 8 Bp
S = ——F( 8, H, T) ——F( 8, H, T)—

8 F(8,H, T), (3)

BF BF 88 BF
M= —~ — —= —

)BH &g BH BH'

where the arguments of the free energy F have
been supressed in the second equation. Since the
analytic form of F as afunctionof H, T, and P. is
known, the derivatives on the right-hand side of
Eci. (3) may be computed directly:

Furthermore, the torque is just M&H.
The thermodynamic expressions for C and X are

8 8 F d
BgB& dT

8 B F d
X=-BH2 -BOBH dH

(6)

The functional form of 8 is not known in our work,
so unlike 8 and M, C and X require numerical dif-
ferentiation for their computation. For the results
reported in this paper, there is no significant nu-
merical error in this procedure except within
0.2 K of second-order phase transitions. Even
then the error is unresolvable in results presented
as graphs. However, this error is sufficiently

S = k Z, n' [ —(a'/k T) tanhh'/k T+ ln2 cosh''/k T],
M = P g;n' ~tanh(h'/kT) (4)

x[PH g' g'-(M, /~M, ~) G' g']/~'+M, .

large so that the analytical form of the singular
thermodynamic function could not be accurately
found from numerical results alone. Our results
for critical exponents, etc. , thus rely heavily on
knowledge of the analytical properties of F(8, H, T).

III, PREDICTED PROPERTIES OF YbIG

Most physical properties of the canted phases of
YbIG are qualitatively similar to those of an iso-
tropie ferrimagnet. (See Ref. 6 and also our re
formulation of Sec. IV). The principal difference
is that in YbIG there occur anisotropy-associated
phase-transition singularities. The nature and
location (in H T) of th-e transitions depend strongly
on field direction. Below, we present results for
what is necessarily a limited number of field di-
rections. The properties discussed are entropy,
moment, specific-heat, susceptibility torque, and
level splittings. Where possible, experimental
results are included for comparison

A, Entropy

In Figs. 1 and 2, we present computed isen-
tropes for a range of field (along [111]and [100])and
temperature which includes the entire canted re-
gion. Isentropes represent trajectories traced by a
thermally insulated sample in a variable field.
Agreement with the experiment' on a polycrystal
is qualitatively good. The lower slope and higher
transition temperature of the experimental result
indicate that the exchange splittings in the actual
material are, on the average, higher than those
used in the model. In other words, the relative
insensitivity (of the actual material) to changes in
temperature indicates a larger separation in the
actual ground doublets than in those of the model.

B. Magnetic Moment

In some sense all thermodynamic information is
contained in the functions S(H, T) and M(H, T); so,
to complement the isentropes, we present, in
Figs. 3 and 4, lines of constant moment for H
along [111]and [100], respectively. Some of the
same information, in more familar form, is given
in Figs. 5 and 6 where we present M-versus-T
curves. M is far from constant in the canted
phase, large drops occurring at phase transitions
(M would be temperature independent if anisotropy
were neglected). The experimental points (for
[111])of Clark' seem to show these discontinui-
ties. The lower slope and higher transition tem-
perature of the experimental data again indicate
that a higher average exchange is operative. M
against H for [111]is shown in Fig. 7."

C. Specific Heat

Figure 8 shows computed specific heat in zero
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FIG. 1. Isentropes for H along [111]. Labels are in
cm units, divide by 0.695 for B/mole. A lattice con-
tribution (Ref. 27) is included. The jags occur at first-
order phase boundaries (indicated where possible by
square dots). Horizontal separation of isentropes is
inversely proportional to C/T. Note the increase of
latent heats from zero at H=O to a maximum at about
80 kOe followed by a decrease as the second-order point
at 197 kOe is approached. Also the isentropes are not
strictly vertical in the canted phase, but have negative
slopes between phase transitions. This is because an-
isotropy partially pins the R sublattice, and applied field
can then cancel exchange somewhat as H is increased.
(In the isotropic case, h and, thus, S is H independent
in the canted phase. ) An experimental isentrope (small
dots) of Clark (Ref. 18) measured on a polycrystal is
included for comparison. Note the jag as some crystal-
lites undergo a first-order transition to the canted phase.
Dashed lines are phase boundaries.

field" compared to experimental points of Harris
and Meyer. ' The theoretical Yb Schottky anomaly
occurs at too low a temperature, indicating once
again that our exchange splittings are too low. In
Fig. 9, we show specific heat for II= 100 kOe along
easy and hard directions. The [111]results show
two first-order transitions, the second of which is
symmetry affected (see Sec. V). Forthefieldalong
[100] there is a single second-order transition.
For reference, note that an isotropic model (see
Sec. IV) would show C rising approximately as T
above about 10 'K to a maximum of 9(TO/T, ) Rj
mole, where To is the transition temperature. In
100 kOe, this implies a maximum of about 7B
occurring at 15 K, whereupon there would be a
sharp drop to paramagnetic behavior. Figure 10
shows results of 90 kOe for H along a nonsymmetry

10 15
T( K)

20 25

direction [314]. There are four first-order tran-
sitions whose latent heats together account for an
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FIG. 3. Lines of constant moment for H along [111).
Labels are in P/6 Yb sites; multiply by 20 for emu/cm .
Since S increases somewhat with Hin the canted phase
between transitions, Mincreases slightly with T. At
transitions for which the boundary has positive slope,
the high-T phase has the lower moment;

FIG. 2. Isentropes for H along [100). Note the break
in slope at second-order phase boundary (dashed lines).
Also note that, the 0.6 isentrope displays in a nonsingular
way the same general trend characteristic of isentropes
which cross the (expired) first-order transition. Clark's
(Ref. 6) polycrystal isentrope is again indicated by the
small dots.
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FIG. 4. Lines of constant moment for H along [111].
Note the break in slope at the second-order boundary.

FIG. 6. M versus T for H along [100]. The first-
order transition present for low field is not present above
44 kOe, but the general behavior of increase-decrease-
increase of M with T is followed in a nonsingular fashion
at H=koe.

entropy of 0.45R, out of the maximum Yb contri-
bution of 4. 16R.

D. Susceptibility

The magnetic susceptibility for three fields along
[111]is shown in Fig. 11. In the canted phase, y
is roughly 1/X or 1.3&&10 '. (See Sec. IV. ) In the
(high-temperature) aligned phase y is a function of

l H —XM~ I/7.' as for a paramagnet in an effective
field.
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FIG. 5. M versus T for H along f111]. Labels are
H in kOe. Points are experimental measurements of
Clark and McGuire (Ref. 19) for 25 kOe.

FIG. 7. M versus H along [111]. Labels are tem-
perature in 'K. The 7' line enters the canted phase at
l. 5 kOe, the 15' line at 80 kOe. In the canted phase
the lines are indistinguishable, reflecting the fact that
M is almost T independent in the canted phase. Other
lines represent essentially paramagnetic behavior, with
the Mz line being the limit for high temperature. The
lines do not precisely converge at H=145 kOe as they
would for a two-sublattice isotropic model. The insert
shows 0 'K theory compared to the 4. 2'K data of Clark
(Ref. 6). The precise agreement at zero field is for-
tuitous, but the deviation of the experimental points from
linearity is probably associated with an inhomogeneity-
broadened transition to the aligned phase. This transi-
tion is sharp for the theoretical line.
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FIG. 8. Specific heat in zero field. A lattice back-
ground is included (see Ref. 21). Experimental points
(circles) are from Harris and Meyer, Bef. 12. See also
Ref. 21.

E. Torque

%'hereas previously discussed properties of
YbIG share many features with isotropic systems,
torque owes its entire existence to anisotropy.
Theoretical torque curves and a comparison with
the data of Schelleng and Clark are given in Fig.
l2. The principal features of the low-temperature
theoretical results are the transitions to different
phases whenever we cross planes which bisect the
"source" [111]directions (i. e. , directions to which
8 would return if H were reduced to zero). For
example, at 3 'K the 8 sublattice goes from
[ —1 —11] to [ll —1] when H rotates past [112]and
then to [1—11]when H passes [ill]. The first two
phases are "in plane, " i.e. , all moments in
(1 —10), and the third is "out of plane. " This and
almost all low-temperature torque behavior can be
understood from a simple phenomenological model.

%e assume that anisotropy pins the sublattice
near [111]directions so that the zero-field moment
is along some [111],and the susceptibility along
this [111]is quite small (since both sublattices are

I

IO l5 20 25
T ('K)

FIG. 10. Specific heat in 90 kOe for H along f314].
There are four first-order transitions (see Fig. 19).
The tail at high temperature occurs because there is no
abrupt transition to a completely aligned phase, but
1Rther R continuous sublattlce adjustment which persists
to relatively high temperature.

a, lready a, ligned). The perpendicular susceptibility
will be 1/A, assuming exchange dominates. Taking
e as the angle between H and a particular [111]di-
rection, we have

F = HMocosQ ~z H (g, —y„) sin'n ——,
' H y, ~ (6)

where Mo is the zero-field net moment. Letting
X, -y„= hy (the difference between parallel and
perpendicular susceptibilities) we have for the
tol que

T = -HMo sina +11 hx sinn cosa .
The easy direction is gotten by minimizing Eq. (6)

xlO,

l4—

l2—
H = l00 kOe

fi~

tIO

I

23 'E .8—

4—

~(2nd Order)
I I

f0 l5

T( K)

I I

20 25

0
tO l5

T ('K)

1

20 25

FIG. 9. Specific heat in 100 kOe for H along flllj
and f100j. The squares represent by their areas the la-
tent heats at the first-order transitions which occur for
H along fill]:. There is no latent heat for the second-
order transition with H along [100j.

FIG. 11. Magnetic susceptibility for H along [lllj,
The zero-field predictions do not vanish as T—0 because
of the Van Vleck temperature-independent susceptibility
of the Yb sublathces, none of which are completelyaligned
along flllj. g is about 1.3X10 in canted states ex-
cept for phase-transition singularities. The sharp peak
for H=100 kOe is due to the symmetry-affected nature
of the transition to the aligned phase (see Sec. V),
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FIG. 12. Torque curves in (1-10) for H=14 kDe. Only the projection of the torque on t1-10] is given. The character
of the predictions depends largely on the zero-field magnetic moment, so this is indicated for each temperature. (a) For

E (below the compensation point) the phases go from -1-11to 11-1to 1—11 as the field is rotated. The effective
torque in the 1-ll (out-of-plane) phase is reduced because it is not paralled to [1-10). (b) For S 'K (above T~ the
order is 11-1, -1-11,-11-1as indicated. Dots are experimental points of Sehelleng and Clark (Ref. 22). The
square dots give results of the phenomenological theory described in the text. (c) For 10'K there is a phase transition
at the |001]direction; the phase is -1 -1 —1 for the 0-90' quadrant. Note that here f111]is a hard direction. For 28'K
the sublattices are no longer pinned and there are no phase transitions (compare with Ref. 23).

with respect to n:

o.', „=cos 'Ms/r)(H for rxH&Ms,

otherwise.

%'hen Mo is large or the fieM is small, the sample
turnssothat Hisnear [ill], thus taking advantage
of the MOH term in the free energy. For small MO

ox large H, the induced moment counts more heav-
ily, so the sample turns so H is perpendicular to
[111]to take advantage of the large X~.

Flipping between phases occurs because for a
fixed crystal direction the sublattices have a choice
of [111]'s.

IO—

0 I I

0 IO 20 50
[ooi] s-

FIG. 13. Easy direction versus H. Experimental
curve is from Ref. 22. The phenomenological theory
(dashed curve) is 8 =cos (Mo/4XH) —54.7', where Mo
taken as 3.3 and AX is 1.2 &&10 3. The two square points
are for the six-sublattice model at 4.2 'K and are included
only for general interest. %'e believe the six-sublattice
ealeulation would fit the measured results, provided that
M0 (the zero-field moment) was adjusted to the experi.—

mental value. This adjustment could be accomplished
well within the uncertainty of the parametrization of the
theory.

In Fig. 12(b), we have plotted the prediction
from Eq. (7) (phenomenological theory —dashed
line) with Ms = 2. 2 and hy = 1.2 && 10 ' to obtain an
essentially perfect fit to experiment. The numer-
ically solved model (solid line) would have the
proper value of Mo for T somewhat less than 8'
which is why we have compared the experimental
points (taken at 4. 2 ') with the 8' plot. Presum-
ably, essentiaQy perfect agreement for the six-
sublattice model could be achieved if we made Mo
exactly equal to 3.3. Note that it is not possible
to tell from the torque curves which sublattice has
the larger moment.

In Fig. 13, we compare the predictions of Eq.
(8) with the measured angle assumed by a freely
rotating crystal (Ref. 22). The agreement with
experiment is good except at very weak fields.
Since the torque for a small displacement from the
easy direction varies as H, we suspect that at
these weak fields small mechanical i.rregularities
might be impeding the x'otRtlon.

We see that torque measurements in the canted
region are not particulax'ly sensitive to the size of
the anisotropy. The results in aligned or nearly
aligned phases on the other hand do, of course,
depend on Rnlsotx'opy. Such R typical cux've is
shown in Fig. 12(c). Experimental results on
torque in almost uncanted phases have been re-
ported by Pearson ' along with extensive theoreti-
cR1 d1scuss1on to wh1ch the reRdex' ls x'efex'1 ed
We note here only that the parameters used in this
model seem to predict torques about 20% too low
at low temperatures and too high at high tempera-
tures. (Experimental results on low-temperature
aligned phases were obtained with samples diluted
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FIG. 14. Variation of exchange splittings with applied
field along [111]. The experimental points are from
Buchanan and Clark (Ref. 24). The estimated experimen-
tal error is 1 cm, indicated at the lower left. The
numbers at the right indicate the number of sites in the
six-Yb cell which have the splitting given by the associated
theoretical line. Were there no canting, there wouM be
only two distinct splittings and these would decrease in
magnitude at a rate of about 1.7 cm ' per 10 Oe.

with yttrium. )

F. Exchange Splittings

IV. PHENOMENOLOGICAL THEORY OF ISOTROPIC
FERRIMAGNET

A. General Theory

We next reconsider (see Refs. 6 and 8) the iso-
tropic two-sublattice ferrimagnet in terms of an
"order-parameter" theory. ' We constrain one
sublattice E to point at a given declination angle
8~ to the external field 8, where 8z will be our
order parameter. The other sublattice A finds its
equilibrium consistent with 8~. Anticipating the

Far-infrared measurements of exchange split-
tage of Yb ' ions in YbIG in applied fields up to
51 kOe along [111jhave been reported by Buchanan
and Clark. The transitions to canted configurations
are clearly evidenced by the complete disagree-
ment of these data with predictions derived for the
Fe sublattice taken collinear with the field. On

Fig. 14 we reproduce the 7. 6 K data reported in
Ref. 24 and compare them to our predictions for
7 K. Since the temperature is close to the com-
pensation point, the canted phase is entered below
10 kOe. For higher fields, the results are not
very sensitive to the degree of compensation. As
with previous comparisons, the indication here is
that the qualitative behavior of the predictions is
generally correct, but the actual. exchange splittings
are higher than those predicted.

This completes the discussion of thermal and
magnetic properties of YbIG Per se. In Sec. V,
however, we present further Yb results to illus-
trate behavior near the various types of phase
transitions expected in all anisotropic ferrimagnets.

~1@case, we take M~ (the moment of E) to be
temperature and field independent. M ~

' is, in
the spirit of our mean-field approximation, M„
& B~(gPSA"'/kT), where, here, Ms means the T
= 0 'K moment of 8, h"' is the effective field on

M~, B~ is the Brillouin function for spin S, g is
the paramagnetic g factor, and P is the Bohr mag-
neton. The free energy of the isotropic ferrimag-
net with 8~ constrained to a set value is then

gasa~f& ger
F So

M~(y) dy HM~X~-+F(T),gP~ p

where

h"'=(H +A MJ; —2XHM~X~) i, Xr= cos8~ .
(9)

A. is the antiferromagnetic E-R exchange constant,
and E (T) is a nonmagnetic background. 7 Since
everything in (9) is an explicit function of 8z only,
the problem has at this stage been reduced to find-
ing the state of the E sublattice.

The unconstrained value of X~ (and thus 8~) is
found by minimizing Eq. (9). Thus,

XJp" = (H + X M~ —X Ms)/ AHA for
i

X~)"
i
(1

(loa)
XJ"=+1, otherwise [sign is tha, t of Eq. (10a)].

(lob)
Equation (10a) applies for the canted state; (10b) is
for the aligned state. For convenience later we
call the minimum with respect to 8~ of applied
field and exchange free energies the "exchange
minimum. " Since these parts of the energy depend
only on 8„and not on azimuthal angle Q~, the ex-
change minimum is actually a ringlike depression
on the energy surface. The curvature at X~" is

82 JI M
(11)

X —Xisop-

Clearly, the exchange minimum is shallow at small
fields, relatively steep when H &AM' /Ms~. (An

anisotropy field at right angles to 0 gives a mini-
mum with curvature MH, .)

In this approach we have concentrated on the E
sublattice; 8& was the order parameter. Note that
it would have been awkward to pursue an exact
solution using 8„since M~ (magnitude) and, hence,
the entire free energy is an exceedingly complicated
function of 8~. Single-sublattice anisotropy of the
8 sublattice, on the other hand, is most easily
treated from an 8 point of view, and this will lead
us to use simplifications of Eq. (9) in order to
understand the exchange minimum in 8~. The lo-
cation of the R exchange minimum is, however,
straightforward from knowledge of X'„":

X~"=(H +A M~ —A M~)/2XHM~) ~X~"
~

(1 (12a)
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FIG. 15. Sublattice canting in the isotropic ferrimag-
net at fixed T. M~+~& is taken as less than M~. For
H/~& t Mg —M~ ( the sublattices are antiparalle1 to mini-
mize exchange. For ) M++M+ ) & H/X & ) Mz —Mz ) the
best compromise of exchange and Zeeman energies is
achieved by a canted state. For H/A, & I M++MR I, the
Zeeman energy dominates completely; MI, and Mz are
parallel. X~ and X& are direction cosines of I' and R
to the applied field direction.

k~f (X ~0) = I M (ke ~, T) (is)

Xz'" = + l, otherwise [sign is that of Eq. (12a)] .
(i Sb)

The general behavior of both sublattices is indi-
cated schematically in Fig. 15 for three fields at
a constant temperature where M~ &MR. The sub-
lattices start antiparallel. At larger field they
enter the canted state. Finally, they become par-
allel when H is large enough to overcome the ex-
change. In Figs. 16 and 1V we show lines of con-

s' R zp
decreases monotonically with temperature, the ab-
scissa represents a scaled temperature with T in-
creasing to the right. With our solution X~" we
may now return to Eq. (9) and evaluate S, M, C,
and )I, a, ccording to Eqs. (3) and (5).

First note that the value of h"' for X~=X~" is
particularly simple for the canted state:

l,6 I 2 I .8
MRiMF

0
0

FIG. 17. Canting-angle direction cosine for R sub-
lattice. The direction cosine X& is indeterminate at the
compensation point (H=O, MR/MJ; ——1) and M+=0.

Thus, M~ behaves much like an internally coupled
ferromagnet with exchange constant X:

M, (T) =M, (T/T, ),
where

T, = X MRgp(S+ 1)/Sk, (14)

and where M~ is the T = 0 moment of R and M~ is
the self -consistent solution to

Ms(T/T, ) =Ms 8~(gPSXMe/kT) .
Near T= T, we have (for S=-,')

M, (T/T, ) = ~M, (i —T/T, )'I' T/T, . (18)

The above is valid only in the canted state. For
the uncanted state the behavior is paramagnetic
[see Eq. (17)].

The behaviors of S, M, C, and X for the isotropic
ferrimagnet are summarized in Table II. Note the
following interesting features of the canted state:
S is independent of H, M is independent of T, C is
that for a ferr omagnet of R spins with exchange
constant X, X is independent of both T and H. In
the aligned phases, the behavior is that of inde-
pendent R spins in an effective field given by

k"'= f//+~M, [, (17)

F-" I

F= I

2X XMR

—I.5

where the plus applies when F is along H, the mi-
nus when it is opposed.

There is one phase transition for the isotropic
ferrimagnet, a second-order line in the H-T plane
separating aligned and canted phases. We consider
the region where the Brillouin function for S=-,'
can be approximated by

l2 I .8
MR/ MF

I

.4
fIg&2(3') =

X kX

Expanding (9) about ez= 0 and keeping terms to
fourth order we obtain

(18)

FIG. 16. Canting-angle direction cosine for F sub-
lattice (isotropic ferrimagnet). Mz/Mz is a decreasing
function of temperature for the Yb case, so the abscissa
may be regarded as a scaled temperature for most pur-
poses.

F'"= —(II&!SI) F.+(e,'/4t)(F „+SF„„),
F „=M,H [T,/T -1 (T, /T)'(~M, /f-)'/~'M', ], -
F „„=', M, //(T, /T)3(/f/I M,-)' . (19)
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TABLE II. Summary of thermal and magnetic properties for an isotropic ferrimagnet. The I' sublattice is taken

as saturated. The R sublattice is made up of effectively paramagnetic spins of spin 8 and g-factor g is an exchange

field ~M~ and an external magnetic field H. Nonmagnetic contributions are neglected.

General relations

BFS=
&&

=
&

[J~OM&dy'-M Vajgps

H- A.M~X~~—F =M
BH A Mg

TB F~~ TB F~~ 88F
BT BTB8y BT BT

B2 Fiso B2Ff80 Bg

BH BH 88~ BH

+X@ Mg

~(y = 0) —&(y = ~ ) = 6 ln2 R/(mole of 6R spins)

Aligned phase

gPS ) ~Mp+H )

The aligned state becomes favored when F„goes
from positive to negative. The maximum temper-
ature at which the canted phase can exist is thus

T„ this occuring when H= A. M~. For higher or
lower fields the transition occurs at a.lower tem-
perature. The curvature of the phase boundary at
T, is such that AT/T- (~/XMz) . As may be
discerned from Table II, 8 and M are continuous
while X and C have finite discontinuities across the
transition.

B. Application to YbIG

For comparison with our anisotropie YbIG mod-
el, we note some general features of an isotropie
analogy to YbIG. Following Clark we make the
following identification of parameters:

Mz = 200 emu/cc

(from measured density and taking g~ = 2),
gs=3. 4 (from averaging g's in Table 1),

M„= 204 emu/cc (from gs)
X= VOO (from XM~Pg~=average G in Table 1) .

Then, from (5b) we have that T, =16.3'K. From
Ecl. (10), the highest field for which the canted
state is possible is 280 kOe. From Table II, the
susceptibility in the canted state is l. 4 &&10 '
emu/cc. Finally, the specific-heat discontinuity
for T= T„H= A. M~ is —,'H/(mole of spins) =QH/
(6 moles Yb). This last result is independent of
X, M, and g (see Ref. 26).

V. PHASE TRANSITIONS IN ANISOTROPIC
FERRIMAGNET

A. Phenomenological Description

In this section, we address ourselves to the
general nature of anisotropic ferrimagnets and
their phase transitions. To the isotropic exchange
and Zeeman energies we add a free energy which

depends on the orientation of the crystal axes with
respect to the sublattice magnetizations. In a two-
sublattice ferrimagnet the anisotropy might appear
in single-sublattice terms originating from either
E or A or both, or as an anisotropic part of the
exchange interaction.

Single-sublattice anisotropy can be described by
a set of "anisotroyy wells" in the free-energy sur-
face at sublattice easy directions. The sum of the
mell and the exchange-minimum contributions to F
then determines the effective easy direction for the
sublattice as in Eg. (9). An example of a well con-
tribution appropriate to a cubic crystal with II along
[100] and where the azimuthal angle is fixed by
taking (110) as the easy plane and where [111]'s
are the easy directions is

Fwell g(T)(X? 1)2

where'(T) is the anisotropy constant, ' and X may
refer to either E or H direction cosines to [100].
Anisotropy keyed to I', a temperature-insensitive
sublattice, is straightforward, but that in A can be
handled easily only if we ignore the deyendence of
Ms on Xs, that is, for T«T, [see Eg. (14)]. For
anisotropy on both sublattices or for anisotropic
interaction, no simple way to reduce to a one-sub-
lattice problem has been found.

In the YbIG, the origin of the anisotroyy is aniso-
troyic exchange coupling; no one-sublattiee model
is really correct. But for small H (compared to
exchange) E and H are forced to be almost anti-
parallel so either (or both) appears to seek the di-
rections of maximum exchange coupling, the eight
[111]'s. The particular way in which anisotropy is
applied should not matter for small H. At inter-
mediate fields (H=H, „,„„)we find our results
are qualitatively consistent with anisotroyy in 8
only. This is, H strongly seeks [111]'s, and E
then behaves as if it were isotropically coupled to
R. The very-high-field ease, where Il and R are
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almost parallel, defies all simple reasoning, ' but
then the exchange minimum dominates to the extent
that anisotropy does not much matter. Thus, the
R-anisotropy model has a considerable region of
usefulness.

In what follows, we will assume that transitions
occur as the R sublattice tries to make the best
compromise between its exchange minimum and
the anisotropy wells. We will deal extensively with
approximate forms of the free energy which are
polynomials in the order parameter, and our re-
sults parallel many of those discussed in the gen-
eral treatment of Landau and Lifshitz. ' It is im-
portant to note, however, that for YbIG, at least,
the analyticity of the free energy as function of the
order parameter 8„is not an a priori assumption,
as in general treatment, but is a direct conse-
quence of the known and physically well justified
form of the free energy explicitly displayed in Eq.
(2). Analyticity in 8„is not obvious. But, since
the calculations can always be done (and were, for
the six-sublattice model, done) with 8~ as the
order parameter (see Sec. II), statements regard-
ing singularities in the YbIG examples retain their
special claim to validity.

B. Classification of Phase Transitions

We discuss four types of phase transitions.

1. Ordinary I'i~st Order

These transitions require no special symmetry
of the applied-field direction. The nature of the
transitions is easiest to understand for small H.
Then the exchange minimum is very shallow so it
does not move R very much from some crystal
easy direction, but it will make the well whose X~
is closest to X~" the lowest minimum. There will,
however, be locally stable solutions near all wells.
In the neighborhood of T„~, the compensation
point, the exchange minimum sweeps over all de-
clinations (see Figs. 16 and 17), so that all wells
are successively favored. For YbIG, eight phases
are represented near T„,= 5.92 'K. The sublat-
tices jump between wells when X„"'is about half
way between the X„'s giving the well locations.
The jumps are discontinuous, so these transitions
are first order —they involve hysteresis and have
latent heats (save for H = 0), and magnetic moment
discontinuities.

As an example, consider the transition in YbIG
between [111]and [11—1] wells when the applied
field is along [001]. The midway point between
wells is given by X„(H, T) = 0, and this should give
the phase boundary. From Fig. 17, we can see
that the boundary should start vertically and curve
toward higher temperature as the fieM is raised
(see Fig. 21 for actual results).

The slope of first-order phase boundaries is
subject to the Claussius-Clapeyron-type relation

dII
dT

coex

sS
hM (22)

where 6 refers to changes between phases. Since
a temperature increase at constant H always leads
to a phase of higher entropy, and a field increase
to higher moment, we find that if the phase bound-
aries have positive slope, as is most common, the
low-temperature phase has the higher moment.

An example of the behavior of S, M, C, and X at
such a typical first-order transition is shown in
Fig. 18(I). All these properties are discontinuous,
although coincidentally the changes in C and p are
quite small. The conditions are 0 = 90 kOe along
[111], T = 10.I I 'K (point A in Fig. 20).

p = HM a/4A AM ——,',-. (24)

JIM B +KM —X M
4A~ M'„2~PM,

2. Liquid-Vapo~-Like Second Order

Second-order phase transitions" can occur when
an eigenvalue of the curvature tensor of the free
energy vanishes simultaneously with the corre-
sponding component of the gradient of the curva-
ture. (There also must be no lower minima at
remote places on the free-energy surface. ) These
two conditions can generally be satisfied at isolated
points in the H-T plane. Physically, these points
occur as we follow first-order transitions between
neighboring wells toward higher fields. As the
exchange minimum deepens it can effectively elim-
inate the double minima between wells and even-
tually sweep the sublattice continuously between
them.

A liquid-vapor-like second-order point occurs in
YbIG for H=43640 kOe along [100], T=7.51'K
(point B, Fig. 21). Note that although H is along a
symmetry direction in this example, it need not be
for this kind of transition to occur. Properties
are illustrated in Fig. 18 (II). The specific heat,
magnetic moment, and susceptibility present a
rather remarkable aspect. The following phenom-
enological description explains all features very
well.

For H along [100], the free energy (ignoring the
R sublattice susceptibility) can be approximated by

F= A(X ——,') + '(H M /XM )—(X —X'"), (23)

where we are now treating X~ as the order param-
eter and the exchange minimum has been approxi-
mated by its second-order Taylor expansion about
Xa [which is given in turn by Eq. (12)].

We next define
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so that F may be simply rewritten as

F =4A (—', Xs4+ —,
' pX~+qXs)+ const.

The equation of state for X~ is

XR+ PXR+a'- o

(25)

(26)

isotropic case [see Table II and also Eqs. (3) and

(5)]:
X'„B B 4AdS -SO=4A " —P+X~—q = X2 — ~ X„,

C

(sl)

This is a particularly simple form of a van der
%aals equation and it solutions have the properties
familiar from van der Waal s theory of condensa--
tion: p +0, one real root which has the sign opposite
to that of q; p &0, three real roots (for small q),
two stable first-order transitions between them
when q changes sign; P = 0, critical point at q = 0.
The coexistence curve in H Tis g-iven by q(H, T)
= 0. I.et us define

H, = g(+~AX), h=H H, )-
T, such that H, +XMs(T, ) —XMp -—0, f= T —T

(2'7)

a=[M„(F,) -M,(r, +f)]/f,

where, in particular, H, and T, are the critical
field and temperature, respectively.

We now derive the functional forms of P and q
near the critical point for H along [100] in YbIG.
We have (a 30/o)

B B BXgC- Co= —4ATiX~ p—+ —q
~ "Bt Bt Bt (32)

where So and Co give a nontransition background.
By differentiating (26), we find

BX BP= Xg —+ —a'
Bt "Bt Bt

Thus,

(33)

M-M = —4A
BP Bg

2 Bh Bh

C —Co= (4ATa /9MJ, )[&MJ, /H, -2X„]/SXs .
(34)

The values of Eg. (28) imply that A. M~/H, is about
4, so in the possible range of X„, and especially
for —P, &Xs & g—,', the numerator is almost con-
stant. C, thus, diverges near X~=Oas Xz ort

The magnetic moment and susceptibility are de-
rived similarly by differentiation, this time with
respect to h:

A =2&&106 erg cm 3 (28a) 4A A. M~X „ (s5)

(from numerical results on variations of the free
energy with Fe sublattice direction at T= 7'K and
H =0),

Bp BQ'X-X =4A X —+-
Bh Bh

a =4 emu'K ' (28b) 4A 2AM~
9~2M' II, (36)

(from numerical results on the variation of M„
near, butnotincluding, the critical region averaged
over locally stable states).

Also, from Eq. (20), we note that Ma may be
taken equal to M~ except when they occur in dif-
ferences. The simplified forms for p and q are

P =-,'[I/H, -(a/M, )f],
q=-', [(Xa/H, )f -h/~M, ] . (29)

x, = (~a/SH, )"'f-'"= 0 Sf'" . -. (so)

The entropy and specific heat are derived by total
differentiation of F in the same manner as for the

Clearly, the critical point occurs at h, = t = 0. The
slope of the coexistence curve (q = 0) is about 10'
Oe jdeg (compare B in Fig. 21). We will work out
the properties as we approach the critical point
along p = 0 or h/f = 8&& 10' Oe/deg. This path has a
small slope and should closely approximate results
for h/t = 0 appropriate to Fig. 18. We find then
that32

These results are similar to those in (31) and (34),
except that the large factor XMz /H, appears multi-
plying 2X~ rather than 1 in the numerator of X and
analogously for M. Thus, the transition part of X,
after rising, drops to zero for X~= 8, well within
the range of interest. From (30) this event is ex-
pected to occur 0.07 'K below the transition, in
good agreement with results in Fig. 18 (II). At
higher temperatures, up through and above the
transition, X has the expected t behavior. Sim-
ilarly, the maximum in M below the transition is
explained by Eq. (35). The good agreement of this
phenomenological approach with the numerical re-
sults may seem surprising, but it merely reflects
the insensitivity of the nature of the transition to
details of origins of the anisotropy.

The above-described first-order lines ending in
liquid-vapor-like critical points exhaust the tran-
sition types for applied field in a general direction.
When there is a symmetry of applied-field direc-
tion, qualitatively different "symmetry-affected"
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transitions can occur. We next discuss two of
these, a first-order line whose special properties
derive from threefold rotation symmetry about
[1llJ, and a second-order line deriving from two-
fold rotations about [100].

F =B[—,P'(8 + Q ) + —,
' q(8 —38$ )

+-.' r(y' 3y8-')+-.'(8'+ y')'J, (37)

where 8 gives deviation in the (110)plane and Q

gives the out-of-plane displacement [ i.e. , in

( —1 —12)J. B &0 ensures local stability for some

small deflection. No linear term is allowed by
the threefold rotation symmetry, but third-order
terms are allowed. This circumstance is the key
to the phase-transition behavior,

Next, we take P = 0, implying that (110) is the
easy plane. We then have

F =B8 (,' 8 +q —, 8+~ /) . — (38)

The P term comes mostly from the exchange min-
imum [see Eq. (19)]; q comes entirely from an-
isotropy (it can be gotten by transforming Eq. (21)
so that Xa refers to H along [111]j.

The nature of the solutions to (38) follows by
considering the parabola in the parentheses.
Thus, if

i -p
g q -pp&0,

then 8= 0 (aligned state) is lowest energy; if
1 —g 1p&p

then for q small there are two minima, one +,
one —;lowest energy has the opposite sign to q
(first-order transition when q changes sign). The
phase boundaries (see Fig. 20) are then given by

q(H, T)=0

["straight" boundary between 11 —1 and —1 —11
phases (first-order transition with no change in
symmetry) ] and

[outer "circular" boundary between canted (ll —1

3. Symmetry-Affected First Order

The transition at point C f (H = 110 kOe along
[111], T=16.18'K (see Fig. 20)] is our example
of a symmetry-affected first-order transition.
The behavior of S, M, C, and X is shown in Fig.
18 (III). Below, we present a phenomenologica, l
theory showing how the major features of the tran-
sition are determined by symmetry.

When H is along [ill], the expansion of F to
fourth order in deviations of the I' sublattice from
the direction of H takes the form

or —1 —11) and aligned phases (first-order transi-
tion which does change symmetry)]. The intersec-
tion of these boundaries occurs at p = q = 0 (point
E}, and only for paths which pass through this point
is the canted-aligned phase transition of second
order.

For point C we take q40, approximately con-
stant, and guess the variation of p from Eq. (19).
Writing P = at, we have for C (specific heat)

C =-,' BaaT [q/(qa 4ot)~—~a+1], (39)

where f = T —To (To is defined as the vanishing tem-
perature for p at our constant field of 110 kOe).
Letting H AM+ and T T„we have from Eq. (19)

a=3/T, , BctT=AMr, T, =AM~/R ) (40)

where R is the gas constant (per cubic cm of ma-
teria. l to be here consistent).

C would diverge at 4&t =q ' save for the fact that
a first-order transition intervenes at 4at =

g q,
that is at —,

'
p =

9 q '. (In the isotropic system the
transition would occur earlier still at f = 0. ) The
largest value achieved by C is thus

C = (3A.M ~a/2T, )[3+1]= 9(3+1)R/mole, (41)

where the first number in the sum is the contribu-
tion due to the special nature of the transition and
the second corresponds to the maximum specific
heat before the second-order transition in the iso-
tropic ferrimagnet. C,„is independent of the size
of q; however, the width and, hence, the entropy
in the symmetry-affected portion vary as q .
The half-width of the symmetry part of C and the
entropy discontinuity, respectively, are

At=qa/Qo. ' K', & S =
3 q

' R/mole . (42)

After the transition, that is in the aligned state,
the specific heat is relatively small and slowly
varying.

To get some idea of the values of 4 t and 6S ex-
pected for YbIG we computed q for anisotropy of
the form Eq. (21) with constants from Eq. (28}.
(This is an overestimate since partial demagnetiza-
tion of the B sublattice, as well as the fact that
the anisotropy seems best keyed to X~, both lessen
the effect. ) The result is that q=0. 4, so that At
would be about 10 ' 'K and 6 S about 0.2R/mole.
Actually [see Fig. 18 (III}J the width and the latent
heat calculated for the six-sublattice model are
about half this, so our rough (over-) estimate is
not bad. Note that there is also an anomaly in the
susceptibility which arises from the variation of p
with applied field.
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4. Sy mnM try Aff-ected Second Oxdex

The last example is a transition on crossing a
second-order transition line (Fig. 21, point D, H
along [100]=250 kOe, T= 13.4 'K). Second-order
lines occur whenever there is a reflection sym-
metry in the constraint parameter. Obviously, the
isotropic ferrimagnet canted-aligned transition is
a special case. The canted-aligned transition is
also second order for the fourfold symmetry af-
forded by H along [100]. An equation for the phase
boundary is most easily gotten from Eq. (19) with
an anisotropy term of the form in Eq. (21)":

300
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IOO—
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For high fields (H= 250 kOe), we have the transi-
tion at

H = X(M„+M p) + 4AMa/3HM~, (44)

8
H(MF —Ma) = 3A . (45)

Equation (45) describes, in particular, the behav-
ior at high temperatures where the R-sublattice
magnetic moment M„ is small compared to M~ and
its contribution to the anisotropyA(T) falls ap-
proximately as M&, yielding the exponential tail on
the phase boundary (see Fig. 21).

The behaviors of S, M, C, and X are shown in
Fig. 18 (IV). They exhibit the same qualitative
features discussed for the isotropic case. It
should be noted that here the second-order line
depends crucially on the field direction for its ex-
istence; the phase transition will subside to merely
a region of rapid sublattice adjustment as soon as
there is any deviation from precise symmetry.

This completes our classification of phase tran-
sitions and accounts for all the types of behavior
"discovered" in our numerical calculations on
YbIG.

There might be other types of transitions in
crystals of other than cubic symmetry, and even
different cubic types which involve azimuthal in-
stabilities coupled to changes in declination angle.
These possibilities were not investigated in the
present study except to note that such a transition
does occur in YbIG for field along [110].

where the last term represents a shift of the tran-
sition boundary toward a higher field by about 10 Oe
comyared to the isotroyic case, A =0. Unlike pre-
vious cases, this description is most unrealistic in
detail, but the scale of the influence of the anisot-
ropy is correct.

For low fields (H «XM~) we may (with some
more confidence) approximate the condition for
alignment as

FIG. 19. Phase boundaries for H along [314]. X& are
the direction cosines of the source anisotropy wells (i.e. ,
the local minima to which the R sublattice would return
were H rapidly decreased to 0). Phases are labeled by
the source-well indexes. The boundaries follow lines
of the constant X~ (see Fig, 17) which would place the
exchange minimum about halfway between wells. Observe
the [-111) to [ll —1) phase boundary which by the above
rule follows X„-—0.1. This runs off to the left since
T = 0 'K corresponds to M~/M&, equal to 1.01, and thus
the swing toward higher MR/Mz indicated in Fig. 17
cannot be followed. However, the line returns at still
higher field. All lines are first order. Second-order
points occur at E and G.

C. Phase Boundaries

Further clarification of when the above four
kinds of transitions occur are provided by the fol-
lowing examples of B-T-plane phase boundaries.
The cases are distinguished primarily by the sym-
metry of the applied-field direction.

A field along [314] (see Fig. 19) eliminates all
symmetry from the cubic crystal; at low field
there are eight phases deriving from the eight [111]
easy directions of the B sublattice. Each phase is
labeled by the "source" direction, i.e. , that to
which M~ would return if the field were removed
and there were no jumping between wells. By
chance, the [11—1] and [ —I —ll] directions both
make the same angle to [314), so the derived
phases are very close to degenerate; we take them
to be degenerate for simplicity.

The boundaries behave as expected from R-sub-
lattice anisotropy. That is, they follow fairly well
lines of constant Xa" (exchange minimum) which
are about halfway between the well Xa's (see Fig.
17). (Values of Xa, direction cosines of Ma to H,
at the source anisotropy wells are listed in Fig.
19.) The boundaries diverge from the compensa-
tion point and approximately converge near II
= XM~ at the "demagnetization temperature" of R.
It is notable that there is no phase transition to a
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FIG. 20. Phase boundaries for H along fill]. All lines
are flxst order vflth oldlnary transitions for (he line
containing A, symmetry-affected ones for the line con-
taining C. Point E is second order.

completely aligned phase; without special symme-
try the anisotropic ferrimagnet never aligns ex-
cept by chRnce Rnd then only Rt lsolRted points in
the H-T plane. This behavior is similar to that of
other anisotropic magnets: Exact alignxnent can
ordinarily be achieved only for field applied in prin-
cipal anisotropy dir ections.

At higher field, the anisotropy wells become
overwhelmed by the steep exchange minimum.
However, the second-order points which Inark the
ends of the first-order lines are not often visible
because they occur when two minima are driven
together by the competing effects of anisotropy and
exchange. While this takes place, some other
more single-minded local minimum usually wins
out. Thus, the [ —1 —11]and [ —1 —1 —1] phases
coalesce while [1 —1 —1] is lowest. Only the crit-
ical point between [ —111] and [11—1] (point E) oc-
curs in a visible range. The point G must also be
second order, but it has not been investigated in
detail.

A field along [ill] leaves a threefold symmetry
axis and a reflection plane (which turns out to be
the easy plane). There are four ineguivalent
phases (see Fig. 20). The [ill] phase (8 parallel
to H) has a limited range of existence because the
large halfway value of Xz between this and the [11—1]
well, X~-0. V, is achieved at quite small fields
unless Mz is much larger than M~. For T=O'K,
M„/M~ = 1.01, so the flip field as derived from
Fig. 1V is 2. 5 kOe (compare with the 1.53-kOe
result from the six-sublattice numerical calcula-
tion, Fig. 20). The [11—1] phase should go to
[ —1 —11]at Xz-0. 2 and this also gives rather well
the course of the computed phase boundary. Sim-
ilarly, the transition to the antiparallel state
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FIG. 21. Phase boundaries for H along [100). The
boundary ending at B (solid) is first order; B is a liquid-
vapor-like second-order point. The outer boundary
(dashed) separates canted and aligned phases and is sec-
oncI ox'cler,

[—1 —1 —l]roughlyfollowsXz- —0. 8. Note thatin
high field, although X~ -+ 0.7 reappears in realiz-
able range of Mz /Mz (Fig. 3), there is no reoc-
currence of a [111]phase in Fig. 20. This is be-
cause the exchange minimum is then so deep that
distinction between the [ill] and [11—1] source
wells is washed out. All transitions are first order
except for the second-order point at I'. The outer
phase-boundary transition is symmetry affected.

Lastly, field along [001] (Fig. 21) leaves a four-
fold axis and two reflection planes (110) and (100),
of which (110) is always easy. There are two in-
equivalent wells. The first-order boundary be-
tween [ —1 —1 —1] and [ —1 —11]phases follows
X~-0 until it ends at point B. The outer phase
boundary is to a totally aligned state; the symmetry
ensures that it is second order and that it cannot
end.

VI. CONCLUSION

We have presented theoretical results displaying
four kinds of phase transitions which occur in the
field-induced canted configurations of YbIG. Al-
though our choice of parameters may not be a best
fit to available data, the mean-field basis of the
theory is very well justified and this lends con-
siderable credibility to the predicted analytic be-
havior of singular thermodynamic functions near
the phase transitions. We have also developed the
phenomenological concepts of "exchange minima"
and "anisotropy wells" which should be useful in
describing any anisotropic ferrimagnet liable
to a mean-field approach. These explain the
course of phase boundaries in the II-T plane and
also how phase-transition properties depend on the
anisotropy, and the magnitude and symmetry of
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direction of the applied field.
Measurements on single crystals in applied mag-

netic fields of 40-80 kOe could provide an accurate
check on much of the predicted phase-transition
behavior.
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The effect on the nuclear spin-lattice relaxation of the anomalous temperature dependence of
generalized unstable lattice modes near the ferroelectric transition is investigated both theo-
retically and experimentally. Expressions for the relaxation rate near T, are derived for typ-
ical cases of critical dynamics of ferroelectric crystals. For the case of undamped soft-pho-
non modes it is shown that, on the basis of a Raman two-phonon relaxation mechanism, the
relaxation rate should behave near the transition temperature as (T —To) ", where n depends on
the shape of the dispersion curve of the soft branch. On the other hand, for the case of damped-
oscillatory modes or diffusive modes, the relaxation rate, derived by using the classical ap-
proach for the direct relaxation process, should behave as (T- To) ~ or as ln(T —To) if the an-
isotropic character of the dipolar interaction is taken into account. An experimental investi-
gation of the nuclear spin-lattice relaxation rate in NaNO2 single crystal is presented. The
resonance spectrum and the recovery law under different conditions are discussed. The re-
sults of the relaxation rate as a function of temperature, angular orientation, and resonance
frequency indicate the existence of a damped generalized soft mode or critical diffusive mode.
The available data on the shape of the relaxation-rate peak tends to favor the logarithmic sin-
gularity, in agreement with the prediction of an anisotropic interaction. From the analysis of
the data, it is inferred that the soft mode can be identified as the flipping motion along the fer-
roelectric c axis of the electric dipoles associated with the NO2 group, which seem to be mainly
correlated along the a axis. The relaxation measurements support the recent suggestion for a
new low-temperature phase trans1t1on.

I. INTRODUCTION

Nuclear magnetic resonance (NMR) techniques
have been widely employed in order to gain infor-
mation on the phase transition and on the proper-
ties of ferroelectric crystals. ' Information on
structural or symmetry changes occurring at the
phase transition can be obtained from the splitting
and/or shift of the NMR spectrum associated with
the static quadrupole interaction with the lattice.
Furthermore from the temperature dependence of
the quadrupole interaction one can deduce the
temperature dependence of the spontaneous polar-
ization. The temperature dependence of the

jumping frequency of atoms between sites with
different electric-field gradients (efg) can be ev-
idenced by the collapsing of the corresponding
resonance lines. Finally, measurements of spin-
lattice relaxation time governed by magnetic di-
polar interactions and quadrupole interactions
have been performed, mainly in hydrogen-bonded
ferroelectrics, in order to study the proton or
deuteron motion both in the paraelectric and fer-
roelectric phases.

In ordinary diamagnetic nonconducting ferroelec-
trics the main source of relaxation for nuclei with
I & 2 is the coupling between the nuclear-spin sys-
tem and the crystal lattice through the interaction


