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A Brillouin-scattering study of amplified shear waves in propagating acoustoelectric do-
mains in n GaAs is presented. On the basis of small-signal theory, a complete formalism
is developed for the amplification of piezoelectrically active waves from the thermal back-
ground of lattice vibrations. Our experimental results show that this provides a good de-
scription of the acoustic flux when its intensity is less than about 10 Jjcm3. Here, the

growth rate, intensity, frequency distribution, angular distribution, and spatial distribu-
tion of the amplified shear waves were all found consistent with small-signal theory. In

the subsequent stages of growth, when the acoustic waves become very intense, many in-
teresting deviations from small-signal theory were found, resulting from at least two non-

linear effects, parametric frequency conversion, and enhanced electron-phonon coupling.
The acoustic spectrum is rapidly extended to low frequencies, with relatively narrow do-
mains being initially produced at these frequencies. The acoustic energy density tends to
saturate at about 1 J/cm3.

I. INTRODUCTION

It is well known that injected ultrasonic waves
can be amplified in piezoelectric semiconductors
by the application of a sufficiently high electric
field ' because of the strong interaction with mobile
charge carriers. %'hen the drift velocity exceeds
the sound velocity, energy and momentum are
transferred from the carriers to the acoustic

wave. Such interaction with internally generated
acoustic waves has been used to explain the elec-
trical instabilities observed in many piezoelectric
semiconductors CCdS, GaAs, CdSe, ZnO, Te,
Zns, ' GaSb, ' and InSb '0). These instabilities gen-
erally show up as either damped or continuous os-
cillations in the current. The continuous oscilla-
tions are characterized by a high-field domain
which propagates with the velocity of sound in the
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direction of carrier drift, and the damped oscilla-
tions by a stationary domain located either at the
downstream contact or at an inhomogeneity in the
bulk of the sample. Brillouin scattering provides
a direct means of studying the acoustic waves in
the propagating domains, and hence the traveling-
wave amplification process. Many such investiga-
tions " ' in CdS and ZnO have been reported. How-

ever, these studies were primarily limited to the
final stages in growth of the acoustic waves, and
have left unanswered questions with regard to the
source of the acoustic waves, the mechanism of
domain formation, and the applicability of small-
signal theory. With these questions in mind the
present study in GaAs was undertaken.

There are many advantages in studying GaAs as
opposed to a stronger piezoelectric semiconductor
such as CdS or ZnO. The high mobility and weak
coupling allows one to work at drift velocities many
times the sound velocity and thus minimize the
effects of inhomogeneities. ' '" In GaAs the do-
mains are relatively wide ( 1 mm) and hence are
easily resolved. Since GaAs is not birefringent,
optical-probe data are much easier to analyze.

Some typical observations are presented in Fig.
1. A constant voltage pulse is applied at t = 0 to
a long rectangular GaAs sample oriented along a
(110) crystallographic direction. The current j (f)
shows an initial Ohmic response, but after a period
of time (the so-called incubation time) it begins to
drop to a saturation level, which is independent of
the applied voltage. With a sharply focused light
beam, one can detect a narrow domain growing up
in the middle of the sample. As shown by the time-
position plot, this domain signal grows to a steady-
state amplitude and propagates down the sample
with the velocity of the piezoelectrically active
shear wave (3. 35 mm/psec). "'e When the do-

TABLE I. Room-temperature electrical properties
of GaAs studied. The calculated frequency of maximum
acoustoelectric gain is also shown.
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main strikes the anode, it is effectively destroyed
and the current rises back to the Ohmic value. The
process then repeats itself. These domains can
be optically detected in GaAs by either absorption
modulation, Brillouin scattering, or the bire-
fringence induced by the high electric field in the
domain. The latter two techniques are used in the
present study.

These measurements were carried out at room
temperature on bulk single- crystal n-type GaAs.
The carrier concentration (n) and mobility (p) of
the four ingots used are listed in Table I, along
with the theoretical frequency f, of maximum ac-
oustoelectric gain (see Sec. II). Since most sam-
ples greater than 1 cm in length exhibited local
variations in resistivity of at least 20/z, detailed
probe measurements on the individual sample
were necessary for quantitative analysis.

An incubation time calculated from an estimated
thermal-background source intensity has been shown
to be consistent with experiment. However, be-
cause of the much greater detail revealed in Brill-
ouin scattering measurements, it has been neces-
sary to develop in Sec. II a more complete repre-
sentation of the growth process and the effect of
the flux on the carrier drift velocity. Since there
have been some conflicting interpretations of light-

FIG. 1. Optical-probe signals as
a function of time and position reveal-
ing the propagating acoustoelectric
domain which appears in GaAs when
a high-voltage pulse is applied along
a (110) direction. The time variation
in current [j(t)] is shown for refer-
ence.
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where U," is the amplified energy density per unit
volume in q space, U'"=AT/(2m)' is the equilibrium
thermal-energy density, n is the acoustoelectric-
gain coefficient, and I/r~ is the nonelectronic lat-
tice- attenuation coefficient. For semiconducting
material o. = o.o(v,/v, 1), wher—e v, is the electron
drift velocity. The second term in Eq. (1) is nec-
essary for detailed balance (dU;/d$ =0, whenv„=0),
which is achieved when Co= o'0+ 1/r~. Assuming v,
remains constant Eq. (1) can easily be integrated,
yielding an excess energy density,

=U; - U'"=-[C»l(»)'](e "-1), (2)

where o.'„=n —I/r~ and C= 1+Co/o„For &„&.0, Q~

saturates at CRT/(2m), where-as exponential am-
plification occurs when n„&0. Our primary con-
cern here is with the selectivity of this amplifica-
tion process, which depends upon the nature of no
and I/r,

If ql, «1(where I, is the electron mean-freepath),
the Hutson-White theory ' applies, and

e'e ( 2' ((o, &u )"'
ep ART((~, (uv)"' 2' (3)

scattering' ' ' and birefringence ' data in CdS,
these two techniques are examined in some detail.
In Sec. III the experimental methods and some di-
agnostic experiments are presented. The relation-
ship between scattering intensity and acoustic en-
ergy density is discussed in Appendix A. Intense
scattering is considered in Appendix B.

The experimental results are divided into two
parts: (a) weak-flux data, presented in Sec. IV A,
and (b) strong-flux data, presented in Sec. IV B.
Additional analysis and discussion of the strong-
flux data are presented in Sec. V. The results are
summarized in Sec. VI.

II. THEORY

A. Growth from Thermal Background

Because of the strong variation of the acousto-
electric gain ' with the frequency and propagation
direction of the acoustic wave, the application of
a high electric field along a (110) direction in GaAs
will result in the amplification of only a small por-
tion of the thermal spectrum of piezoelectrically
active shear waves, producing a highly directional
beam of flux. Using small-signal theory, let us
now examine the frequency bandwidth, angular di-
vergence, and energy content of this beam as a
function of time after the field is applied.

In a coordinate system moving with the sound

velocity (v,), the growth of acoustic energy is given

by

where tu, =a'/e, ~v=ev, /p, j'pT,

e,&=e«(3 cos 5 —2 cos5) (5)

in the (110) plane, which dominate the angular varia, —

tion of &. Additional factors occur in the drift-vel-
ocity component (v~ cos5) and in the sound velocity,
which varies approximately as (1 —0. 85~) in the
(110) pla, ne.

Theories of phonon-phonon attenuation show I/r~
varying as f for 2mf7, „«1,and as f for 2'~,„»1,
where 7 is the thermal-yhonon relaxation time.
In GaAs, (2vr~b) ' is approximately 15 GHz at 300
'K, ' so for the frequencies of interest (see Ta-
ble I) we expect 1/v~ to have a frequency dependence

somewhat weaker than f . Since I/&~ increases
monotonically with f, the frequency of maximum
net gain f will always be less than f, and will de-
crease with decreasing drift velocity. Unless other-
wise specified, o!„,a, oo, and I/&~ refer to their
respective values along the [110]axis at the frequen-

cy of maximum net gain.
The frequency bandwidth Qq, ~. and the angular

bandwidth &6yy2 of the amplified beam will decrease
as the flux grows. An example of this is shown in

Fig. 2, where Q»2 and &5»~ are given as a function
of the growth factor at f, the frequency of maximum
gain. Most of the reduction in &f,&3 and &5„zoc-
curs during the first four- orders- of- magnitude
growth. There is little further change from the 10
to the 10' growth stage, where Q,»=0.4f and

~g„,= ao'.
Thus, in calculating the total excess energy den-

sity

C= J'y;d, , (6)

it is only necessary to consider frequencies near

f and 5's near O'. To obtain a tractable solution,
we shall assume that for frequencies near f,
is of the form

and where e,&, e, e, p, o, and f are the appropriate
component of the piezoelectric tensor, electron
charge, dielectric constant, mass density, conduc-

tivity, and frequency of the acoustic wave, respec-
tively. Here the frequency of maximum interaction

f, is given by (&u, +v)"$2v. If ql, »1, the power-gain
coefficient no is enhanced by a factor (2m"')ql, and

f, =(3~,~)"'/2r. ' Unfortunately, in most of our
GaAs material f, is in the region ql, -1, where one

is forced to evaluate no numerically. Neverthe-
less, the basic features of the gain are contained in

Eq. (3).
For a wave propagating at an angle 5 from the

[110]axis, we have

e„=e,4 cos'(25)

in the (001) plane, a,nd
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1.0—

Qn ~ 0.7S 0

20

throughout the sample, then the amplifiedintensity
4(x, f) at a distance x from the cathode at time
t after the voltage is applied will be given by

4(x, f) = C0 exp no(x) —1 ~-
p (x)EO(x) & 1 «

vs ) 7p V~

(8)

IO 10 IO

GROWTH FACTOR o t f
IO

IO

00

ION

o = & -vst for & ~vs

and where Eo(x) is the Ohmic field at position x.
Since p, EO = v„is usually 5-20 times v„and
since the product o.'0(x)p, (x) is independent of x,
the spatial distribution of flux is controlled solely
by E0(x), hence, by the resistivity profile of the
sample.

FIG. 2. B.elative frequency bandwidth &f&g2/f~ and
angular bandwidth 45&g2 as a function of the acoustic
amplification factor atf, the frequency of maximum
gain,

a (f)=o.'„1—A„(

An expansion of Eq. (3) gives A = 1 for o'» 1/r~. We
would not expect A to differ appreciably from unity
in any case of interest. In addition, we shall as-
sume o.'varies as (1 —85') about the [110] axis.
In most cases, the average angular variation in
gain is characterized by B=6. Integration of
Eq. (6) then yields

Can
af

when a„t & 5. The quantity in the square brack-
ets is the effective-frequency bandwidth, and the
term in the curly brackets is the effective cone
of propagation. As expected, both decrease with
time. Note that the effective-source intensity
40 is a strong function of the frequency of max-
imum net gain f„.Since f, is proportional to
the square root of the carrier concentration, 40
should vary roughly as n f . Thus for samples
with high carrier concentration, there is the ad-
vantage of a higher starting flux because a larger
volumein q sPace is available for amplification.
However, the larger nonelectronic losses at the
higher frequencies usually more than compensate
for this.

The spatial distribution of the amplified flux
in the sample changes with time, by virtue of the
inherent propagating nature of the acoustic waves
and the spatially inhomogeneous gain resulting
from resistivity inhomogeneities. If we assume
the source intensity 4o to be constant and uniform

B. Decrease in Drift Velocity

The rate of momentum transfer from the
mobile charge carriers to the amplified acoustic
waves ls given

eE, = ' + o(q)Q; dq, (9)
nv~

where E„is the average electric field in a region
much larger than an acoustic wavelength, but small
compared to the spatial distribution of Q;. The
first term on the right-hand side is just the Ohm-
ic momentum-loss rate, while the second term is
the rate of momentum transfer to the acoustic
wave. As the flux becomes very intense this
additional momentum loss exceeds the Ohmic con-
tribution, resulting in a significant increase in
the local resistance and electric field. Assuming
constant drift velocity, an integration of the sec-
ond term in Eq. (9) yields

nev, [E~(t) —Eo]
e )

where Eo = v~/p and n' = n{l —2/of} for nt & 5.
The increase in the effective-gain coefficient &'
with time is due to the shrinkage of the flux dis-
tribution about q . Combining Eqs. ( f) and (10)
and using the parameters given in Table I, we
find that it requires up to 10 growth in flux to
double the local field. At cryogenic temperatures
where f„and o'0 are generally much larger, the
required growth can be much less.

If a constant current supply is fed into the
sample, the exponential growth of flux will pro-
duce a corresponding growth in voltage across
the sample. However, the flux and voltage will
not grow indefinitely, as the flux growth would
sooner or later be limited by either strong non-
linear losses, excessive Joule heating, or simply
by the length of the sample limiting the distance
in which flux can grow. In most cases, the
voltage supplied by our pulse generators would
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not allow constant current to be maintained for
even a short period of time in the non-Ohmic
regime.

It is relatively easy to maintain constant
voltage across a sample; however, in this case
we cannot make full use of the above formalism.
If v, is assumed independent of x, Eq. (9) can
be integrated over the sample length L, which
yields the dependence of a~on the average acous-
tic energy density 4 and on the initial Ohmic
drift velocity vp,

vp/vs + C)/P

1+@/P

and

(14)

As seen from Eq. (13), the flux grows exponen-
tially when 4 «4„,but eventually approaches
the steady-state value given by Eq. (14). In

GaAs, vo/v, is generally much greater than 1

+ I/apso), and so 4» is essentially independent
of np. The total flux in the sample (4,P) in-
creases linearly with vo; and hence with the ap-
plied voltage, which is consistent with many of
the reported properties of the GaAs domain.

where
L

)
n, )t))ez)x, t) dt)) dx

o

III. EXPERIMENTAL METHODS

A. Brillouin Scattering

and

P= nev', /p, oo.

As required, when 4 «P, ~~ = vo. However, as
4 (t) increases vo decreases, and in the limit
4(f)» P, vo = v, . The interaction with the flux
reduces the drift velocity of the carriers which
in turn suppresses the growth of the flux, i. e. ,
a current-flux feedback process occurs. How-

ever, p is typically of the order of 10 o J/cmo,
and so we should not expect small-signal theory
to apply indefinitely in this intense flux regime.
Nevertheless, it is instructive to examine some
of its predictions in more detail.

Let us assume that the flux is confined to a
domain of width d, which propagates down the
sample with the velocity of sound. Equation (11)
then simplifies to

1 —1 1 +

where C is the energy density in the domain.
If this feedback expression is inserted into the
growth equations, one can, in principle, obtain
C'(t) and v„(t). However, to simplify the problem,
we shall further assume that only one acoustic
frequency is present. Here, the amplification
rate goes to zero when v, drops to v, (1+ I/c. o~~)
and gives a saturation drift velocity which is in-
dependent of the applied voltage and larger than
the sound velocity, a feature characteristic of
the acoustoelectric instability. '

integration of the growth equation d4/dt= a„4)
yields

(13)

where

o'» = ~o(vo/v, —1), o'„~= « —I/r~,

Brillouin scattering provides one of the most
direct ways of measuring the frequency and in-
tensity of acoustic waves. When a photon of
frequency v and wave vector k interacts with a
phonon of frequency f and wave vector q it ex-
periences a change in frequency and wave vector
given by

), = ) +f and k =k+q,

where v, and k, are the frequency and wave vec-
tor of the scattered photon. If a phonon is cre-
ated by the interaction, the frequency of thescat-
tered light will be less than that in the incident
beam, producing the so-called Stokes component;
whereas, if a phonon is absorbed in the process,
the scattered light has a higher frequency, the
anti-Stokes component. Since f is small com-
pared to v, it is easily shown that

f = (2npv, /Xp) sin p 8

where no is the refractive index of the scattering
medium, Xo is the optical wavelength in vacuum,
and 8 is the angle (in the medium) through which

the photon is scattered from the forward direc-
tion. The propagation direction of the phonon

is given by the perpendicular to the bisector of

the scattering angle of the light.

Ordinarily, both the scattering direction andthe
frequency shift (v-vo) must be known in order to
determine the frequency and propagation direction
of the acoustic wave. However, if the velocity of
the acoustic wave is known C,as is the case with the
propagating acoustoelectric domain), we can deter-
mine f and q simply from the directions of the in-
cident and scattered light beams. Since it is not
necessary to measure the frequency shift directly,
a highly monochromatic source is not required.

Brillouin scattering from an equilibrium thermal
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distribution of phonons in cubic crystals has been
examined in detail by Benedek and Fritsch. ' For
[110]shear waves with [001]particle motion,

(15)

with

&=&«k. (&. [P.(8 ~ &.)+8(&, ~ &,)]], (15)

where I,"(0) is the intensity of light scattered into
the solid angle 0, Io is the incident intensity b

is the light path length through the medium, $ is a
vector in the direction of polarization of the scat-
tered beam, &~ is a unit vector in the direction of

A
polarization of the incident beam, &, is a unit vec-
tor in the direction of polarization of the acoustic
wave, g and k, are unit vectors in the direction of
propagation of the acoustic wave and the scattered
photon, respectively, and P44 is the appropriate elas-
to-optic coefficient.

The factor kT represents the energy content of
a vibrational mode for equipartition of energy
throughout the modes. More generally, the energy
content is given by n,kf, where n, is the phonon oc-
cupation number. Amplification of acoustic flux
from the thermal background produces an increase
in n, above the equilibrium value, and hence a
corresponding increase in scattering intensity.

In GaAs P44 is about 0. 06 at 1.0 p, m and decreas-
es with decreasing wavelength. Thus, for 0
= 10 sr and b =0. 5 mm, we find I,'"(0)/Io='7&&10"
at room temperature. The magnitude of the scat-
tering observed from the propagating acoustoelec-
tric domains was in the range from 10' to 10"times
larger than this, indicating that the acoustic energy
density had increased by a corresponding amount

from the thermal value.
Our experimental set up is shown schematically

in Fig. 3. Light from a pulsed high-pressure Hg
arc lamp (AL) was focused onto an adjustable slit
(AS) and then passed through an optical filter (F)"
and an Ahrens prism polarizer (AP, ). The image
of the slit was projected onto the GaAs sample,
with the incident cone defined by the aperture A&.

The angle of incidence (g) was varied by simply
rotating the sample. A second Ahrens prism (AP~)
was used to analyze the polarization of the light
scattered into an angle 8, with the aperture A~ de-
fining the collection cone. The light which passed
through this aperture was focused onto an EG and
G SGD-100 photodiode (SP) and the response dis-
played on an oscilloscope. The inset in Fig. 3
shows an example of the scattering signals observed
at various angles 8 = 2(, along with oscilloscope
traces of the sample current and voltage. Scattered
light was detected only during the passage of the
acoustoelectric domain through the light beam.

The high refractive index of GaAs (no=3. 5) se-
verely limits the internal angle at which light en-
ters and leaves the sample, since total internal re-
flection occurs for angles greater than 17'. Con-
sequently, the internal propagation directions (k
and k, ) are both nearly perpendicular to the [110]
axis for all values of e. The optical path is essen-
tially given by the specimen thickness. Changes
in ref lectivity with incident angle can be ignored
when g and (8-((i) are less than 50'. The frequency
and propagation direction (in the plane of incidence)
of the phonon producing the scattering can be ob-
tained directly from 8 and g, as

f = ' sin —, ~si —sint8-P) ~ s'n —s' g ~)

2nov, . i . i 1 i 1

0 no (»)

FIG. 3. Schematic diagram of the
apparatus used for detecting Brillouin
scattering from acoustoelectric do-
mains in GaAs. Typical examples of
scattering signals are shown in the in-
set along with the current j and voltage
V traces. AS, EAL L AP L,AI

GaAs

P A

~s

I p14c

IO

30
50'

70
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and

ii = —, s'n —s'ni9-P) —Bin —s'nii).(1 ~ -1 1

Sp Ãp

When 8 = 2P, 5 = 0 and Eq. (17) reduces to

f = (2v,/X, ) sin(-,'8).

(18)

(19)

We should also mention that both the Stokes and
anti-Stokes scattering signals were observed to
have equal intensity, as should be expected for
ultrasonic frequencies. For 5 = 0, the anti-Stokes
configuration is just the mirror image of the Stokes
configuration, i. e. , 8 and g are simply changed
to -0 and -g.

With Xo = l. 0 p. m, 2v, /Xo = 6. 7 GHz, which is the
maximum detectable frequency in this scattering
configuration.

The aperture placed in front of the detector de-
fines an external collection cone 0, not the internal
cone fl, given in Eq. (15). For small cone angles
(&10 sr was used in these experiments),

A = [cos(8-g)/no]0, (20)

TABLE II. Polarization and intensity of the domain-
induced scattering and birefringence signals observed
under different optical configurations. The polarization

A

of the scattered signal PI, is given with respect to the
$

incident polarization P~, and the intensities are normal-
ized to the maximum signals.

Configuration
I'I,

[110) [001)
[110] 45"
f110] [110]
[0o1] [110)

Scattering signal
A

&a, ~s

1
1
1
0. 02

Bire fringence
signal

1
&0.01

1
&0. 01

With respect to the [001] and [110]directions.

which varies slightly as the sample and detector
angles are changed.

According to Eq. (16), light scattered by shear
waves should exhibit certain distinguishing char-
acteristics which depend strongly upon the polar-
ization and propagation directions of the incident-
light beam relative to those of the acoustic wave.
The scattering intensity should be a maximumwhen
k is perpendicular to the plane of g and P„where-
as, very little scattering should occur when k is
coplanar with () and P, . For [110], [001] shear
waves, this means that the scattering intensity is
a maximum when the light beam is incident upon
the (110) surfa. ce and a. minimum when incident
upon the (001) surface. This was indeed found to

be the case for the domain-induced scattering. Our
results are summarized in Table II, where the
relative intensity and polarization of the scattered
light are given for various configurations. Note
that the scattered light was polarized either per-
pendicular or parallel to that of the incident beam
depending upon the configuration, which helps iden-
tify the shear-wave scattering. The 90' change
in polarization isolates it from many types of scat-
tering.

B. Electro-Optic Effect

The application of an electric field to a piezo-
electric crystal produces an anisotropic change in
the refractive index which is proportional to the
field strength (the linear electro-optic effect).
Details of this field-induced birefringence in zinc-
blende crystals have been discussed by Namba.
For an electric field in the [110]direction, the
maximum phase lag I between two components of
a plane-polarized light beam occurs when the beam
is incident upon the (110) surface, and P„is either
parallel to the [110]or the [001] axis. Here,

I' = (2m/Xo)(nor14Eh) (21)

where b is the optical path length and x,4 is the
electro-optic coefficient. No phase lag occurs if
P~ is at 45' with respect to the [110]and [001]
axes. If the beam is incident upon the (001) sur-
face there is no phase lag, regardless of the direc-
tion of P,. In GaAs, r« is about 1. 2x10 ' cm/V
at 1.0 p, m, and does not appear to be a strong
function of wavelength in this region. The inten-
sity ~I of light transmitted through a system con-
sisting of a GaAs crystal placed between crossed
polarizers is given by

BI/I „=sin(—,I"), (22)

whereIp(( is the transmitted intensity in the absence
of the field with parallel polarizers. Birefringence
was measured with the apparatus shown in Fig. 3,
by simply setting 0=0.

Ordinarily, electro-optic effect data are simple
to interpret. However, when this effect is asso-
ciated with an acoustoelectric domain, complica-
tions arise which have caused some controversy. "'
The high-resistance domain is not only a region of

high electric field, but is also a region of very
intense acoustic flux. Whether the observed do-
main-induced birefringence is a field effect or a
flux effect must therefore be determined.

The intensity of light detected with crossed po-
larizers at various angles from the forward direc-
tion as the Jomain passed through the light beam

is shown in Fig. 4. Here, /=15' and P~ it[001]. The
detector angle was varied from —50' to 60, with the
analyzer crossed with respect to the polarizer. Bril-
louin scattering (anti-Stokes) from 1.7-GHz phonons
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0 from the forward direction. Brillouin scattering is
responsible for all but that at 0 = 0', which is due to the
electro-optic effect . The frequency f and propagation
angle 4 of the acoustic waves producing the scattering
are given at the top of the figure.

propagating along the sample axis is responsible
for the intensity peak at 30 . The broad intensity
distribution centered at about -25 is a result of
Brillouin scattering (Stokes) from off-axis flux,
e. g. , 1.7-GHz flux moving -8. 5' off axis scatters
light at -35'. The frequency and propagation di-
rection of the phonons responsible for scattering
at various angles is given at the top of Fig. 4. The
ratio of the intensity at 30' to that at -35 is about
20: 1, which is to be expected from our knowledge
of the amplified flux cone (see Sec. IV). As 8 ap-
proaches 0 the signal drops off rapidly. However,
at 8 = 0' we find a relatively large signal, over 10
times that observed at 8 = + 5 . This could not be
caused by two successive Brillouin scatterings
(see Appendix B), since light scattered twice would
have the same polarization as the incident beam,
and therefore would not be detected. The intensity
of this signal at 0' corresponds to 0. 01 IoII If we
assume this is due to the electron-optic effect, we
obtain a field of about 13 kV/cm, which is in good
agreement with the field (15+ 3 kV/cm) estimated
from the current modulation and the domain width.

Severe complications arise when the intensity
of the low-frequency (& 0. 2 GHz) acoustic waves
becomes large. Small- angle scattering produced
by these shear waves will throw perpendicularly
polarized light into the finite collection aperture,
through analyzing prism, and obscure the bire-
fringence signal. This could easily lead one to
believe that the domain-induced "birefringence"
was the result of the photoelastic effect, exhibiting
the properties of low-frequency acoustic waves.

The strong polarization dependence found for the
domain signal (see Table II) is in excellent agree-
ment with that discussed above for the electro-

optic effect. With the light beam incident uponthe
(110) surface, large signals were found with the
incident beam polarized either along the [001] or
along the [110]axis, but with P, at 45' with respect
to these axes, no signal was detected. Also, no
signal was observed with the light beam entering
the sample along the [001] direction.

If the phase lag is small, the electro-optic signal
is proportional to E . Consistent with this is our
observation that the domain-induced birefringence
signal was proportional to the square of the voltage
across the domain in a sample where the domain
width changed very little during growth. When the
voltage across the sample was rapidly cut off, the
birefringence signal dropped sharply to zero, while
the Brillouin-scattering signals persisted for some
time (see Fig. 12). We therefore feel that the ob-
served domain-induced birefringence signal is due
to the electro-optic effect and is only indirectly
related to the acoustic flux. This enables us to
precisely correlate the growth of the electric field
in the propagating domain with the acoustic flux
level, since the same optical probe is used for both
the birefringence and the Brillouin-scattering mea-
surements.

IV. RESULTS

A. Weak-Flux Regime

In this section we present the properties of the
amplified acoustic waves at the earliest detectable
growth stages, prior to the occurrence of strong
non-Ohmic effects. Here the intensity, growth
rate, and the spectral, angular, and spatial distri-
butions of the flux will be examined and compared
to the predictions of small-signal theory.

Cmouth Rate

The best test of the growth was provided by Bril-
louin-scattering measurements on samples from
ingot R, where 3. 1-GHz acoustic waves produced
the most intense scattering in the initial stages of
detection. The intensity of these waves as a func-
tion of time is shown in Fig. 5 at three representa-
tive applied fields along with the associated current
traces. The energy density relative to the thermal
energy density U'" is given by the quantity I,/I,'"
—the ratio of measured scattering intensity to that
calculated for a thermal distribution. The growth
is exponential in the observable range (solid lines)
from 106 to 10 U' . The fact that I,/I, " extrapolates
(dashed lines) ba.ck to unity at the onset of the volt-
age pulse, attests to the applicability of the simple
gain theory and the scattering relation given by
Eq. (15). The decrease in growth rate and the on-
set of flux saturation at - 2 &&10 U " signified the
end of the simple exponential-growth range.
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The slope of each growth curve gives the net gain
coefficient o.„.A plot of o.'„versus (v~/v, —1) (see
inset in Fig. 5) yields the parameters no and 1/Tp

At 3. 1 GHz, we find 1/7&= 2. 5x10 sec ', which
corresponds to an f"extrapolation of Keller and
Abeles's attenuation value at 0. 63 GHz. This
frequency dependence is to be expected for frequen-
cies in this range. In addition, we find @0=8
+1~10' sec ', which is reasonably consistent with
the Hutson-White (HW) theory, "according to
which (oto)«= 5. 6+0. 6x10' sec ' based on an elec-
tromechanical coupling constant K =e,4/e c44= 3. 7
+0. 3&&10 . The Hutson-White expression should
not be completely applicable here where ql, = 0. 6.
Jacobini and Prohofsky's (JP)" calculation, appli-
cable for all values of ql„gives an (o.'o)z~ = 1.3(no)«
at 3. 1 GHz for the present sample parameters,
which is in better agreement with the experimen-
tally obtained value.

Frequency Distribution
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FIG. 6. Frequency distribution of the amplified acous-
tic energy density at an early growth stage. The solid
lines represent the thermal background intensity and the
theoretical amplified distributions (see discussion in
text).

GHz bandwidth and 10' propagation cone. The
amplified energy density is obtained by simply
multiplying the thermal energy density by the scat-
tering factor I,/I,'" The ampl. ified spectrum cal-
culated using (o.'p)avis given by curve (a). The im-
portance of taking lattice losses into account
(1/7'&- f' was used in accord with the discussion
above) is demonstrated by curve (b); i. e. , lattice
losses drop the amplified energy density by a fac-
tor of 300 and produce a small downward shift in
the frequency of maximum intensity. At this stage
the theory gives 30 times smaller flux than was
experimentally observed. But this discrepancy is
ex''emely sensitive to the magnitude of no, and is
nearly eliminated by using the more appropriate
(op)g p as is shown by curve (c). The observed
bandwidth of the spectrum (1.2 GHz) was easily
resolved and compares well with the 1. 1 GHz pre-
dicted.

At this stage in acoustic growth the peak excess
electric field in the domain (E„Eo)was about-l. 6
kV/cm. For this excess field, Eti. (10) yields a
total acoustic energy density of about 10 J/cm',
which also agrees with our measurements.

The initial frequency distribution in higher-car-
rier-concentration samples (n = 5 x10' cm ) was
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represents the theoretical distribution.

also examined. Here, however, no scattering
could be detected until after the current dropped
nearly to its saturation value, about 1 p, sec after
strong non-Ohmic effects began to occur. At this
stage, the frequency of maximum energy density
was greater than 5 GHz. Flux of 6 GHz (140' scat-
tering) could easily be observed at this initial detec
tion stage. However, the expected frequencies of

maximum acoustoelectric gain in these samples
are in the range of 12-15 GHz, which could not
be detected with our Brillouin-scattering probe.
Since a large local field was obviously built up in
the domain before scattering could be detected
(electro-optic signals were observed before scat-
tering signals), it is not unreasonable to assume
that high-frequency flux produced the initial non-
Ohmic effects.

Angular Distributi on

The angular distribution [in the (001) plane] of
3. 1-GHz flux at the 10 growth stage is shown in

Fig. 7, along with the theoretical distribution (sol-
id line) calculated according to the discussion in
Sec. II. As expected the observed distribution is
centered along the [110]axis. The measured cone
angle (- 10') is also in good agreement with theory.
Measurements in the higher- carrier- concentration
samples gave essentially the same results. The
propagation cones of the initially detected flux (4
GHz and above) ranged from 7' to 10'. We should

note, however, that in Sec. II, we tacitly assumed
the acoustic waves striking the surfaces of the
sample to be 100/z specularly reflected. If this is
not the case, then for very-thin samples (the high-
carrier- concentration samples were & 0. 2 mm
thick) the cone angle should be somewhat less than
calculated.

The spatial distribution of the initially amplified
flux was found to be a strong function of the resis-
tivity profile of the sample. If relatively higher
Ohmic resistance regions were in the upstream
half of the sample, a traveling domain was formed,
whereas if they were located in the downstream
half, a relatively stationary domain at the anode
appeared. These observations are consistent
with Eq. (8). In Fig. 8, a comparison between
the measured domain shape (at 3. 1 GHz) and that
calculated from Eq. (8) using the resistivity pro-
file p(x) obtained from photoconductivity data is
made. The predicted asymmetric shape is clearly
shown by the Brillouin scattering data. The arrow
in the figure (labeled v,t) represents the distance
through whi ch flux, originating from the cathode,
would have traveled in time t. So here the flux in
the Peak of the domain originated near the cathode.
However, not all propagating domains were found

to "originate" from the cathode; the specific origin
varied with the resistivity profile. Large inhomo-
geneities are not necessary to produce distinct
propagating domains; 10% inhomogeneity is suffi-
cient. In CdS, where the initial drift velocity is
generally only slightly larger than v„the effects
of inhomogeneities should be, and are, much
stronger.
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FIG. 8. Spatial distribution of the 3.1-GHz flux at the
10~ growth stage. The solid line is the calculated dis-
tribution, using the resistivity profile p(x) to determine
the spatial dependence of the gain.

8, Strong-Flux Regime

As the flux becomes very intense, the momentum-
I

transfer rate from the mobile carriers to the acous-
tic waves exceeds the Ohmic loss rate and causes
large increases in the local field within the domain.
At about this time, pronounced changes in the spec-
tral and spatial distributions of the flux are observ-
ed. Since all these experiments were subject to
the constant-voltage constraint, as the localized
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FIG. 9. Oscilloscope display of the scattering signals
observed near the anode of sample R-6. The transmitted
light signal I&(Its=0'), and the current and voltage traces
are also shown.

acoustoelectric field grew, the current dropped.
Extrapolating from small-signal theory, we would

expect a decrease in gain to occur when the current
drops, and since this produces a downward shift in
the frequency of maximum net gain, we would antic-
ipate a small, gradual down-shift at the acoustic
spectrum. However, in contrast to this, we find
that the strong-f lux regime is characterized by a
large ~aPid down shift in frequency. ' An example
of the Brillouin scattering signals observed when
the acoustic intensity in the domain becomes very
strong is shown in Fig. 9, along with the current
and voltage traces. At this stage the frequency of
maximum scattering intensity is about 0. 4 GHz, al-
most,—p the initial frequency of maximum intensity.
The lower trace in Fig. 9 shows the transmitted
light signal (I,). At this flux intensity, over 85%
of the incident beam is scattered, mainly by «-
frequency acoustic waves. This intense scattering
produces some distortion, as can be seen by the dip
in the center of the 10' scattering signal. As shown
in Appendix B, the acoustic intensity is given by the
ratio I,/I, . The dip is due to the decrease in I, rath-
er than an actual decrease in acoustic energy in
the center of the domain. The small scattering sig-
nal occurring about 2. 5 p, sec after the main signal
for 0= 5 and 10' is also caused by the domain, but
after its reflection from the anode. This is only
observable at low frequencies, where lattice attenua-
tion is small. Note in Fig. 9(a) that after the volt-
age is cut off the current persists for a period of
time at a much reduced value. If the persistent
current corresponds to an electron drift velocity
equal to the sound velocity, then clearly the sat-
uration drift velocity just before cut off is much
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FIG. 10. Oscilloscope display of the scattering signals
observed at successive positions along sample 0-2 for
five different acoustic frequencies. The current and
voltage traces are also shown.

larger than the sound velocity, in contrast to CdS.

Gxozvth and Decay Rates

An example of the evolution of various frequency
components in a higher-carrier-concentration sam-
ple (0-2) is shown in Fig. 10. The multiple traces
in the photographs represent scattering signals taken
at successive positions down the sample. The high-
frequency components (4. 7 and 3. 3 GHz) grow rap-
idly to a "steady-state" level, appear to decrease
slightly, and then continue to grow again at a much
slower rate. This two-stage growth pattern has
been consistently observed at high frequencies in
all samples examined. The intermediate- frequen-
cy component (2. 3 GHz) grows more slowly, and
attains a steady-state level after about 2 IU, sec,
The decrease in signal observed before the end
of the voltage pulse is caused by depletion of the
transmitted beam by intense scattering, and does
not represent an actual decrease in acoustic in-
tensity. The lowest frequencies (1.2 and 0. 6 GHz)
appear quite late, and grow slowly. Growth con-
tinues to the very end of the voltage pulse, with
no sign of reaching a steady state. In the final
stage, I, is maximum at frequencies gp the initial
frequency of maximum gain (-15 GHz in this case).

More detailed growth patterns are shown in Fig.
11 for sample R-6, where the frequency of maxi-
mum intensity was initially about 3 GHz. The
acoustic energy density (normalized to a 1-GHz
bandwidth and 10 propagation cone) as a function
of time is presented for seven different frequen-
cies. Also shown is the excess electric field in
the domain E~-Eo (dotted line) obtained from
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pected from small-signal theory. The lower-
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FIG. 12. Decay patterns of three different acoustic
frequencies after the voltage is cut off. The voltage
trace and the electro-optic signal are also shown.

appear until later, at which time they are all (ex-
cept the 0. 35-GHz component) growing at a very
high rate, higher than the initial rate of the 3-GHz
component. The electric field in the domain sat-
urates shortly after the initial rapid growth. In
the last stages, all frequencies show a much re-
duced growth rate, but within the range of observa-
tion, no saturation. The dashed parts of the
curves cannot be taken too seriously, as the mea-
sured scattered signals, at angles presumably
corresponding to high-frequency waves, may be
influenced in part by three successive scatterings
from low-frequency waves (see Appendix 8).

When the voltage across the sample is rapidly
cut off, the acoustic waves decay in rather com-
plicated patterns. The decay patterns of three
different frequencies are shown in Fig. 12, along
with the voltage across the sample and the elec-
tro-optic signal. The latter drops very rapidly
when the voltage decreases, as expected. At this
stage the drift velocity is slightly less than the
sound velocity, as evidenced by the persistent
aftercurrent (not shown). Instead of acousto-
electric gain, there should be attenuation via
the electron-phonon interaction. The 3. 1-GHz
flux does begin the decay as soon as the voltage
drops, but the 1.2 and 0. 6-GHz components
continue to gros' for a short period of time when
th f'e ield in the domain is essentially zero and
when the acoustic waves as a whole are trans-
ferring energy to the charge carriers. This con-
tinued growth clearly indicates the importance
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of phonon-phonon interactions. Since the para-
metric-conversion coefficient is essentially in-
dependent of drift velocity for v„&10v„any frequen-
cy down-conversion would continue after the voltage
drop, producing net gain at the lower frequencies
for a brief period of time. After the various fre-
quencies reach their peak intensities they exhibit
rather complicated decay patterns, not the simple
exponential rates that one might expect. Note, in
particular, the 0. 6-GHz component, which shows
a very rapid initial decay rate followed by a much
slower decay. This slow decay is in good agree-
ment with that measured by Keller and Abeles.
From such data we find that 1/r~ varies roughly asf" in this region.

Spectral Composition
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FIG. 13. Frequency spectra of the relative scatter-
ing intensity at four stages in growth. The drift velocity
as a function of time is shown in the inset, with the
dashed line corresponding to the saturation drift velocity.

The deviation from small-signal theory is most
obvious from the strong-flux spectrum; an example
of which is shown in Fig. 13 at four growth stages
in sample R-5. The inset shows the time variation
of the drift velocity, with the dashed line represent-
ing the saturation drift velocity obtained by applying
a still higher voltage pulse to the sample. Stage

FIG. 14. Frequency spectra of the scattering signals
at successive 0. 1-@sec intervals in sample 8-6, show-
ing the initial deviation from the small signal spectrum.

(1) is in reasonable agreement with small-signal
theory. As the current drops, the distribution
broadens on the low-frequency side. Most of this
down-shift occurs during the first microsecond of
the current drop when the frequency of maximum
scattering intensity shifts from over 3 to less
than 1 GHz.

In the very-strong-flux regime, the spectrum has
practically no fine structure (at least none that can be
seen with 0. 2-GHz resolution), being characterized
by an intensity peak, with a monotonic drop on both
sides. However, a close examination of stage (2)
suggested some apparent fine structure on the low-

frequency side of the peak, which was further in-
vestigated.

A more detailed study of the spectrum at the
early stages is shown in Fig. 14 at successive 0. 1-
p, sec intervals. The gradual shift in the peak with

time can at least partly be explained from small-
signal theory. However, the formation of a second
peak at about —, the frequency of the first (observed
in all samples investigated) is a cleardeviationfrom
small-signal theory. The position of this peak
strongly suggests that subharmonic frequency con-
version may be an important factor here.

A.ngular Composition

In general, the angular distribution of the acous-
tic waves in the strong-flux regime differs little
from that initially observed in the weak-fluxregime.
The cone of the high-frequency flux appears to
shrink slightly (1' or 2'), and the distributions of
the low-frequency waves appear much the same as
that of the high frequency. The angular distribu-
tion of the 1.2-GHz flux in sample R-6 is shown in

Fig. 15 at two stages in growth, an early stage in
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FIG. 15. Angular distribution in the (001) plane of the
l. 2-GHz flux at two different stages in growth.

detection and a later stage (after 50xgrowth). The
half-widths of both distributions are about 11'
(slightly larger than observed at 3. 1 GHz) and
both are centered along the [110]axis. However,
at the early stage two peaks appear at 1' and -3 .
The appearance of these two peaks is indicative
of subharmonic conversion. Because of disper-
sion, momentum is conserved only when the sub-
harmonic components propagate at - 4' with respect
to each other. These peaks are no longer present
in the later stage, where the distribution has a
Gaussian character.

SPatial Distribution

The spatial distributions of the 3. 1-and 1. 5-GHz
components are shown in Fig. 16 at the stage when
the scattering intensity from the 1. 5-GHz waves
was about & that at 3. 1 GHz. In the weak-flux re-
gime, 1. 5-GHz waves were not detectable. Here
the 3. 1-GHz domain has a half-width of about 2. 0
mm and is slightly asymmetric, whereas the 1.5-
GHz domain is only 0. 8 mm wide. Such a narrow
domain cannot be explained by inhomogeneities.
At this stage the half-width of the 3. 1-GHz domain
is significantly larger than it was at an earlier
stage in growth (see Fig. 8). As the 1. 5-GHz
waves grow more intense, this domain also broad-
ens (to a half-width of l. 5 mm), while a narrow
domain of lower-frequency (- 0. 7-GHz)waves grows
up in the center of it. Throughout the strong-flux
regime, narrow domains of successively lower
frequencies appear and broaden to -1.5 mm as
they become more intense. The process appears
to be the result of a siphoning off of the most in-
tense part of the domain at a high frequency to
form a narrow domain at a lower frequency. In
other words, parametric down- conversion could
explain the evolution of domains at the various
frequencies.
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FIG. 16. Spatial distributions of the scattering sig-
nals at 3.1 and 1.5 GHz at the stage when the 1.5 GHz
is first detected.

The continued growth at low frequencies after
the voltage was cut off (see Fig. 12), the appear-
ance of a second peak in the spectrum near ,'f-
(see Fig. 14), the two peaks in the a.ngular distri-
bution at low frequencies (see Fig. 15), and the
narrow domains initially formed at low frequencies
(see Fig. 16) are all consistent with the idea of
parametric subharmonic conversion being an im-
portant process in the strong-flux regime. To see
if this is plausible, we shall analyze the growth
patterns at the fundamental frequency (3. 1 GHz)
and its subharmonic (l. 5 GHz). The normalized
scattering intensities as a function of time for these
two components is shown by the solid lines in Fig.
17. The dashed lines represent the growth predicted
by small-signal theory. Although the initial growth
at 3. 1 GHz is in good agreement with this theory,
the growth at 1. 5 GHz is about three times faster
than expected, and here the observed intensity ratio
I,/I, '" does not extrapolate (double-dashed line) to
unity at t = 0, the onset of the voltage pulse. The
initial growth rate at l. 5 GHz is over 50% larger
than the initial rate at 3. 1 GHz. The latter begins
to decrease at about the time the 1.5-GHz flux is
detected.

If the rapid delayed growth at 1.5 GHz and the
decreased growth rate at 3. 1 GHz is a consequence
of parametric down- conversion, then the difference
(6o.'„)between the observed growth rate of 12x10
sec ' at 1. 5 GHz and that predicted by small-signal
theory (4. 3x10 sec ') must be equal to the para-
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FIG. 17. Initial growth of the 3.1- and 1.5-GHz scat-
tering signals. The dashed lines represent the theoret-
ical small-signal growths at these frequencies.

metric- conversion coefficient. A calculation based
on a simple two-frequency model of parametric sub-
harmonic conversion, indicates that the strain am-
plitude of the "pump" frequency (3 GHz) should be
4&&10 to produce the required growth at the "sig-
nal" frequency (1.5 GHz). Although the rms strain
amplitude (-6&10 ) calculated from the measured
energy density is larger than this, it is not obvious
how much of the 1-GHz band centered around 3 GHz
is instrumental in conversion to 1. 5 GHz. A more
general theory which takes into account the distri-
bution of frequencies and phases would be of great
value here. Nevertheless, the order-of-magnitude
agreement with the simple theory does indicate that
the intensity of the acoustic waves in the domain is
sufficient for parametric down-conversion to be an
important process.

Additional experimental evidence for subharmonic
frequency conversion in acoustoelectric domains was
obtained from studies of the current-noise spectrum"
and microwave-emission spectrum' in GaAs. The
latter study also indicated that frequency up-conver-
sion occurs at still later growth stages.

B. Flux-Dependent Acoustoelectric Gain

The momentum-transfer relation, Eq. (9), is ex-
pected to be valid even in the strong-flux regime.
Since this relation involves only the electron-phonon
interaction, it provides a means of separating this
interaction from the phonon-phonon interactions.
Equation (10) defines an average effective-gain co-
efficient (n'); all quantities in this equation can be
obtained experimentally, E„from electro-optic data
and 4 from Brillouin scattering data. Although it

(oo...) =Zoo...(f)A(f)/Z 4(f), (23)

where o'0 „(f) is the small-signal gain coefficient
and Q (f) is the measured intensity at frequency f.

The effective-gain coefficients &' and ao, and
the normalized coefficients o'0/&o!o „&(using the
v„and ILE~ models) are shown in Fig. 18 as a func-
tion of domain field in the intermediate growth re-
gime. The total excess energy density 4 grows
from about 10 J/cm' at E~ = 3 kV/cm to about 10 '
J/cm' at E, = 13 kV/cm. Beyond this stage, correc-
tions for the intense scattering became too large
to allow accurate comparison. The initial applied
field Eo was about 0. 8 kV/cm, and the field in the
domain saturated at about 16 kV/cm. Note that as
the domain field groses and v„decreases, n' de-
creases, indicating that the gain is controlled by
the drift velocity, not the field. However, accord-
ing to the v„model, &0 increases as the flux grows.
The ratio oo/(o.'0,) shows an even greater increase
as the flux builds up, which is to be expected, since
(o.'0 „)decreases with increasing percentage of flux
at low frequencies where no

„

is very small. In
the region E~& 3 kV/cm, both cI' and no remain rel-
atively constant, since here the growth of the field
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FIG. 18. Effective-gain coefficients as a function of
domain field in the intermediate growth regime.

is usually more meaningful to examine the coefficient
ao, here there has been some controversy as v„+pE„
in the non-Ohmic regime. According to the v„mod-
el '0 (which we have used throughout our previous
discussions), n'= no (I~/v, —1), whereas in the
LIE~ model, "o'= ao (ILE,/v, 1)—. Although both
models are obviously oversimplified, it will be in-
structive to compare their relative merits. Also
of interest will be a comparison of the effective-
gain coefficient with the average value obtained
from small-signal theory,
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parallels the flux growth (see Fig. 11) and the cur-
rent is close to the Ohmic value. The pE~ model
gives an no/(Qp ) which decreases rapidly with

E„,occurring as soon as the field in the domain be-
comes non-Ohmic. Obviously, this model cannot
be used as an extrapolation of small-signal theory. ~

We believe the v„model provides a much better
base for discussion of the strong-flux effects.

In terms of the v~ model, the acoustoelectric gain
is enhanced in the strong-flux regime. However,
it is not obvious whether the v~ form of the gain ex-
pression is no longer valid or whether the coeffi-
cient era(f) is changed, or both. If it were only

rxo(f ) that is to be modified, then it should be noted
that the average gain coefficient n~ in the strong-
flux regime is greater than the maximum small-
signal gain coefficient. In this case, the gain may
be equally enhanced at all frequencies or it may be
greatly enhanced in only part of the spectrum.
These possibilities cannot be distinguished from
the growth rates at the various frequencies, since
other processes (frequency conversion) must also
be considered.
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FIG. 19. Variation of drift velocity and acoustic en-
ergy density with time. The solid lines represent the
time variation calculated from the small-signal single-
frequency model. Both the total acoustic energy density
and that contained in a l.2-GHz band centered at 3.1 GHz
are shown.

C. Feedback Upon Current

The observed current pattern and that calculated
from the small-signal single-frequency model are
compared in Fig. 19. The solid lines represent
the theoretical acoustic intensity and drift velocity.
The former is obtained from Eq. (13) using no= 7. 5
&&10' sec ' and v~ = 0.4 p, sec (both consistent with
our results in Sec. IV A), and an effective thermal-
background source (4'0= 10 ' J/cm') calculated

from Eq. (7) at t= 2. 5 p, sec. The drift velocity
was then obtained from Eq. (12). The dashedcurve
in Fig. 19 represents the experimental drift veloc-
ity, and the data points show both the total energy
density and that in a 1.2-GHz band centered at 3. 1

GHz. The former deviates from the latter when

the acoustic spectrum spreads to low frequencies.
The transition of the drift velocity from the Ohmic
value (15v,) to its saturation value (= 2v, ) takes
place over a relatively long period of time, at
least 3 p, sec. The tail-end of this decay is partic-
ularly slow. Only during the last 1 p. sec of the
domain transit is the drift velocity close to satura-
tion.

From the onset of the voltage pulse through the
first 50/o drop in current, there is good agreement
with this simple model. During this period a sin-
gle frequency (3. 1 GHz) provides a good represen-
tation of the total flux. At t = 2. 7 p, sec, both the
growth of the 3. 1-GHz flux and the drop in current
begin to deviatefrom the theoretical curves. There-
after, the 3. 1-GHz waves grow slower than pre-
dicted. However, the total flux in the sample be-
comes somewhat larger and the current drops con-
siderably /osier than predicted. To account for
the low-saturation drift velocity on the basis of
Eq. (11) would require that the product n04& be
much larger than given by small-signal theory,
which is consistent with our analysis in the pre-
ceding section.

It is obvious that this small-signal single-fre-
quency model breaks down in the very-strong-flux
regime; however, the model is reasonably accu'=

rate up to the first 50% drop in current and pro-
vides a good qualitative picture of the process as
a whole. The simplicity of the model makes it
very useful for discussing and evaluating strong-
flux effects. On the basis of this single-frequency
model, the gradual decay of the drift velocity can
be interpreted as due to a gradual increase in the
product o,o&~. The extension of the acoustic spec-
trum to low frequencies and the change in &z dis-
cussed in the preceding section are consistent with
such an increase.

D. Is There a Steady-State Domain?

Although the acoustic growth rate decreased as
the domain neared the anode, no steady-state con-
dition was observed. The lowest frequencies (&0. 5
GHz) were still growing rapidly as late as 4 It, sec
after the initial drop in current. Higher frequen-
cies were also growing, but at a very slow rate
(see Fig. 11). The total amplified energy density
near the anode was about 0. 5 J/cm . Although
small compared to the total thermal energy den-
sity (-300 J/cm at room temperature), this ener-
gy is present in a different form, being a polarized
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beam (- 10' W/cm ) of piezoelectrically active shear
waves of many different frequencies and phases.
Over most of the spectral range the energy density
varied monotonically, increasing by a factor of 100
from 6 to 0. 6 GHz. Conceivably, one important
factor here may be the phonon lifetime, which for
r~ f'-would vary by 50 over this range. The pro-
longed storage of flux at low frequencies could help
account for their prominence.

We cannot say when the acoustic spectrum will
reach a steady state, if indeed such a situation can
exist. Certainly, one should not expect the domain
to be acoustically stable while the parameter (v,/v,
—1) is decreasing. Only for a very short period
of time at the end of the 22-mm transit of the do-
main was this parameter reasonably constant (see
Fig. 19). However, here the over-all growth of
the acoustic flux was considerably less than in the
earlier stages, suggesting that if the flux were al-
lowed to travel a few more millimeters, a steady
state may be reached.

The electric field in the domain, on the other
hand, reaches a steady-state value at a relatively
early stage (see Fig. 11). In most of our samples
we found a steady-state field of about 15 kV/cm.
Similar effects have been observed at 77'K, where
the field saturates at a much lower value (= 4 kV/
cm. " This field saturation has been shown to
be an inherent feature of the intense flux, suggest-
ing that the core of the domain is a region of very
strong acoustic losses. Most likely, the acoustic
frequencies which interact strongest with the elec-
trons are being parametrically converted to other
frequencies. This could either be due to up- con-
version or down-conversion, or both. Since the

frequency of maximum acoustoelectric gain is not

known in the strong-flux regime, it is not possible
to say which process would be the more efficient
one.

VI, SUMMARY

All observed properties of the acoustic flux ini-
tially detected in acoustoelectric domains in GaAs
have been found consistent with linear amplification
(according to small-signa. l theory) of shear waves
present in the equilibrium thermal background.
This covers such properties as intensity, growth
rate, frequency distribution, angular distribution,
and spatial distribution, when the amplified acous-
tic energy density is less than - 10 ' J/cm', rep-
resenting almost eight orders-of-magnitude growth
from the thermal intensity.

As the waves grow more intense, dramatic
changes in the spectral and spatial distributions
begin to take place. Parametric down-conversion
of acoustic frequencies appears to be the primary
cause of the departure from small-signal theory.

As the current drops, the coupling between the
electrons and the shear waves decreases, but not
as rapidly as the factor (v~/v, —1) contained in the
small-signal gain coefficient. Thus, at least two
nonlinear effects enter into the amplification pro-
cess long before current saturation.

The acoustic energy density grows continually
throughout the one-way transit of the domain. How-

ever, near the end of the sample, when the energy
density approaches 1 J/cm, the rate of growth
slows down considerably. In contrast to this, the
peak electric field in the domain reaches a steady-
state value of -15 kV/cm at a. relatively early
stage. During the last few microseconds of tran-
sit, both the shape of the domain and its frequency
composition appear to be controlled almost entirely
by nonlinear processes. Although parametric fre-
quency up-conversion and down-conversion and
flux-dependent acoustoelectric gain all seem to
contribute, it has not been possible to judge their
relative importance. The very high intensity and

noisy incoherent character of these shear waves,
coupled with the fact that the drift velocity satu-
rates well above the sound velocity, presents an
extremely complex problem. It is hoped that this
study of the evolution of the acoustic flux will help
serve as a guide to more complete theoretical in-
vestigations.
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APPENDIX A: ENERGY DENSITY AND RESOLUTION

The theoretical intensity of Brillouin scattering
from an equilibrium thermal distribution of acous-
tic waves is essentially independent of scattering
angle for 0 & 17, the maximum internal angle in

GaAs [see Eq. (15)j. AccordingtotheDebye theory

however, the thermal-energy density (per unit
bandwidth) of the acoustic waves is proportional to
the square of the acoustic frequency. Thus, for
thermal phonons the angular dePendence of the scat
tering intensity does not reflect the spectral distri
bution of the acoustic energy, and therefore, an f a

conversion must be made. This f correction must
also be made to scattering data on a small ampli-
fied distribution, if the distribution has been ad-
equately resolved. By this we mean that the vol-
ume of q space probed by the light beam falls well
within the cone of the amplified phonon beam. This
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is not always so, and the question of resolution
and its effect on conversion from scattering inten-
sity to phonon intensity will be considered in some
detail below. In general, for a nonequilibrium
distribution of acoustic waves (as we have in the
acoustoelectric domain), the frequency of maxi-
mum scattering intensity is not to be confused with
the frequency of maximum energy density.

Proper analysis of scattering data requires some
consideration of the resolution of q space (i. e. ,
the frequency and propagation direction of the pho-
nons which scatter light into the detector), as well
as temporal and spatial resolution of the propagat-
ing domain. The band of phonon frequencies bf
which scatter light into the detector is determined
by two factors: (a) the spectral purity of the light
source ngXo and (b) the angular aperture of the
collection optics 60„parallel to the plane of inci-
dence. From Eq. (19), we find

(Al)

(b)

[oat]

P lo]

(a)

q GHt

Viif/JJA
5

[Ho]

Generally, at high frequencies (f &3 GHz), hX lim-
ited our resolution, whereas at low frequencies
48„was the limiting factor.

The angular spread of the phonons 65„parallel
to the plane of incidence, which scatter light into
the detector, can be determined from Eq. (18),
where we find

(A2)

(c) k ibk/2
= [iso]

k-b, k/2

FIG. 20. (a) Vector diagram illustrating the range of
phonons which scatter light into a set of collection optics
defined by the dotted lines. (b) and (c) Projections in

q space. The shaded areas define the volume probed by
a 5' collection aperture and 10% spread in optical wave-
lengths, at 8 = 17' and 8 = 72'.

A 10' cone of flux is easily resolved in this plane,
as 45„is less than 1' for b&„aslarge as 7 .

Perpendicular to the plane of incidence, resolu-
tion is not easily achieved. The angular spread
of the phonons hg, which scatter light into the de-
tector can be seen from the vector diagram in Fig.
20(a), where the internal collection cone Q' is de-
fined by the dotted line. The maximum angle the
phonon makes with the [110]direction 5, is given
by

tan5~=48~/qo, (A3)

cM~= 2 tan '(v, h8 j2Xa/0). (A4)

As f0= v, qo/2n is decreased below -1 GHz, cM, can
become very large.

In parts (b) and (c) of Fig. 20 we show the por-
tions of q space (shaded areas) sampled by collec-
tion optics with 68„=n8, = 5' and nX/Xo= 0. 1 for
the cases where the central frequencies detected

where 8~= 68, /2nD, with 68„being the angular aper-
ture of the collection optics (perpendicular to the
plane of incidence). Consequently, the resolution
in this plane is

are 1 GHz (8 = 17') and 4 GHz (8 = 72'), propagat-
ing along the [110]axis. The dashed lines define
a 10' cone of flux, which, as shown, is easily re-
solved in the (001) plane. Although any phonon with
q terminating between the two spheres of radii k
——,'bk and k+ —,'M satisfies the energy and momen-
tum conditions for scattering, only those in the
shaded area scatter light into the detector. In the
(110) plane [Fig. 20(b)], the situation is complicat-
ed, as the light probe resolved the 10' cone at 4
GHz, but not at 1 GHz. This presents some diffi-
culty in determining the relative energy at these
two frequencies from the scattering signals. Since
n.5,-f ' in the limit of a completely unresolved
angular distribution of flux, a further data correc-
tion of the form f ' must be made in order to de-
termine the energy density. Conversion from scat-
tering intensity to energy density would then in-
volve a factor f, rather than f . Even in the par-
tially resolved case, an appropriate correction
factor can be determined if the angular distribu-
tion of the flux is known. Here, of course, proper
conversion will involve a factor stronger than f,
but weaker than f .
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APPENDIX B: INTENSE SCATTERING

The derivation of Eq. (15) was based on the as-
sumption that the scattering produced negligible
attenuation of the light beam. This is not always
the case. At times the domain-induced scattering
became so intense that nearly 90% of the light was
scattered out the incident beam. Obviously, the
depletion of the beam must be taken into account
if one is to obtain a meaningful measure of the
acoustic intensity.

The intensity I, of the unscattered transmitted
beam can be expressed by

initial probability. With this in mind, let us now
proceed with the above assumption.

The net amount of light dI, (Q ) scattered into Q,
while propagating a distance dz into the sample is

dI, (Q )=o„.(I'pe ")dz —o'I, (Q ) dz. (Bs)

I,(Q')/Ip o„.b e--' (B4)

The first term on the right-hand side is the amount
of light scattered into 0, where the depletion of
the unscattered beam is taken into account. The
second term is the amount scattered out of 0 . In-
tegrating over the optical path yields

I, =ID e ', (Bl) Substituting from Eq. (Bl), we find

where Io is the intensity of the transmitted beam in
the absence of scattering, b is the optical path
length, and o is the total scattering coefficient
Ordinarily, ob«1 and I, =ID. When the scattering
is weak, the intensity scattered into 0 ~ is given by

I~(Q )/Ip=o'o b. (B2)

In the case of thermal scattering, the coefficient
o„.is given by Eq. (15). For intense scattering
(ob -1), o„.is no longer simply given by I,(Q ). Of

the two, 0'„.is the more fundamental quantity as it
is proportional to the acoustic intensity and is in-
dependent of the length of sample traversed by the
light beam.

For an equilibrium thermal distribution of pho-

nons, o is relatively insensitive to small changes
in the direction of the incident beam. However,
for a narrow cone of flux (as in the acoustoelectric
domain), o' can be highly sensitive to such changes,
If intense scattering occurs, 0&. cannot be obtained
from I,(Q )/Ip data without detailed knowledge of o.
However, we can obtain an expression for &„.if we

simply assume that the probability of scattering is
independent of the number of times the photon has
been previously scattered, i. e. , the deflected pho-
tons experience the same 0 as the undeflected ones.
This assumption is not as unrealistic as it might
seem. For example, if a photon undergoes a Stokes
scattering by a phonon in the center o:".

' the axial cone,
the distribution of acoustic flux subsequently pre-
sented to this scattered photon will be a mirror
image of the distribution before scattering. The
scattered photon can now undergo anti-Stokes scat-
tering from any of the phonons that were available
to it before scattering the first time. Since the
probabilities for Stokes and anti-Stokes scattering
are essentially the same, the probability of scatter-
ing a second time will be equal to the initial prob-
ability. However, if the photon is scattered initially

by an off-axis phonon, the probability of scattering
a second time can be either move or less than the

oo.b =I,(Q )/I-, (B5)

di, =o(I~ ")dz —oi, dz.

Integrating this equation, we have

I~/Ip ——obe

(B8)

{BV)

Proceeding in the same manner, we find that the
fraction scattered n times is given by

I„/I (1p/n! )(ob)"e (B8)

The fraction of scattered light polarized at 90' with
respect to the incident beam (IJip) is just the sum
of the odd-numbered fra.ctions given by Eq. (B8),
whereas the even-numbered fractions represent the
amount with polarization parallel to the incident
beam (I~~ /Ip),

In Fig. 21 the calculated ratios I~/(Ip I,), I,/I„-
and I„/I,are shown as a function of the depletion fac-
tor (Ip It)/Ip When the sc—att. ering is weak, most
of the scattered light is scattered only once, and

very lit."le scattered light has the parallel polariza-

Thus, the dePletion of the unscattered beam is taken
into account by normalizing the scattering signal
I,(Q ) to the unscattered transmitted signal I,.

When light is scattered by shear waves it can un-
dergo a 90' change in polarization. However, if
the photon is scattered twice its polarization will
revert back to the initial polarization. Thus, the
polarization of the scattered photons reveals whether
or not they were scattered an odd or even number
of times, but not how many tinzes. This can pre-
sent some problems when the acoustic flux is very
intense and the probability of scattering more than
once is very high.

Let us continue along the same line as above and
calculate the relative intensity of the light scattered
once, twice, thrice, etc. The net amount of light
dI, scattered only once in any direction when the
beam propagates a distance dz is given by
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FIG. 21. I(/Ip —Ig), If/Ij, and Ip/Iz as a function of the
depletion factor (Ip Ig)/Ip Measured ratios of parallel
to perpendicular intensities are shown by the data points.

tion, i. e. , I„/I,= 0. However, as the scattering be-
comes very intense, the fraction scattered only once
I,/(Io I,)-becomes quite small, and the ratio I„/I,
approaches unity. The data points represent an ex-
perimental test of this strong-scattering model.
With a fixed angle of incidence, the scattered light
was measured at all angles on both sides of the in-
cident beam. The data points are the ratios of the
integrated intensities for the polarizations. The
rather good agreement indicates that the light de-
tected with the unchanged polarization is due to an
ev en number of successiv e Brillouin s catterings.

It is important to point out that the ratio I,/I~
decreases rapidly when the depletion factor exceeds
50%. One must be very careful when analyzing data
in this range. If a large portion of the light beam
is scattered three times as it passes through the
sample, it is not always possible to determine the
acoustic frequency responsible for a particular scat-
tering signal. For example, if phonons at the fre-
quency of maximum scattering intensity scatter
light at 8= 10', then three successive scatterings
from such phonons could scatter light at 8= 30' and

swamp the signal normally appearing at this angle.
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