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The Hall effect and resistivity of silicon doped with sulfur have been measured as a function
of temperature in the range between 300 K and temperatures as low as 50 K (the latter depend-
ing on the sample in question) and as a function of hydrostatic pressure up to 8 kbar at various
temperatures in this range. From the Hall-effect data, three of the four known levels of sul-
fur in silicon were found to have ionization energies in meV as follows:

(105 +15) —(0.22 +0.03)P+ (0. 25 +0.05) T,
B: (190 + 20) —(0.55 +0.05)P + (0, 057 + 0.012)T,
C: (360 ~30) —(1.1+0.1)P—(0.61+0.12) r,

where P is in kbar and T is in K. The temperature dependence of the ionization energies may
be due to electron-phonon interaction, but neither the sign nor magnitude of the effect has been
calculated theoretically. With changing pressure, each level shifts with respect to both con-
duction- and valence-band edges at a rate that decreases with its distance from that band edge.
This "rubber-band effect" is discussed qualitatively. A group-theoretical analysis is made of
the Bloch waves that can appear in expansions of localized-impurity wave functions of various
symmetries. This provides a basis for drawing some inferences concerning the symmetry of
impurity centers from the presence or absence of the rubber-band effect. The observed effects
are consistent with the idea that the D center is a substitutional S' at a T& site; that the C center
is an S2'-center with Q& symmetry; that the 8 center is the neutral version of the C center; and
that the A center is not simply the neutral version of the D center, but may represent as well
the effects of interstitial sulfur at D3& sites. With no applied pressure, the Hall mobility was
found to have a magnitude and temperature dependence in samples prepared from undoped sili-
con different from that in samples prepared from boron-doped silicon. A quantitative explana-
tion of the mobility is lacking, but it appears that scattering by agglomerations of sulf'ur might
be important, in addition to scattering by lattice vibrations, ionized impurities, and neutral
impurities. The pressure dependence of the Hall mobility is very small and can be attributed,
at loast in part, to the decrease of effective mass with increasing pressure.

I. INIODUcTIOZ

Donor impurities in a semiconductor are com-
monly classified as "shallow" or "deep, " accord-
ing to the depth of their ground-state levels below
the conduction-band edge. Herein the term "deep"
donor will denote a donor impurity with ground-
state energy much lower than that predicted by the
effective-mass approximation (EMA) of Kohn and
Luttinger.

There is a wealth of information on the energy
and charge states of many deep donors in semi-
conductors. There are also some electron spin
resonance and ENDOR measurements that give
atomic configuration information and some crude
evidence on the nature of the wave functions, re-
spectively. The understanding of deep donors is,
however, still rather poor: Little is known about
the details of their wave functions, and a rebable
method for calculation of their energy levels is
lacking. Several attempts to explain the energies
of deep levels in semiconductors have been reviewed

by one of the authors (DLC). 3

%hen hydrostatic pressure is applied to a semi-
conductor, the various electronic energy bands
shift relative to one another. These shifts have
been investigated ' extensively. Shallow donors in
Ge and Si have been found to follow the conduction-
band minima with which they are "associated" as
the minima shift with pressure. Anydisplacement
of the ground-state energy level relative to these
minima can be explained in terms of changes in the
effective mass and the dielectric constant as the
pressure is increased.

In contrast to shallow donor levels, deep levels
in Qe and Si move toward or away from the nearest
conduction-band edge with a variety of rates as
pressure is applied, usually moving at a higher
rate relative to the conduction-band edge than to
the valence-band edge.

In several ID-V and II-VI compounds recently
reviewed by Paul, there exist energy levels that
appear to be shallow, or even degenerate with the
bottom of the conduction band, but which do not fol-
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low the lowest conduction band when pressure is
applied. The pressure coefficient of their separa-
tion from this band may be as large as the pressure
coefficient of the whole width of the forbidden band.
Such shallow levels tend to occur when there are
several symmetry-inequivalent conduction bands
with extrema near the forbidden band. Paul has
suggested that the impurity states may be associ-
ated with any one (or several) of these conduction
bands, and not necessarily with the lowest of them.
To understand the pressure shifts in such cases,
one must take account of the relation of the impur-
ity states to all nearby conduction bands.

Impurity states associated with higher-lying con-
duction-band minima have been investigated theo-
retically by Peterson, by Kaplan, and by Shimizu.
Their theories characterize the impurity statesthat
might occur for various band structures of the host
semiconductor. These theories do not, however,
indicate how deep an impurity potential must be in
order to produce localized states, nor do they
agree on the lifetimes of virtual states.

Donor levels are currently divided into three
categories by reference to their pressure coeffi-
cients. First, there are shallow donor levels, al-
most "fixed" to the lowest conduction-band minima,
and shifting with respect to them only to the extent
accountable for by changes in the electronic effec-
tive mass m* and the dielectric constant t(. Sec-
ond, there are levels deep in the gap, sometimes
exhibiting both donor and acceptor characteristics
(as with Au in Ge), which are somehow fixed to the
valence band. Third, there are levels associated
with conduction-band edges other than the lowest,
which shift together with these edges. One must
also expect that there will be impurity states that
are associated with no single energy band, and
which exhibit an intermediate behavior. An appro-
priate theory of donor states should be able to pre-
dict the location of the levels relative to band ex-
trema as a function of lattice dilatation and should
also provide information about the wave functions
of these states. Since such theory is lacking, ex-
periments on impurity levels and their pressure
dependences need to be continued in the hope of
establishing a pattern to aid the construction of a
theory.

II. SULFUR IN SILICON
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symmetry) and ESR and ENDOR measurements by
Ludwig, ' which give information about the atomic
configuration and about the impurity wave function.
Sulfur goes into silicon both as atomic sulfur S and

as a complex S2. Krag e'er'al . determined ground-
state energies of four sulfur levels, which they des-
ignated as A, B, C, and D (see Fig. 1). They
concluded that the A and B centers are neutral,
whereas the C and D centers are singly charged;
that the A, B, and C centers donothavetetrahedral
symmetry; and that the B center has C3„or D3y
site symmetry, with a trigonal axis along one of the
(111) crystal axes. Figure 1 summarizes this in-
formation, together with conclusions about the C
and D centers drawn by Ludwig.

The ESR data of Ludwig' on D centers produced
by doping silicon with sulfur enriched in S ' showed
that these centers consist of isolated sulfurs, singly
ionized. The fact that the g factor of the D center
is close to 2 supports this conclusion and indicates
that the ground state (D level) is orbitally nonde-
generate. Furthermore, Ludwig's detailed ENDOR
study of the hyperfine interaction of the D center
with the neighboring Si nuclei indicates that the
S' ion is isolated in the lattice, with no compen-
sating charge nearby, and that it is in a site of T„
symmetry. He was not, however, able to conclude
with certainty whether the S' center occupies a sub-
stitutional T„site or an interstitial site with a sim-
ilar arrangement of neighbors. His observed hy-
perfine interaction constants were inconsistent with
a Kohn-Luttinger wave function derived using the
effective-mass approximation. He concluded that
the simple effective-mass treatment failed to ac-
count for the amplitude of the wave functions at
nearby lattice sites and that the contributions to the
wave function from other parts of the band struc-
ture (primarily the &2 edge) might be important.

Silicon doped with sulfur was chosen for this in-
vestigation because of the availability of detailed
information about the band structure of silicon and
because previous work had already provided some
information about the deep donor levels that sulfur
introduces into silicon. This includes data by Krag
et al. on the infrared excitation spectra and their
behavior under uniaxial stress (to determine site

VALENCE BAND

FIG. 1. Characteristics of sulfur energy levels in
silicon. The information is taken from Krag et al. ,
Ref. 9, and Ludwig, Ref. 10.
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It should, however, be noted that in this calcula-
tion Ludwig used an incorrect ionization energy
(0. 52 eV) for the S' level. "

Ludwig" studied the C center using samples in
which Carlson et al. had found the 0.37-eV level
electrically and also samples in which Krag and
Zeiger' had studied the C center optically. His
ESR intensities in samples enriched in S ' showed
that the C center consists of two equivalent sul-
furs —a near pair of substitutional sulfurs, or two
sulfurs in equivalent interstitial sites. Since the
center is clearly singly ionized, it may thus be re-
ferred to as an S&' center. The fact that the g factor
is very close to 2 indicates that there is no orbital
degeneracy in the S~' ground state.

The observations of Krag et al. do not determine
the exact nature of the B center. If its symmetry
is C3„, it is probably not a single sulfur atom in a
substitutional site, but rather a pair of sulfur
atoms. If its symmetry is D3„, it may be a single
interstitial sulfur atom, as will be discussed in
Sec. V.

An energetic argument can be given to support
the idea that the A center is a pair of sulfur atoms,
the neutral version of the C center, and the B cen-
ter is a single sulfur atom, the neutral version of
the D center. This is based on a comparison of the
ionization energies of the A, B, C, and D centers
with those of H2, He, H2', and He'. The conclusion is,
however, open to some doubt, since the factors that
determine the energy of binding of electrons to S
atoms in a crystal matrix are not entirely parallel
to those that determine the energy of binding of
electrons to point changes in vacuo. It is possible
that two sulfur atoms could form a compact mole-
cule in an interstitial site in the lattice, with a
higher ionization energy than a single neutral sul-
fur, and that the B center would thus be an S~ cen-
ter and the A center an S center. Indeed, the outer
electron is more strongly bound in the free mole-
cule of diatomic sulfur than it is in the free sulfur
atom. There seems at present to be no compel-
ling argument to indicate the nature of the sulfur
configurations in the A and B centers.

In this work it was our intention to dope with sul-
fur silicon samples which had appropriate concen-
trations of acceptors and shallow donors so that
only one level would be ionizing in a given sample
over the whole temperature range of interest (50-
300K). This was found to be impossible in some
cases, since the B(0.19-eV) level and A(0. 10-eV)
level could exist in the same sample, and their
energies are quite close. However, from the Hall-
effect-versus-temperature data it could be deter-
mined which level was ionizing in a particular tem-
perature interval. The concentration and ionization
energy of each type of deep donor level and the dif-

ference between the concentrations of acceptors and
of shallower donors were determined by least-
squares fitting of suitable equations to the Hall-
effect-versus-temperature data. The resistivity,
Fermi level, andHallmobility were also found for
each sample as a function of temperature. Mea-
surements of the Hall effect and resistivity as a
function of pressure were then made at tempera-
tures such that the dependence of ionization energy
on pressure could be determined for the A, B, and

C levels.

III. EXPERIMENTAL DETAILS

Information about all our samples is summarized
in Table I. All samples except 3, 4, and 7 were
prepared in this laboratory. ' Sample 3 was ob-
tained from the MIT Lincoln Laboratory, and 4 and

7 from the General Electric Research Center. The
prescription used is essentially the same as that
used by Carlson et al. It involved a high-tempera-
ture diffusion method rather than pulling the crys-
tals from a doped melt.

After the diffusion process, the parallelepipeds
were then either lapped to final sample dimensions
using 600 and/or 1200 SiC powder or lapped to a
thickness of about 0.75 mm and then cut ultrasoni-
cally with a Cavitron into a shape having a rectan-
gular parallelepiped body and four narrow arms for
the attachment of potential contacts. The electrical
contacts to silicon were formed either using an
electroless nickel plating" or alloying Sb-doped
gold spots to the silicon.

The apparatus for generating gas pressures in
our laboratory is a commercial two-stage 14-kbar
pumping station made by Harwood Engineering with
several additions. The pressure in the system is
measured using both a Heise bourdon gauge for
lower pressures and two manganin gauges whose
calibration is traceable to the N. B.S. The output
of the manganin gauges is fed into a Foxboro 3
range recorder.

The pressure vessel used for gas pressures to
14 kbar was made from a nonmagnetic Be-Cu alloy
and was designed using the engineering information
and technique available in the literature. '~ The
actual design and washer arrangement used are
described elsewhere. '

Methods for bringing out electrical leads from
high-pressure vessels have been discussed exten-
sively in the literature. ' The method adopted
here incorporates oil and Epoxy seals and provides
a very safe seal. The Epoxy seal is made using
Eccobond 104, ' but with 5-10%%u~ A10~ added for
strength. ' The procedure for introducing Epoxy
into the 3M high-pressure tubing is similar to that
of Goree et al. 23

Helium gas invariably leaks through any Epoxy
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TABLE I. Characteristics of silicon samples before and after doping with sulfur.

Conditions before doping Conditions after doping

Sample
No.

I
2

3
4
5
6
7
8
9

10

Designation

19804-4
19804-5
226. I
C D1162
DC -I.22-16
DC-1. 19-16
C D553
DC -1.66-16
DC -9.4-15
DC-1. 0-16

Starting
material~

Undoped (011)
Undoped (011)

(011)
Undoped
Boron (111)
Boron (111)
P tÃpe
Boron (111)
Boron (111)
Boron (111)

+ I.B~e
(cm-')"

1.I E12
1.2 E12

1.2 E16
1.19 E16

1.66 E16
9.4 E15
l. 0 E16

p
(& cm)

1932
1935

1.4
I.5

20
1.0
1.7
1.6

- I/Rg e
(cm )'

6.2 E15
4. 5 E15
6.2 E15
l. 7 E16
4. 3 E15
4. 7 E15
8. I E14
2.4 E15
1.0 E15
4. 7 E14

p
(0 cm)

1, 1
l, l
O. 92
0. 35
1.9
1, 9
5. 8
4.2
7. 8

16

&a
(cm2/V sec)

920
1270
1130
1120
770
700
724
610
800
810

'The numbers in parentheses indicate the plane of the sample that was perpendicular to the magnetic field.
"Measured at room temperature with B=7000 G. The values are given in a notation such that the number 1.I E12

is rea, d 1.1&&10~2.

'Measured at room temperature. The values were independent of magnetic field strength between I and 10 kG.

seal, and attempts have been made using Epoxy
and frozen oil to stop these leaks. These were
tried and found inadequate. A simple solution to
this problem was found. This consists of placing
a short 2-in. head of silicone (1000 cP) oil above
the Epoxy on the high-pressure side of the seal.
This arrangement forces oil into any channels in
the Epoxy and prevents any small gas leaks. Seals
made in this way consistently veld helium gas pres-
sure to 13 kbar for several days. However, we
found that application of pressures above 8 kbar
caused the insulation resistance to break down so
that we limited our measurements to pressures be-
low that value.

All silicon samples displayed linear I-V curves
passing through the origin. Fields up to-2 V/cm
were applied. Most electrical measurements were
made using applied electric fields about two orders
of magnitude less than that maximum. The poten-
tial drop (PD) was measured as a function of posi-
tion along the length of a sample for several sam-
ples to determine whether or not the diffusion of
sulfur into these samples was uniform. The curves
of PD versus position were linear to within 0. 5'%%uo.

Carrier concentration variations of about 6%%uo or
more would have been obvious, and, in fact, Hall-
effect measurements on two different sets of poten-
tial leads usually showed less than a 6% difference.

A Hall apparatus was used to make accurate
Hall-effect and resistivity measurements from 300
to 80 K. The voltages developed across any of the
standard resistors were measured either with a
L Ez N-type K-3 potentiometer using a L @ N
stabilized dc microvolt indicating amplifier as the
null detector or a Keithley 600A electrometer for
the higher-resistance samples. The latter instru-
ment was accurate to about + 2/o.

The procedure was to set the temperature at
some value and after itbecame stabilized (in about
5 min) to measure first the Hall effect, always re-
versing current and field to eliminate unwanted
thermomagnetic and resistive voltages, and sec-
ond, the resistance. Voltages from two sets of
leads were measured in most cases and generally
agreed to better than 4%%uo for the resistance and 6%
for the Hall effect.

The temperature regulation for tne above mea-
surements was accomplished using a model 22
Fisher proportional temperature control. The
temperature sensing element was a series of three
100-Q ~&-W Allen-Bradley resistors which were
mounted with G. E. 7031 varnish on the base of the
sample chamber of the Hall apparatus. The tem-
perature variations at the sample were less than
+0.01 K. The sample itself was the best indicator
of that fact. The absolute value of the temperature
using the precalibrated thermocouples which took
into account deviations of our thermocouples from
those of the N. B.S. was estimated to be in error
by & l%%uo.

Magnetic fields were supplied by a 4-in. Varian
magnet. Fields which were reproducible and ho-
mogeneousto &l%%uo with about 0.05% ripple were
used for the above Hall-effect measurements. The
Hall effect was also measured as a function of
magnetic field strength at a few temperatures for
several samples and was found independent of field
from 100 G to 10 kG with an accuracy of about 1-
3%%u~ over the whole range and & 0. 5% from 2 G to 8
kG. Measurements were usually made at 4480 G.

The Hall effect and resistivity were measured as
a function of pressure at various temperatures
from 297 to 77. 3 K. The desired temperature for
these measurements was obtained by the use of one
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of several baths for temperatures from 297 to 50
K. The temperature fluctuation at the sample
must be kept below a level such that resistance
changes because of this fluctuation are small, &1'%%uo

of the resistance change observed at maximum pres-
sure. For example, in sample 6 at 166 K, bR/R
= —0. 0964T; therefore 1' change in temperature
produces a 10%%uo change in resistance, but the pres-
sure induced change of resistance at this tempera-
ture is only about 30%%uo in 8 kbar. The temperature
in this case must be controlled to +0.03 K in or-
der to affect the resistance change due to pressure
by only 1'%%uo. This small variation was achieved by
pumping on the various baths and controlling the
vapor pressure of the bath with a Cartesian mano-
stat.

After completing all Hall-effect and resistivity
measurements, several of our Si(S) samples were
analyzed by the Bell E. Howell Research Center
employing spark source mass spectrometry. In
Table II are shown the types and concentrations of
several impurities which were detected and the
limits of detection for several of our silicon sam-
ples.

An important result from these mass spectro-
graphic analyses (MSA) is that for all 12 samples
analyzed, sulfur was found to exist in agglomer-
ates. ' However, the concentration in the agglom-
erates could not be determined. This agglomer-
ation of sulfur might support the idea that S3' is
just two S' centers which are close enough together
to mutually trap an electron, as suggested by Kra-
vitz. This may also explain the anomalously low
room-temperature mobilities which we observe.

Our failure to observe the S' (0.612-eV) level is
also explainable with the aid of the MSA results
which revealed the presence of Mn, Fe, and Zn.
Mn and Fe are known to provide deep donor levels
at —0. 53 and —0. 55 eV, respectively, and Zn to
provide a deep acceptor level at —0. 55 eV. The
positions of these levels would prevent appreciable
depopulation of the S' level by preventing the Fermi
level from moving lower than about —0. 3 eV.

IV. RESULTS AND DISCUSSION

A. Statistics of Double Donors

From the foregoing it should be evident that sul-
fur can provide at least two different types of dou-
ble-donor impurities in silicon. For each type of
double donor, two localized states will exist in the
energy gap, but they can not be occupied indepen-
dently, asthey cculd if they were due to different
single donors.

Champness 7 has developed statistics for the oc-
cupation of what he calls the divalent impurity.
This center is actually what we refer to as a dou-

ble donor. It is an easy matter to generalize his
results to the case in which there are two types of
double donors present as well as shallow donors
and acceptors. Thus, when the concentration of
holes in the valence band is very small compared
to the concentration of electrons in the conduction
band, and when all acceptors and all donors having
levels much less deep (i.e., much shallower) than
those provided by sulfur are ionized at all tempera-
tures of interest, one finds by invoking charge neu-
trality that the conduction electron concentration n
is given by

' 1 fg+f~-fD '» f~+fs-fc
(I)

where N,„is the concentration of shallow donors
and N„ the concentration of acceptors. In Eq. (1)
it has been assumed that the A and D levels are
associated with atomic sulfur of concentration Ns
and that the B and C levels are associated with
molecular sulfur of concentration N8 . The justi-2'
fication for these assumptions will become appar-
ent from the discussion of our results. For the
upper energy level E~ of a particular type of dou-
ble donor

f = (1+2 exp[(E —g)/kTO ',
so that U=A or B. For the lower energy level EI,
of a particular type of double donor

y, = (I + ,' exp[(E, —1)/kT]}-—,
so that I.= C or D. In both fv and fz, g is the
Fermi energy. Since, as we shall see later, our
data show no indication of the ionization of level D,
we can set fz&= 1. Furthermore, even when both
S and S~ centers occur in a given sample, only one
of the levels A, B, and C ionizes in a given tem-
perature range because the separations of these
levels are large compared to kT. When only one
of the levels A, B, and C is ionizing, Eq. (1) re-
duces to the form

n(n+ N„—N, ) E~

where N, = 2(2 vm*kT/h )'~ is the thermally avail-
able number of states per unit volume located at
the conduction-band edge taken to be at zero en-
ergy, and the approximation n = N, exp(t'/kT) was
used since

~

1'~ &kT. dstandsfor A, B, or C de-
pending on which level is ionizing, and quantities
associated with each case of ionization are given
in Table III. %'hen level C is ionizing, N8 occurs

2
in N,' because level C is the lower of the two levels
associated with one of the types of double donors
(i.e. , Sz). Mathematically this is reflected by the
2 in the 2 fc factor. It cause-s the equation for n
to have a denominator of 2N, +NB (N„—N,„)—n, -
which, upon regrouping, takes the form indicated
in Eq. (2).
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Element

TABLE II. Impurity concentrations in sulfur-doped silicon samples.

Sample number@"

Detection
limit

S
Li
Mn

B
Ni
Fe

CU

Cr

0

0. 1
0, 1
0. 03
0. 02
1.0
1.0

0. 03

0. 03

0. 03

0. 01

0. 34
ND
0. 078
ND
ND

2. 2

0.37

0. 14

0. 36

41

0.29
ND

0, 36
ND

1
20

10

0.20

0.40

6.2

0.67
ND

0.37
ND

1
12

5.4

2. 1

1.7

0. 78
ND

0.051
0. 02
ND
1.9
0.3
to

1.5
0.23
0. 17
to

4. 8
37

0.46
ND

0.039
0. 05
ND'

4.3

4. 5

0.2

0. 26

0.24
ND

0.24
0. 02
ND

12

0, 46

0, 11

2. 0

29

Units are ppma; 1 ppma =10 atomic percent=-5. 0 &&10' atoms/cm3 in silicon.
Estimated error (see text) is 40—50% when impurity concentration is several time the detection limit. Near the

detection limit the error may be 100%.
~Detection limit was 3.0 ppma.

B. Hall Effect and Hall Mobility versus Temperature

In order to determine the dependence of the ion-
ization energy of any level on pressure, one must
first determine values for certain sample param-
eters that are independent of pressure. The ion-
ization energy Ei is simply equal to —E, in Eq. (2)
when the zero of energy is taken at the bottom of
the conduction band. There is no a priori reason
that EI should not be a function of both temperature
and pressure. However, analysis of our data indi-
cates a linear pressure dependence of EI, and we
shall assume a linear temperature dependence be-
cause the forbidden energy gaps in both Si and Ge
vary linearly with temperature. Therefore,

—Eq ——EI ——Eq + (HEI/nT)T+ (HEI/nP)P.

Henceforth, we shall let o. = HEI/r T. Our pro-
cedure is to measure the resistivity and Hall ef-
fect as a function of temperature for each sample
and to use the results of these measurements to
determine the best values for N„, &„-N„EI,IO&

and a. The curves obtained by plotting the Hall
effect and resistivity versus 10s/T also allow one

TABLE III. Quantities associated with each case of
loni za tl on,

to see the temperature region over which any par-
ticular level is active. Figures 2-4 display n
= (R„e) ' versus 10/T on semilogarithmic plots.
The data on each sample are then used in the non-
linear least-squares-fit program to calculate the
unknown parameters which gave the best fit to the
data, both for the case in which n is assumed to
be equal to zero and for the case &&0. The values
obtained for the various parameters are given in
Table B7.

The value of n & 0 obtained by fitting Eq. (2) «
the data represents the explicit change of the ion-
ization energy with temperature if, and only if, all
the other parameters such as m* in Eq. (2) are
independent, or nearly independent, of tempera-
ture. It is known that (1/m*) (n.m*/n T) =+ 4. 5
&&10 ' K ' for silicon. If this is included in N, in the
above equations, then r E,/n. T decreases by -2%%uo,

which is well within the 20%% error deduced for this
parameter.

The average values of o.'(= —nE, /AT) determined
for each level are

A(S or S2 ):+ 0. 25 + 0. 05 meV/K,

B(Sz or So): + 0. 057 + 0. 012 meV/K,

C(S;):—0. 61+0.12 meV/K.

A
B
C

Ns
Ns

s2

total concentration of
shallower donor levels

Nm+ Ns
N~+ Ns +Ns

2

Several investigators have attributed this explic-
it dependence of the energy on temperature to an
electron-phonon interaction. Actually, no theory
has been able to predict the magnitude of this tem-
perature coefficient. Recently, Cheung and Bar-
rie have attempted to deduce the energy shift of
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TABLE IV. Least-squares-fit parameters for Si(S) samples.

Sample
No. Center

8
8
C

0 ~ 10
0.08
0 ~ 11
0.08
0. 11
0 ~ 08
0, 14
0 ~ 14
0. 18
0. 18
0.21
0 ~ 22
0. 19
0.20
0. 19
0 ~ 32
0.36
0 ~ 35
0.41

(10-' eV/K)

0
3.3
0
2. 0
0
2. 5
0
1.6
0
0.57
0
0.33
0
0
0
0

—5.8
0

-6.4

(10~5 cm"3)

0. 75
1.2

1.3
2. 5
4. 6
6.5
3.0
0.58

12
9.5
1.3
1.2
4. 2
5, 2

16
200

2. 9
86
1.3

O0~4 cm-3)

—0.27
—0.19

1.2
11

—9.4
—2. 9
28
3.4

60
30
4.0
2.8

-7.7
—12
-55
—0.012
—0.012

0.050
0.0038

Region
of fit

165-50
165-50
165—50
165—50
165-50
165-50
300—120
300—120
300—120
300-120
300—120
300—120
300-165
300-165
300—165
300-130
300-130
300—160
300—160

N& identified in text after Eq. (2) ~
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T( K)
100 65

I

I0

IO

Io"- I i I i I i I i I i I

8 l2 l6

&orT(K )

FIG. 2. Carrier concentration as a function of recip-
rocal temperature for a sample of Si(S). The calculated
curve was obtained by fitting Eq. (2) to the data. Above

165 K the B level is ionizing and E& —-0.19 eV. Below
165 K level A is ionizing and E~o 0 11 eV.

several low-lying states for a shallow donor (i. e. ,

p) in silicon by calculating, for example, the en

ergy shift, of the 1s(A, ) ground state due to its
coupling with higher-lying energy states (up to
2PO) via the electron-phonon interaction. Their
calculated values give the shifts of a particular
level at temperature T relative to its position at
0 K. We cannot correlate the shift of the ls(A, )
level with the change of the ionization energy, since
we do not know how much the conduction-band edge
has shifted relative to its position at T= O K.

Before discussing the plots of the experimental
data and the calculated curves given in Figs. 2 -4
we should comment about how the experimentally
determined Hall coefficient B„is actually related
to the calculated carrier concentration. Through-
out this text it has been assumed that n= (RHe) '.
Actually, we should have written n =r(R„e) ', where
x is a function of the type of band structure, the type
of scattering, the crystallographic orientations of
the current I and the magnetic induction I3, and of the

magnitude of B. For either of the extreme cases
pB/c» 1 or pB/c-0, the Hall factor r becomes
independent of the crystallographic orientation of
either I or B. (p, is th mobility of the charge car-
riers and c is the velocity of light. ) For our sam-
ples pB/c = 0.05, and the condition pB/c»1 is, not

satisfied. If the maximum value of x in the weak-
fieM limit is assumed, then the error introduced
into each parameter N~, N N„E~, and bE-z/AP
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TABLE V. Parameters for Si(S} sample 6 deduced for
x=1.0 and r=1.7.

Ng N~ —N~ —Ns Eg kg/&P
(10'~ em 3) (10'5 cm ') (eVI (meV/kbar)

500 250
T( K)

200 I 50

~ = (aH~)-' 1.16
~ =1.7 (A~~)-' 1.60

6,02
5.91

0.180 —0.516
0,182 -0.517

IO"

500 250
5 I=

T( K)
200 l50

I5
IO

by assuming x= 1,0 can be found. In the weak-field
limit, r may be as large as 1.7 if ionized impurity
scattering were the dominant scattering mechanism.
Table V shows a comparison of the parameters N„,
N -N„Ezo, and AE/bP for x= 1 and x= 1.V. The
difference in the values of N„with r=1 and y=1. 7
is about 27/o of the second value. Table V also shows
thatthetwovaluesfor N„—N,„-g andEz arenearly
equal, and, therefore, negligible error results in
these quantities by choosing x= 1.0. The most
significant point is that even with the two values
for Kd different by 27%, the values of the most im-
portant parameter DE&/r P show a negligible dif-
ference,

In the most complicated case electrons from the
A(0. 10-eV) and B(0 19-eV.) levels ionized in se-
quence as the temperature%as raised from 50 K.
This produces the behavior of sample 2, as shown
in Fig. 2. Specifically, the A(0. 10-eV) level was

I 4',
IO

I2
IO- I

4 6

lO/T(K )

FIG. 4. Carrier concentration as a function of recip-
rocal temperature for Si(S): 8-10. The calculated curves
were obtained by fitting Eq. (2) to the data, yielding
Eg =0.36 eV.

l4
IO

I3
IO

I

E

IR
IO

II
IO

IO l

6
~GZT (K )

FIG, 3. Carrier concentration as a function of recip-
rocal temperature for two samples of Si(S), The calcu-
lated curves were obtained by fitting Eq. (2) to the data,
yielding EI =0.19 eV.

ionizing in the temperature range from about 65 up
to 165 K. Exhaustion of the A level probably took
place near 165 K, and then the 8 level dominated
the Hall effect and resistivity of the sample from
165 to 300 K. By the least-squares fitting of Eq.
(2) to the data of samples 2-4 in the two tempera-
ture regions (50-165 K) and (300-165 K), we ob-
tained values of the parameters related to the A

and 8 levels, respectively. The calculated fits to
data for various samples using these parameters
are dl.splayed as solid bnes ln Fags. 2-4. The
parameters found for all the samples by least-
squares fitting Eq. (2) to the data are tabulated in
Table IV.

Figure 3 shows cases where the B(0.19-eV)level
is ionizing over the entire temperature range cov-
ered. The curvature near room temperature im-
plies that the level is nearing exhaustion. Values
of the parameters for samples 6 and 7 are also
tabulated in Table IV.

Figure 4 shows data and the least-squares fit to
the data on samples 8 and 9, which are believed to
display the Sz' level. The two curves appear dif-
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FIG. 5. Dependence of the Hall mobility on tempera-
ture for Si(S): 2 and 4.

ferent because N„—A', has a different sign in sam-
ple 8 than in sample 9, as can be seen in Table IV.
For samples 8 and 9 the choice of a = 0 would re-
quire a concentration X„of sulfur donors of about
10' cm . However, from the MSA and results
by Carlson et al. " it is believed the maximum
number of sulfur impurities that can be diffused
into silicon is between 3&&10' and 4&10' cm
Therefore, it seems necessary to take n &0 to get
a reasonable fit to the data.

Figure 5 displays a log-log plot of the Hall mo-
bility versus temperature for two samples. This
behavior was observed in all samples (1-4) in
which the sta, rting material was undoped p-type
silicon. The mobility can be represented by the
empirical relation

of sulfur would be the mobility killer. )

Samples whose starting material was boron-doped
silicon invariably displayed lower room-temperature
Hall mobilities than those discussed above. The
HRQ mobility of saQlple 6 shown in Flg. 6 ls Rn
example of this group. It has a room-temperature
Hall mobility of about VOO cm /V sec. The high-
temperature part of the curve displays a mobility
proportional to T ' . As the temperature is low-
ered the curve begins to flatten out. It is believed
that this occurs because ionized impurity scatter-
ing becomes the dominant scattering mechanism at
lower temperatures. The solid line in Fig. 6 was
calculated by combining an empirical mobility which
fits the high-temperature region, namely,

p, ~=800(T/295) '8 (cm'/Vsec),

with the mobility limited by ionized impurity scat-
tering ' ' following the method of Conwell. Con-
well's method was actually for obtaining the resul-
tant mobility when the lattice scattering mobility
p.&- T "and the ionized impurity scattering has
a simple form. For our calculation the concentra-.
tion of ionized impurit. es was taken equal to n+ 2R„,
where n is the carrier concentration and N„ is the
concentration of shallow acceptors. We took ~~
= &. lx10' cm because sample 6 had that acceptor

Si (S)
+6- o
4 7 0

P ~
co~

E
O

C)

g„(T)= (1200+ 100) (T/295) ' ' ' (cm /V sec).
(4

For these samples the mobility is smaller in mag-
nitude, but has the same dependence on tempera-
ture observed ' for high-purity float-zoned Si be-
tween 100 and 320 K. We have been unable to ac-
count quantitatively for our observed mobilities in
terms of the scattering mechanisms most likely to
be important, i. e. , lattice, ' ionized impurity, 33'3

and neutral impurity. Although we have not in-
vestigated lt ln greRt detRll, the addition of R mo-
bility killer mechanism due to space-charge
scattering ' might help to account for our experi-
mental mobilities. (Presumably agglomerations

200
T ('K)

I IG. 6. Dependence of the Hall mobility on tempera-
ture for Si(S): 6 and 7. The curve is calculated for a
combination of empirical and impurity scattering (see
text}.
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FIG. 7. Dependence of the Hall mobility on tempera-
ture for Si(S): 8 and 9.

concentration before sulfur was diffused into it.
From Fig. 6 we see that the calculated curve fits
the data quite well. Thus we conclude that scat-
tering represented by the empirical relation in Eq.
(5) and ionized impurity scattering are the two
dominant scattering mechanisms in this sample
and in other samples displaying this mobility-ver-
sus-temperature relation.

Figure 7 displays the Hall-mobility-versus-tem-
perature data on a log-log plot for samples 8 and
9. The maximum mobility of sample 8 is about
70% above its room-temperature value, while that
of sample 9 is only about 25% above its room-tem-
temperature value. Both samples display negative
slopes of about —0. 9+ 0. 1 in the high-temperature
region, indicating that the Hall mobility is propor-
tional to T ' ' ' for temperatures above 220 K.
Both samples display mobilities which attain a
maximum of about 1000 cm'/V sec. We can only
guess that the decrease is caused by ionized im-
purity scattering becoming a dominant scattering
mechanism at lower temperature. The relatively
small changes observed in sample 9 could be due
to a large contribution from neutral impurity scat-
tering, since this mechanism displays only slight
temperature dependence through the carrier con-
centration factor in the expression for the number
of neutral donors.

C. Hall Effect and Resistivity versus Pressure

Measurement of the Hall effect as a function of
pressure at various temperatures is a direct mea-
sure of the dependence of carrier concentration on
applied pressure if the change in sample dimen, -
sions is taken into account and the scattering mech-
anism is independent of pressure. The latter will

420 I36

400)
LLJ

I-
0

380

X
I

360

128
Cg

4J

l20 ~
IJJ
fL

P (kbar)
7

FIG. 8. Hall voltage at 243 K for Si(S):8 and resis-
tance at 195 K for Si(S): 5, as a function of increasing
and decreasing hydros tatic pres sure.

be discussed below.
From the Hall-effect-versus-pressure data we

deduced the change of the ionization energy of the
ground state of the impurity with pressure for three
levels which are introduced by doping silicon with
sulfur.

Examples of Hall-effect and resistivity-versus-
pressure data are given in Fig. 8, which shows the
Hall voltage of sample 8 and the resistivity of sam-
ple 5 as functions of hydrostatic pressure. Val-
ues obtained with increasing and with decreasing
pressure are shown. Note that no hysteresis was
found. This was always the case if, and only if,
the temperature was kept constant enough.

The most convenient way to handle the pressure
data is to normalize the carrier concentration and
resistance to the respective vd, lues obtained at zero
applied pressure. Thus Figs. 9-11 display experi-
mental points n(P)/n(0) versus applied pressure
accompanied by the theoretical least-squares fit
of Eg. (2) to the data. These calculated fits are
displayed as solid lines.

In Sec. III it was determined which of the four
levels was changing its degree of ionization dras-
tically in a particular temperature range in each
sample. We found that the A(0. 10-eV) level was
ionizing in samples 2-4 below about 165 K. We
can see from Fig. 2 that at 100 K the sample is
well within the range where the degree of ioniza-
tion of the A center is strongly temperature depen-
dent. Having determined the temperature range
in which the A. level ionizes, we measured the Hall
effect and resistivity as a function of hydrostatic
pressure in that temperature region. In order to
see if HEI/hP is a function of temperature, data
were taken at 90. 3 and 77. 3 K. Figure 9 shows
relevant data for sample 2. The parameters used
in Eq. (2) were just those found for sample 2 inthe
temperature region below 165 K (see Table 1V).
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n(p)
n(o)

I.05

I,03

Dependence of the nor-
malized carrier concentration on
applied hydrostatic pressure for
the O. 11-eV level at two tempera-
tures. The curves were calculated
by employing Kq. (2), with &E~/~
= —0.22 meV/kbar.

P (kbar)

In this section we shall analyze the data in two
ways. Both ways consist of least-square fitting
Eq. (2) to the normalized carrier concentration
and thereby determining the &E1/&P at ea,ch tem-
perature for each sample. The first way utilizes
the three parameters N„, N„—N„and E~ (T = 0)
determined from Hall-effect-versus-temperature
measurements, and the second way uses four pa-
rameters (the fourth being n) which were also de-
termined from the Hall-effect-versus-tempera-
ture data. The differences found in the values of
AE1/4P with (x = 0 ol' (1 & 0 a1'e vel'y s111alL

The I3 level was found to be ionizing in samples
2-4 at temperatures above 165 K and in samples
6 and 7 over most of the temperature range
(120-300 K). The parameters which were calcu-
lated using only the Hall-versus-temperature data
are listed in Table IV. The solid lines depict the
theoretical least-squares fit of either Eq. (2) or
(3) with only the parameter AE1/4P to be fit. Sim-
ilar results were found for samples 3 and 4.

Figure 10 displays the most complete sets of
pressure data at various temperatures for the 8
(0. 19-eV) level of sample 6. Similar results were

I.32

I.24

fl{r }
ll (O)

I. I2

I,08

l.00
0

P (kbar)
P (kbar)

FIG. 10. Dependence of the normalized carrier concen-
tration on applied hydrostatic pressure for the 0.19-eV
level of sample 6. The curves were calculated employing

Eq. (2), with ~I/~=-0. 52 meV/kbar.

FIG. 11. Dependence of the normalized carrier concen-
tration on hydrostatic pressure for the 0.36-eV level of
sample 8. The curves were calculated employing Eq. (2),
with AEI/~ = —l. 1 meV/bar.
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found for sample 7. The values calculated for-
r Er/4P with n = 0 and n & 0 are all within 6/o of
each other. The variation with temperature of
&Er/&P is erratic, and therefore not attributable
to an explicit temperature dependence. The room-
temperature pressure coefficient is larger in mag-
nitude than those found at lower temperatures.
This is probably due to the deeper level, C or S2'

(0. 36 eV), contributing conduction electrons as the
8 level reaches exhaustion. This seems probable
since the Fermi level has passed through the 0. 19-
eV level and is at about —0. 22 eV at 330 K.

Relative carrier concentration versus pressure
at several temperatures for sample 8 are displayed
in Fig. 11. Sample 9 gave similar results. The
parameters found from the Hall-effect-versus-
temperature measurements seemed to give the
best results when n was not set equal to zero.

Table VI summarizes the best values for each
level of the parameters Er, o.', and &Er/&P ob-
tained both when n was set equal to its best value
and when n was set equal to zero.

The energy gap (I' »-6, ) of silicon becomes
smaller with increasing pressure at a rate of 1.5
meV/kbar. This and other information on the sil-
icon band structure is given in Fig. 12. There-
fore, the A (0. 105-eV), B (0. 19-eV), and C

(0. 36-eV) levels move toward the valence-band
edge with increasing pressure at rates of 1.28,
0. 95, and 0. 4 meV/kbar, respectively. We notice
that the deeper the level is in the energy gap, the
smaller is its shift toward the valence-band edge
for a given applied pressure.

The Hall-effect and resistivity-versus-pressure
data can be combined to yield the dependence of
the mobility on pressure. Figure 13 shows a typ-
ical example of the normalized mobility plotted as

a function of pressure. The total increase in mo-
bility is -3/o in 5 kbar so that (hn/nhP)r =4. 3
&10 '/kbar. Since the va.lue of the mobility itself
cannot be accounted for quantitatively, we shall
only remark that such a pressure coefficient could
be accounted for at least in part by the effect of
pressure on three of the scattering mechanisms
which are likely to be involved: lattice, ionized
impurity, and neutral impurity scattering.

D. Rubber-Band Effect

In Table VI are listed the pressure coefficients
of the ionization energy for the three levels A, B,
and C in silicon. It can be seen that the farther
the level lies below the conduction band, the larger
is the shift toward the conduction-band minima,
and the smaller is the shift toward the valence-
band edge due to pressure.

An analogy can be made betweenthe energyshifts
of each of the sulfur levels and the positional shifts
of points on a rubber band which is being stretched.
As it is stretched, each point of the rubber band
will be displaced with respect to each constrained
end by an amount proportional to its original sep-
aration from that end. This is, qualitatively but
not quantitatively, the way in which the three sul-
fur levels here considered move with respect to
the two band edges as the pressure is changed.
For simplicity, we shall say that they exhibit the
rubber-band effect.

V. SYMMETRY CONSIDERATIONS FOR MODELS OF
SULFUR IN SILICON

The classification of one-electron wave functions
for perfect crystals according to their symmetry
with respect to the operations of the space group
of the crystal' is basic. The commonest descrip-

TABLE VI. Best experimental values for EI, 0':—&El/&&, and &El/~ (underlined) and the values of EI and HEI/~p
5 Ip

assuming & =0 for Si(S) samples.

Center

Parameter

[Erp] +p(eV)

[EI j gp (eV)

& (meV/K)

b
Ip 0. 109 eV

0.105 +0.015

0.08 + 0.015

0. 25 +0.05

0.187 eV

0. 190 + 0. 02

0. 183 +0.02

0.057 + 0.012

0. 368 eV

0.36 + 0.03

0.38+0.03

—0.61+0.12

[HEI/~j» p (meV/kbar)

[4'/~j „p (meV/kbar)

—0. 22 +0.03

—0. 22 +0.03

—0.55 +0.05

—0.54 +0.05

—1.1 +0.1

—1.1 +0.1

For Si, DE~ /DT= —0.45 meV/K. See, for example, H. Brooks, Ref. 29, p. 129. Also DEs+AP=1. 5 meV/kbar;
see Ref. 4, Table 8.5, p. 245.
"From Ref. 9.
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tion of the energy bands in a crystal is provided by
plots of the electron energy against k for propaga-
tion vectors k with various special directions in the
crystal, each curve or point of special symmetry
being labeled with the symmetry of the wave func-
tions corresponding to the subgroup of operations
of the space group that leave k invariant. Figure
12 shows the familiar representation of the silicon
band structure in these terms. The localized wave
functions associated with localized impurities or
imperfections are similarly characterized by their
behavior under the operations in the symmetry
group of the imperfect crystal, which consists en-
tirely of rotations. In this section we consider the
relevance of these symmetry properties to the
rubber-band effect, and supplement the general
argument by applications to possible models of
sulfur in silicon.

Any localized wave function can be expanded in
terms of the complete set of Bloch waves for the
perfect crystal —wave functions from all energy
bands and all points in the first Brillouin zone in
k space. In the case of a shallow donor state pro-
duced by a relatively small perturbation, the only
Bloch states that appear in the expansion with siz-
able coefficients are those with energies rather
close to that of the impurity state, i. e. , those as-

FIG. 12. One-electron band structure for silicon along
three symmetry directions, after F. Herman, R. L.
Kortum, and C. D. Kuglin, in Slater Symposium Issue,
International Jom"nal of Quantum Chemistry, edited by
Per-Olov Lowdin (Interscience, New York, 1966), p. 381.
Short arrows indicate the direction of shift relative to
valence-band maximum T'25 as hydrostatic pressure is
applied. The numbers indicate the magnitude of the

rates in meV/kbar. The three underlined values are
experimental values, from the Zallen and Paul article
cited in Ref. 5.

1.03

1.02—
p(P)
p(0)

I.0 I

I.OO
0

P (k bor)

FIG. 13. Dependence of the normalized Hall mobility
on hydrostatic pressure for sample 9 at 195 K. The
straight-line region (& 4 kbar) yielded a value of 6p/p~
=4.3&10 bar '.

sociated with the lowest conduction-band minima.
In silicon, the energy surface in k space has six
minima; these occur for k vectors k~ along the
k„, k„or k, axis, and the associated Bloch func-
tions have ~& symmetry. States with energies
near these minima have k vectors near the k&, but
not necessarily along the axes. Though the cor-
responding Bloch functions do not, in general, have
the && symmetry, they may be thought of as associ-
ated with && valleys in the energy surface. When
a substitutional phosphorus atom is introduced in-
to the silicon lattice, a shallow donor level appears
about 45 meV below the && minima. The corre-
sponding localized wave function can be expressed
as a linear combination of Bloch waves in which
all components with sizable coefficients have k's
near the && minima. Alternatively, as in the ef-
fective-mass approximation, one can express the
wave function as a sum of six terms, each consist-
ing of a Bloch function from the bottom of a valley,
with the full ~& symmetry, multiplied by an appro-
priate localized modulating function.

When stronger perturbations of the potential give
rise to deeper levels, the wave functions are more
localized, and Bloch waves with a wider range of
energy and of k contribute importantly to the expan-
sions. The important components may not all be
associated with the && valleys, and, if the impurity
level is well down into the forbidden band, they
may include Bloch waves from the valence band.
In such cases, effective-mass theory becomes
much more complex. In the present context we
are interested only in the general understanding
provided by symmetry considerations as to what
Bloch waves may appear with relatively large co-
efficients in the expansion of a localized function
with given symmetry.

When an impurity state wave function is primar-
ily made up of components from the conduction
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band, one would expect the energy level to shift
only slowly with respect to the conduction band as
the pressure is changed; if the function consists
mainly of valence-band components, the level
should be more or less fixed with respect to the
valence band. The intermediate behavior here
described as the rubber-band effect is to be ex-
pected when both conduction and valence bands
make significant contributions to the wave func-
tion. To be a bit more precise, one may think of
the second-order terms in a perturbation calcula-
tion of the impurity state energy as representing
its repulsion by the states to which it is coupled
by the perturbation, by an amount proportional to
the square of the coupling matrix elements and
inversely proportional to the energy difference be-
tween the states. The rubber-band effect can be
expected to result from repulsion of the impurity
level by states both above and below it and to be
most evident in impurity levels that are strongly
coupled by the perturbation both to states low in
the conduction band and to states high in the valence
band. If there is such coupling, the Bloch func-
tions that represent these states in the unperturbed
crystal will appear with sizable coefficients in the
expansion of the localized impurity function in

terms of Bloch waves. The opposite case of weak
coupling and small expansion coefficients is to be
expected for Bloch waves with energies widely
different from that of the impurity states, or with
k's for which the perturbation matrix elements
are small for reasons of symmetry.

In the Appendix it is shown how to determine
what Bloch waves can appear in the expansion of
a localized impurity wave function by use of com-
patibility tables. The Appendix also gives the
tables needed in the present case, and some com-
ments on their application. The results are col-
lected in Table VII, in the notation of Ref. 40, for
Bloch waves associated with points of type 1', Z,
A, &, and I in k space.

We consider first the case of the S' center, be-
cause of its simplicity, even though we have not
been able to observe it in the present work. If a
single S"ion is substitutional, or occupies one
of the interstitial sites in the lattice with T„sym-
metry, the total field acting on an additional elec-
tron will have T„symmetry. There are five sym-
metries possible for localized wave functions in this
field. Table VII shows that wave functions of I'f
symmetry, which are invariant to all the rotations
of the T, group, can be formed from Bloch waves

TABLE VII. Symmetries of some Bloch functions that can appear in expansions of localized impurity functions.

Symmetry of
impurity state Symmetry of Bloch functions

A. Imperfect crystal with T& symmetry

r, ~f ~3
r2 r2, r', , p2, p4, A2,

r„, rf2, all Z, A, ,
T'fs rfs~ '- 25~ all ~~ Ai~

r2s ]1 7
A3 &f 4 &5
A3 &f &2 &5

L3, L3
Lf, L)) L3, LI3

L2, L2, L3) L3

B. Imperfect crystal with D3& symmetry

Lf
L2
L3
Lf

L3

r25 ~f ~2 ~3
rfs ~2 ~3

rf2, I'25, rfs, all ~,
&3

rf~ r25~ ~f~ &2~ ~4~
I'f2, I"25, rfs, all Z,

A2, A3, Af, 42, 65, L2, L3
Af, A2, A3, all 4, Lf, L2, L3

A, , A, , A, , all 6, L;, L'2, L',

C. Imperfect crystal with C3„symmetry

Af
A2

A3

rfs, a.ll &, Af A3 +f +2 +5 Lf Lf L3 L'3

r2, I"fs, rf, r25, all Z, A2, A3,
rf2 r25 rfs I f2 r25 I fs, all Z, all A, all 4, all L

D. Imperfect crystal with C» Symmetry

f2 r25 r2 r12 rf5, all &, Af, A3, all &, Lf,r„r„, rfs r'f rf2 r25, all Z, A2, A3, a,ll~, L2,
r25, r'„, r», rfs all Z, Af, A3, all 6, Lf, Lf L3,
r'„, r'fs, r», r„, all ~, A2, A3, all &, L2, L2, I3,

Lf, L3, L3
L29 L3~ 3

L3
+l
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with k's at and near the bottom of the ~& valleys
in the conduction band. It may contain components
from the somewhat higher Z3 and Lj valleys in that
band (see Fig. 12). It may, indeed, contain com-
ponents with fairly low energy from every point in-
side the Brillouin zone except I', for which the
lowest conduction-band state has the excluded sym-
metry I'&~, other Bloch states with k's near this
relatively high portion of the energy surface will,
of course, tend to enter only with small coefficients.
On the other hand, Bloch waves from the top of the
valence band have the excluded symmetry 12&, and
the other Bloch waves from the upper part of the
valence band with symmetries A3, &„and Z& are
likewise excluded. Though valence-band Bloch
waves with general k are not rigorously excluded
by symmetry, it is evident that those with the high-
er energies will have k's near those of excluded
waves and will have small coefficients. One thus
sees that a l

& state for an impurity site with T„
symmetry would be primarily associated with the
conduction band and would tend to move with it as
pressure is changed. Inspection of Table VII and
Fig. 12 will show that only an impurity state wit
1» symmetry could contain Bloch waves from both
the bottom of the conduction band and the top of the
valence band and would be expected to exhibit a
marked rubber-band effect. The ENDOR study by
Ludwig' seems to support strongly the idea that
the S' center is due to a sulfur atom in a T„site,
but his observed value of g= 2. 0054 indicates that
there is no spatial degeneracy in the wave function
and thus favors the usually assumed I"& symmetry
of the ground state over a I'» symmetry.

The observations of Ludwig' indicate the C cen-
ter is an S&' center, with the two sulfurs in equivalent
positions, presumably rather close together. Two
models for this center, both with D3„symmetry,
seem worthy of consideration. One is the obvious
possibility of two substitutional sulfurs in neigh-
boring positions. There are also interstitial sites
with D3„symmetry in the lattice, located half-way
from a silicon atom to the next silicon in the direc-
tion opposite from that to its nearest neighbor, with
its threefold axis passing through these silicons. '

The silicon atoms nearest to such interstitial sites
form a puckered hexagonal ring, each being at a
distance that is v~ times the distance between
nearest neighbors. A pair of sulfurs symmetri-
cally arranged about such a center, along thethree-
fold symmetry axis, could each be distant from all
silicons by more than the separation of neighbor-
ing silicons and would form an imperfection with

D3$ symmetry. Other possible structures involve
considerably greater sulfur-sulfur separations or
reduced symmetry. It will be seen later that the
assumption of D3„symmetry for the C center is

consistent with a simple model for the 8 center.
Part B of Table VII shows that, if an S~" ion

that reduces the crystal symmetry to D3„binds an
electron in a localized state with L& or L3 sym-
metry, the wave function can contain Bloch waves
from both the bottom of the conduction band and the
top of valence band; these states would then be ex-
pected to show the rubber-band effect. Bloch waves
from the lower part of the conduction band would
be expected to have little importance in localized
states with L2 symmetry; a localized state of this
type deep in the forbidden band would be associated
primarily with the valence band, despite the ab-
sence of a I"&5 component. Localized functions with
the other symmetries might contain Bloch waves
from both bands, but not from the very top of the
valence band. The rubber-band effect observed
with the C center is thus consistent with a D3„sym-
metry for the S2" imperfection and an L, or L~
symmetry of the ground state of a bound electron.
Ludwig's conclusion that the state is orbitally non-
degenerate would imply that the symmetry is L,.

It is natural to attempt to interpret the A and B
centers as formed by trapping of an additional
electron by the C and D centers. If the D center
is indeed an S"ion on a T„site plus an electron in
a l", state, it will produce an average electrostatic
potential with T„symmetry. The observations of
Krag et al. argue strongly against the identifica-
tion of the 8 center as the neutral version of such
a D center, but are quite consistent with its being
the neutral version of either of the C-center models
described above. An S2" ion forming an imperfec-
tion with D,„symmetry, together with a trapped
electron in an L, state, will produce an average
potential with D3„symmetry, will show transitions
to p states that vary with stress orientation like
those observed by Krag et al. , and will, by the
argument already applied to the C center, display
the rubber-band effect under pressure. There
does not, however, appear to be any basis for
choice between the models with substitutional or
with interstitial sulfur s.

One cannot, however, complete the argument
simply by assuming that the A. center is the neu-
tral version of the D center. The ground state of
an electron trapped by an S' center with T„sym-
metry would, by the argument applied to the D
center, show no rubber-band effect, whereas the
A. center seems to. Nor can one, on this basis,
account for the five levels below the 2 po level at-
tributed to the A center in the analysis of Krag
et al. It seems possible that there are, in fact,
two different types of S centers that contribute to
the phenomena attributed to the A center.

Consider, for instance, the possibility that there
is an A& center, the neutral version of the D cen-
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ter, with T„symmetry, and an A& center, a neutral
interstitial sulfur at, say, the D,„site described
above. Because of lattice absorption, Krag and
his associates could not have observed transitions
from an A&-center ground level at about —0. 07 eV
to high-lying hydrogenic P-like energy levels.
It is not unreasonable to assume that the A& center
is in this region, since the relatively tight binding
of the last electron in the D center implies good
effective shielding of the core from the final elec-
tron added to form an A& center and a high ground
state for that center. The observed transitions to
hydrogenic p levels, which identify a ground level
at -0. 109 eV, could then be due to an A~ center.
This would account for the rubber-band effect ob-
served by us in the —0. 105-eV level and for the
presence of the levels near -0. 03 eV attributed
to the A center by Krag et al. The level shown by
them near —0. 04 eV might, however, really repre-
sent a transition from the ground state of the A&

center to the lowest excited level, which they in-
correctly referred to the ground state of the A2
center because the other transitions of the A& cen-
ter were obscured. This rather speculative inter-
pretation of the "A center" would imply that there
is a ground level for the A& center, somewhat above
the —0. 109-eV level, thatdoes not show the rubber-
band effect. Our data do not show any clear-cut
evidence for the presence of a level with both these
properties. On the other hand, our data do not ex-
clude the possibility that A& centers are also pres-
ent in the samples (2-4) which exhibit effects due
to A2 centers. The weak pressure dependence of
the A& levels could very well be obscured by the
rubber-band effect of the A2 center. Clearly, there
is a need for more careful study, both theoretical
and experimental, of the A center.

VI. CONCLUSIONS

Hall-effect and resistivity measurements have
yielded information about the influence of hydro-
static pressure and temperature on the A-C donor
energy levels of sulfur in silicon.

Analysis of Hall-effect-versus-temperature
data by least-square fitting charge neutrality equa-
tions to the data yielded values for the ionization
energies and the explicit parts of the temperature
dependences of these levels.

Hall-mobility-versus-temperature data indicate
that samples whose starting material was pure
float-zoned silicon invariably displayed a Hall mo-
bility which was proportional to T ' . How-
ever, the magnitude of the room-temperature Hall
mobility of our samples is 60% of that for pure Si.
Our smaller mobilities are possibly due to a mo-
bility "killer" effect originating from the space-
charge regions around the agglomerated sulfur.

Samples whose starting material was p type
with a carrier concentration between 10"and 10'
cm displayed Hall-mobility-versus-temperature
curves which indicated that scattering by both ion-
ized and neutral impurities had to be combined with

an empirical expression for scattering which pre-
sumably contains the effects of scattering by both
the lattice and sulfur agglomerates.

From Hall-effect-versus-pressure data (up to
8 kbar) at several temperatures between 300 and
77 K, we found that the A-C levels moved with in-
creasing pressure toward the && conduction-band
edge at rates of 0. 22 + 0. 03, 0. 55, and 1.1 a 0. 1
meV/kbar, respectively. These levels display a
rubber-band effect, in that each level shifts with
respect to both conduction- and valence-band edges
at a rate that increases with their separation from
that edge.

A group-theoretical analysis of the Bloch waves
that can enter expansions of localized wave functions
of various symmetries, about lattice imperfections
with various symmetries, provides a basis for
drawing some inferences about the symmetries of
the A, B, and C centers from the rubber-band ef-
fect. The observed effects are consistent with the
idea that the D center is a substitutional or inter-
stitial S' at a T„site, that the C center is an S2'
center with D3„symmetry, that the B center is the
neutral version of the C center, and that the "A cen-
ter" is not simply the neutral version of the D cen-
ter, but may represent, as well, the effects of in-
terstitial sulfur at a D3„site.
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APPENDIX' SYMMETRY CONSIDERATIONS FOR SPECIAL
MODELS OF SULFUR IN SILICON

General Discussion

Introduction of a localized imperfection into the
silicon crystal removes the translational symmetry
of the system and some of the rotational symmetry.
If the imperfection has a center of symmetry at one
of the nuclei, as when a nuclear charge is changed,
that nucleus is distinguished from all others, and
all symmetry operations of the original space group
0'„ that move this nucleus are destroyed; this leaves



only the point group T~ of rotations (proper and im-
proper) about this particular nucleus. The sym-
metry group of the imperfect crystal then consists
of the subgroup of this T» group to which the imper
fection itself is invariant. An imperfection with
center of symmetry midway between adjacent silicon
atoms (such as would be produced by equal changes
in the nuclear charges of these two atoms) would re-
move all symmetry operations of the original group
except a group Ds„of rotations about this point, and
the symmetry operations of the imperfect crystal
would include only the operations of this D3, group
to which the imperfection is invariant. In any case,
the symmetry group of the imperfect crystal is some
subgroup G, of the group of all rotations 0» that ap-
pear in O'„. The localized wave functions that describe
states of an electron bound to the imperfection can
be chosen to be basis functions for some irreducible
representation y; of GI, and will necessarily be such
unless there is some accidental degeneracy of en-
ergy levels.

The expansion of each localized function will con-
tain essentially all Bloch waves that can be employed
in the construction of a corresponding basis function
for the representation y, of GI; vanishing of the ex-
pansion coefficient for any such Bloch wave can be
rega, rded as "accidental, " since it arises from no
symmetry property of the Bloch wave that assures
its orthogonality to the localized function and thus
its absence from the expansion. It will be shown
that any Bloch wave 4' (k; r ) with a "general" k [such
that aQ operations of the point group G& carry k into
a different orientation and +(k; r) into a different
function] may be present in the expansion of the ba-
sis functions for any irreducible representation of
GI. It will appear, however, that if k ends on some
special symmetry point, line, or plane in k space,
and is therefore invariant to one or more of the
operations of GI, then +(k; r) may be absent from
these expansions for reasons of symmetry; nearby
k will occur only with small coefficients. If these
special k's are those of band edge functions, the
presence of these band edges will have little effect
on the nature of the localized wave function, or, as
wa.s argued in Sec. V, on the change of its energy
with change in magnitude of the perturbing potential.

Figure 12 presents the silicon energy-band struc-
ture in terms of plots of E(k) for special directions
of k, each labeled with the symbol of the irreduc-
ible representation of the group X(k) (the subgroup
of operations in 0'„ that leaves k invariant) to which

the Bloch wave belongs. In the case of all interior
points of the Brillouin zone and also the surface points
of types S, U, K, I., and Q, the Bloch-wavebasis
also bases of irreducible representations, desig-
nated by the same symbols, of point groups Go(k)
consisting of the rotations that appear in the cor-

TABLE VGI. GI (k) and t"0 (k), for various G~ and k.

Go(k} = 0„

C

C~or C2 C3vor C C

C~or E C3„or C C8

C2I

C2„or E C

responding X(k). We here restrict our attention
to such cases.

We have now to determine in what cases Bloch
waves @(k; r') that belong to a given irreducible
representation P; of Go(k) will be absent, for rea-
sons of symmetry, from the expansions of a set of
localized functions that form a basis for the irre-
ducible representation y; of Gz. Let Gz(k) be the
point group consisting of all rotations that belong
to both G, and Go(k). Then the Bloch-wave basis
functions for P& can be used to form bases for ir-
reducible representations of Gz(k), a.s can the lo-
calized basis functions for y;. If in the two cases
one obtains bases for any one representation of
GI(k), corresponding functions from the bases will
not be orthogonal by reasons of symmetry, and one
must expect at least one of the +(k; r) to be present
in the expansion of at least one of the localized bases
of y;. In other words, Bloch waves with P, sym-
metry will appear in expansions of localized func-
tions of y; symmetry if P, and y; are both compat-
ible with any irreducible basis of their common
subgroup Gz(k).

If k is a "general" k w'ith respect to the point
group Gz, Gz (k) will contain only the identity; from
this it follows that +(k; r) may appear in the expan-
sion of any basis function of any irreducible repre-
sentation y&, as was noted above.

Application to Sulfur in Silicon

Table VIII gives the forms of Go(k), for the sev-
eral ehoiees of GI considered here, and for various
choices of k. It will be noted that there are three
cases in which Go(k) and G, are of the same form
(D»„C»„, C»„) but consist of physically different
rotations, so that their common subgroup GI(k) is
smaller and may include only the identity. It will
also be noted that k that are equivalent with respect
to the perfect crystal may not be equivalent with re-
spect to the imperfect crystal, so that there are
alternative forms of Gz(k). In such cases some but

not all of the 4(k; r) for "equivalent" k can appear
in the expansion of an impurity function belonging
to the given GI.
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Table IX contains all compatibility tables needed
in the present work, where one has to consider only
groups of rotations (proper and improper) contained
in 0„. The notation is that of Ref. 40, with a few
obvious extensions. ' Some of the simpler groups
appear in connection with several different values
of k; for instance, C, may be associated with k~,
k~, k~, or kI. , and C~„with k~ or k~. Insuchcases
Table IX shows a single symbol (Z or &, in these
cases) consistently throughout, to simplify the com-
parison of compatibilities. The trivial compatibil-
ity tables that apply when G~(k) is the same as G, ,
Gp(k), or Eh vae not been included in Table IX.

In applying these tables to the deduction of Table
VII, one fixes attention on a particular GI and con-
siders in turn the various k. Table VIII gives the
corresponding G, (k) and G, (k). In one of the sec-
tions of Table IX one can then find, to the left of
the vertical line, a column listing the irreducible
representations of GI; in the same section of the
table there is also a column listing the compatible
representations of Gz(k). Similarly, to the left of
the vertical line in a section of Table IX (not neces-
sarily the one referred to in the preceding sentence)
there will be found a list of the irreducible representa-
tions of Gp(k), and, in that same section, a list of
the compatible representations of G, (k). Comparing
the two pairs of columns, one can see which repre-
sentations of GI and Gp(k) are compatible with any
single representation of GI(k).

As a complex example that illustrates many
points, consider an imperfection that reduces the
crystal symmetry to GI = D,„, and consider k=k&.
Table VIII shows that the group of k& in the pure
crystal is Gp(kg) = Cp and that GI(k~) is C,„ for some
k~ and C, for other k~. For k~ of the first type,
Gp(k~) and Gz(k&) are identical: The imperfection
does not reduce the set of rotations that leaves
these k& invariant. The second section of Table IX
shows that localized impurity states with L3 sym-
metry (for example) yield only a Ap representation
of C', (k~) = C,„, which is also a, A, representation of

Gp(kp). It follows that Bloch waves with k~ of the

TABLE IX. Compatibility tables used in the present
work.

Og T~ D3 C2v C

r, r,
r,

r2s r~5
+i 5 r25
rg r2

r25 r25
r„ r„

Lg

L2
L3
Lg+L3
L2+L3
L2
II
LI

L2+Ls
LI( +L3

A(

A2

A3

A, +A,
A2+ A3

A2

Ag

A3

A2+ A3

Ag+ A3

&&+&2
6( + &3+44
Q2+ 43+ D4

4&+62
42+ 63+A4

4(+63+64

Zg

Zg

Zi+Z2
2 Zg+ Z2

Z&+2Z2
Z2

Z)
Z)+ Z2

Z&+2Z,
2 Zg+Z2

C3.

L3 A

A2

~S ~3+~4

C21t

Lg
L2
Lg +L)
L4
L3
L3+L4

C

Zg

Z2

Zg+ Z2

C2

Z(
Z2

Z)+ Z2

Z2

Zg

Zg+ Z2

C2v C2

Zg

Z2

Z2

C

Z2

Z)
Z2

Zq+Z,

C

Zg

Z2

Zg

Z2

first type can appear in the expansion of localized
impurity states with L3 symmetry only if they have
A3 symmetry. For k& of the second type the imper-
fection reduces the group of the k to C,. The second
part of Table IX shows that impurity wave functions
with L3 symmetry can yield Z& and Z~ representa-
tions of C,. (Since the vector in question is k~, one
might prefer to use the symbols A, and A2, but this
does not affect use of the table. ) The same section
of Table IX also shows that Z& and Z, representa-
tions of C, a,re compatible with all (A„Ap, Ap) rep-
resentations of the group of k~. It follows that all
Bloch waves with this second type of k& can enter
expansions of L3 impurity states. This accounts for
the appearance of all A's in the third line of part
8 of Table VII.
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