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A cluster-expansion approach to constructing valence-bond wave functions is described, such that
calculations even on many-body systems are possible. In addition, the valence-bond idea of electron pairing is
extended to site pairing, or site coupling, even though the sites may involve many electrons and be of a

higher spin multiplicity.

I. INTRODUCTION

Valence-bond (VB) theory for molecular elec-
tronic structure was developed in the first decade
of quantum mechanics by Heitler, London, Ru-
mer, Slater, Van Vleck, Pauling, and many others.
The theory was immediately noted to be physically
and intuitively appealing because of its explicit
treatment of electron correlation in a manner
closely related! to classical chemical concepts,
and particularly those of Lewis involving electron
pairs. For computational purposes linearly inde-
pendent VB bases were identified® and matrix-ele-
ment evaluation schemes were developed.®™ Still
VB calculations have largely been confined to
smaller systems, with fewer than a couple dozen
electrons. Despite this lack of a general many-
body VB theory, it is known® that VB wave func-
tions differ qualitatively from and are sometimes
much superior to those of molecular-orbital or
band theory. Indeed, VB theory explicitly includes
local correlations and spin pairings between elec-
trons (or sites). As such VB theory should be pre-
ferable in application to the narrow-band organic
semiconductors of recent interest and in general
to molecular crystals of paramagnetic species.

Here, in Sec. II, we present a VB approach for
singlet spin states, which may even be of the many-
body variety. It is based upon a recent”?® localized-
site cluster expansion for electronic wave func-
tions. This new cluster VB approach is related to
other® ™ recent spin-symmetry adapted cluster ex-
pansions, but there are differences in that the
present approach employs: (i) localized sites,
which may be molecules in a larger aggregate or
solid; component atoms in a molecule or solid,
or localized electron pairs (or groups or shells)
in an atom or molecule; (ii) a molecular graph,
connecting more strongly “bonded” sites, to aid in
introducing and characterizing VB structures; and
(iii) matrix-element evaluation techniques intro-
duced in earlier work™® for more conventional lo-
calized-site cluster-expanded wave functions.

Further differences appear in Sec. III where we
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consider VB wave functions constructed from “cov-
alent” structures only. There the overall system
singlets are expressed in terms of spin-paiving
schemes, i.e., schemes in which different pairs
of sites are coupled to singlets. When dealing with
certain site spin multiplicities “island counting”
methods become of utility in the matrix-element
evaluation. Theorems extending previous spin-
pairing and island-counting techniques are proven
in the Appendixes A and B. Calculations on some
model (infinite) systems are illustrated in the fol-
lowing paper; these calculations we believe to be
the first many-body VB calculations.

II. SINGLET VB CLUSTER ANSATZ

We consider a system of localized sites, and with
each site ¢ we associate site slates v;, each of a
pure spin multiplicity. One site state g; is termed
the site “ground state,” and our cluster VB wave
function will be constructed from a (antisymmet-
rized) product

| @)= |1g, X 2g, X 3gy X + + « XNg ). 2.1

When the total of the site-ground-state spins is an
integer (i.e., when the total electron number is
even), the overall system ground state is frequent-
ly a singlet, at least for the common nonrelativis-
tic spin-independent Hamiltonians. Indeed for sys-
tems of weakly interacting sites with the physically
favored!! antiferromagnetically signed exchange
coupling there are'? some theorems to the effect.
Hence, we shall here deal with an overall singlet
ground state. Further we shall refer to an overall
system molecular graph T with sites identified as
vertices of I" and near-neighbor (bonded) pairs of
sites identified as edges of I'; we presume I" is a
connected graph.

Our cluster VB ansatz now, is

[Ty = (e™)|®),
(2.2)
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Here the y sum is over connected subgraphs of T,
and the excitation operators T; (which are further
elaborated upon in a later paragraph) are required
to couple the sites in y to a singlet. The script u
indicates only the unlinked portion of e”" is to be
retained, i.e., any term in the Taylor-series ex-
pansion of epo)7 T involving two (or more) exci-
tation operations, 7, and T, say, with y and '
having one (or more) sites in common is to be dis-
carded. Further the subscript s on the script U in-
dicates excitation of a site is required if the cor-
responding site ground state is not a singlet, i.e.,
all terms involving a site in a nonsinglet ground
state are to be deleted. Clearly the ansatz |\Ifr) is
a linear combination of products of singlets and
hence is overall a (pure) singlet.

For a system with no singlet sites, |¥.) would
involve “excitations” on every site. As a simple
example, which also illustrates some of our no-
tation, let us consider four doublet sites in a cy-
cle, with the graph I" such that 1~2~3~4~1,
where “~” indicates “bonding” between a pair of
sites: restricting the T* expansion to just two-site
terms, we have

T*=T+Tys+ T3+ T5, : (2.3)

the unlinked portion of e is
UeT) =1+ T+ T3+ Toy+ T+ T1, T3+ T3, Ty,
(2.4)
and ‘
Ug(eT) =T, Toy+ T3 Tty o (2.5)

The two surviving terms of (2.5) suggest a corres-
pondence to the two classical Kekulé structures.
In fact the two-site ansatz for a s =4 Heisenberg
model does involve (exactly) all the Kekulé struc-
tures on I Typically our truncated cluster ansaiz
of (2.2) can be described as a VB wave function be-
cause spin-couplings (and correlations) occur only
between near-neighbor localized sites. If T* is not
truncated it can still be described as a VB ansatz,
because the spin couplings would still be so organ-
ized that the terms with near-neighbor spin coup-
lings would appear separately (at an “earlier”
point in the expansion).

We can express the excitation operators 7, in a
formal way if we introduce™® site-creation oper-
ators: A}, isimg (from the site vacuum) creates on
site ¢ the site state p;s;m; with spin multiplicity
2s;+1 and z component of spin ;. Complementary
to these site-state creation operators we also in-
troduce annihilation operators 4,,,, ,, annihilating
the corresponding site states from {he biorthogon-
al® set of site states. Then T} can be written in
the form
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T =Z 2 %o (r)strde ";) (s (¥)m(y)|es (v); 00)

() p(7)
€ € .
+
X Iii Aipgs‘m‘ l lAJKi 4

(2.6)

where s(v), p(y), and m(y) denote (ordered) sets of
S;s Py, and m, for the sites in y. Here the

(s (V)m(y) |cs (¥);SM) denote Clebsch-Gordan (or
vector coupling) coefficients for coupling together
spins s(y) to an overall spin S with z component

M; c labels the particular coupling scheme chosen.
These Clebsch-Gordan coefficients can be ex-
pressed in a diagrammatic form'® and used*®* in
evaluating few-site-linked matrix elements which
arise in the overall matrix-element analysis. In
Sec. III here, however, we follow a different ap-
proach, which further emphasizes the relation to
classical VB theory.

The most general (untruncated) form of (2.2) con-
strains the form of the wave function only in that it
be a (pure) singlet. Hence any singlet can be so
expressed. In practice, however, T* will generally
be truncated, with only rather small connected
subgraphs y included and only a restricted space
of site-states employed; hence |\Ifr) will in prac-
tice be constrained, but in a physically reasonable
manner.”'® Further because of the cluster form
of our ansatz, previously described”® methods of
matrix-element evaluation apply.

III. COVALENT STRUCTURES ONLY

In this section we consider the case when for
each site there are just 2s,+1 site states, all 2s,
+1 belonging to a single-spin multiplet. Thus each
site state is identified just by its z component m,
of spin. Further, we note that

|2y =u e |@)=C[|@5F) @ u el |8°)],  (3.1)

where @ is an antisymmetrizer, ]@s“" ) is the or-
dinary product of the spin-free site states, 7'* acts
only on spin space, and [<I>") is a product of spin
kets. We choose

|@°)= ﬂfpf“* , (3.2)
i

where @ji™i is a standard (normalized) spin ket for
site 7 with z component #2;. Then, in order to ob-
tain 7 from T*, each term A;‘m‘A~,g‘, of T* may sim-
ply be replacedby u(s;, m)(s})3"™i, where s} is the

usual spin-raising operator for site 7 and
G = (s, m ) (s P, (3.3)
pis;,m)=ls;-m)!/(2s ) (s; +m ) ]2,

Matrix elements over an operator, say H, can be
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FIG. 1. Diagram repre-
senting the two-site sing-
let spin pairing operator
T%; for s=1 sites.

le—1)
obtained entirely in spin space if one uses
[es) =u e™)|@), (3.4)

and the apppropriate effective spin-space Hamil-
tonian and overlap operators 3C and 8,

o= <¢SF IHGZ l‘I)SF>SF ,
8= (@SF l Q@2 |<I>SF >S?,

(3.5)

where the integrations here in (3.5) are just over
spin-free coordinates. Because H is spin free and
@ (and @? also) is a linear combination of permu-
tations PST® P°, with PSF and P° acting onspin-free
and spin spaces, the spin-space operators of (3.5)
are seen to be linear combinations of permutations
in spin space. Hence a critical aspect of working
with the VB ansaiz is the evaluation of spin-space
matrix elements

(TS| PPl W) /(ES | 9%). (3.6)

The cluster wave functions ¥% can be expanded as
described in earlier work™?® to express these sys-
tem matrix elements in terms of residual overlap
ratios and linked few-site matrix elements.

For the site-spin-3 case, i.e., where all sites
are doublets, we can employ the Rumer basis in
constructing T+ and the f‘;. The excitation oper-
ators f; must involve an even number of sites,
and the two and four-site ones are of the form

~

Ti=x.,(s1-53),
T =%ijom(Si—s)s5-57) (3.7)
+ %5, (07 - S))(s5-57),

where sites ¢,j,k,l form a connected subgraph of
I". The conventional® diagrammatic representation
of the singlet spin-paired wave functions which re-
sult from applying this T; of (3.7), to |®°) are gi-
ven in Figs. 1 and 2. In generalalihearly indepen-
dent set of singlet spin-pairing diagrams are®
those without crossing bonds when the sites are lo-
cated as points around the periphery of a circle.

| +— | K+—1IJ ,
FIG. 2. Two diagrams
representing the two lin-
early independent spin
pairings for s=3 sites.
These two diagrams are
represented in fgj.k,.

_ J l FIG. 3. Five diagrams
el g without crossing bonds.
They represent five linearly
e “~. independent six-site pair-
| l / N ings for s=1 sites.
~ ~

Thus, for 6 sites the five diagrams of Fig. 3 re-
sult. ,

For the site-spin-1 case, i.e., when all sites are
triplets, a very similar type of VB basis can be
used if the number of sites is even. The critical
point, shown in Appendix A, is that any possible
singlet for 2n sites is obtainable as a linear com-
bination of singlet spin-pairing schemes (including
those with crossing bonds). Thus only excitation
operators involving an even number of sites need
be considered. The two- and four-site excitation
operators may then be expressed as

Ti=x,0

-~

T

i’

A, LA (3.8)

+ -
i1~ Xigent Bigim

e Mt e My D
where A, pairs sites ¢ and j to a singlet

A=) -sisi+ ()2 (3.9)

Further, we may associate the diagrams of Figs.
4 and 5 with the spin functions obtained on applying
these excitation operators to |&I>°).

For higher site spins such singlet pairing
schemes generally do not exhaust all possible
overall singlet couplings. This is readily noted
since for four sites, each of spin s, ‘the number
of singlet couplings is 2s + 1 while the number of
singlet pairing schemes is simply 3. Of course,
even if a system consists of spin s sites, with s
>3, one could still construct constrained VB clus-
ter ansdtze incorporating only the singlet-pairing
schemes.

When using these singlet-pairing schemes a
diagrammatic approach to evaluating (linked) few-
site matrix elements is available. In this approach
a matrix element (4 IB) between two spin pairing
structures A and B is represented by the superpo-
sition diagram obtained by superposing the two Ru-
mer-type diagrams for A and B. For (4|3, -5,|B)
we also add a squiggly line between sites ¢ and j.
Here we shall choose the spin pairings between
sites i and j to be effected by ’

FIG. 4. Diagram repre-
senting the singlet spin
pairing for two s=1 sites.
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FIG. 5. Three diagrams
representing three linearly
independent spin pairings
for four s=1 sites.

-
X

. +S -_—
Z (_l)s‘m<p§m¢§m’

m==s

(3.10)

a function normalized to 2s +1. Then, as shown in
Appendix B,

(A |By=(-1)*"4B(2s + 1) 45,
where I, is the number of islands, i.e., connected
pieces, in the superposition diagram, and n, is
the number of arrow reversals required so that

every site in the diagram has either two incoming
arrows or two exiting arrows. Also, we have

(A|8,-3,|B)=F4PA|B), (3.12)

where the deletion factor f{] is, as shown in Ap-
pendix B,

(3.11)

AB { 0, ¢ andj in different islands
ii =

+S(s+1), ¢ andj in the same island.

When 7 and j occur in the same island, the sign of
the deletion factor is (+) or (-) as the number of
“pbonds” traversed in going from i to j is even or
odd. The three simplest types of diagrams apply-
ing to the three cases of (3.13) are shown in Fig. 6.
On specializing to s = 3 all these overlap and matrix
element formulas are already well known.3
Finally, keeping track of phases (associated with
the arrows in the diagram) is often very simple.
As seen from (3.11) the phases are always +1 if s
is an integer, and arrows may be deleted from the
diagrams. For s =3, the phases in (3.11) can still

I i

FIG. 6. Three simple superposition diagrams with an
interaction line, the first connecting sites in two differ-
ent islands, the second connecting two sites in the same
island an even number of bonds apart, and the third
connecting two sites in the same island on odd number of
bonds apart.

X{>

be eliminated if I is bipartite, i.e., composed of
a and B sites with no bonds between like sites; for
if we choose the arrow directions in our basic vec-
tors to always be from « to 8, then n,; in (3.11) is
always zero.

Hence, for covalent structures conventional spin-
pairing schemes are easily extended beyond the us-
ual s =3 case, and the “classical” superposition
diagram techniques are easily utilized in the eval-
uation’s® of matrix elements for the present VB
cluster ansatz. Further if ionic structures are in-
cluded in spin-pairing functions as suggested by
Choi and Thorson,® then much of this section is
still directly applicable.

IV. DISCUSSION

In describing intersite interactions, - Slater’® has
emphasized that if the orbitals on different sites
are orthogonalized, then ionic structures as well
as covalent ones are of critical importance, even
for qualitatively correct descriptions. Hence, if
site states composed from such orthogonalized or-
bitals are used, then ionic structures should be in-
cluded in ¥ and the T}; whereas, using nonorth-
ogonal orbitals the earlier matrix-element eval-
uation techniques need to be supplemented by
a cluster expansion of the antisymmetrizer.

A second solution is to use Heisenberg spinHamil-
tonians, where the site states appear (at least for-
mally) to be strongly orthogonal; in this case Sla-
ter’s criticism is''” bypassed through the use

of a “renormalized” exchange interaction.

For large systems another criticism is some-
times voiced concerning the use of covalent struc-
tures only (or similarly of Kekulé structures only).
This criticism notes that as one increases the num-
ber of sites the weight of all ionic structures
should be very much greater than the weight of
purely covalent structures; this is readily seen,
for if the probability of a single site being ionic is
~p, then the probability of no sites being ionic,
i.e., the probability of a purely covalent structure,
is ~(1-p)¥. Such arguments are, of course, true
of virtually all approximate wave functions for
large systems. In fact, it is a well-known charac-
teristic of cluster wave functions, such as pro-
posed here, that at least for (extensive) bulk prop-
erties the relative error should typically be sim-
ilar. to that for a smaller system.

In conclusion we have proposed a VB cluster an-
Ssatz which should make possible many-body VB
calculations, as illustrated in the following paper.
The physical appeal of VB descriptions, especially
for localized systems, and their qualitative dis-
tinction from conventional molecular orbital and
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Green’s function descriptions suggests® a wide
utility of such VB ansdize.

APPENDIX A: PAIRING FOR s = 1 SITES

To establish our spin-pairing results for spin s
=1 sites we view each site as composed of two
spin-3 particles coupled together to form a site
triplet. A singlet coupled pair of particles @ and b
is denoted by

la,b]l=a(@)3(®) - 8@)a®), (A1)
a (unnormalized) triplet projector is denoted by
Tp=1+(@b), (A2)

and a spin-paired pair of singlet coupled sites@and
b is, in this Appendix, denoted by

{@,b} =al@)a(-a) ®8()8(-b)
= 5(T-a®Ty_p)a(@)3(-a) @ a(b)3(-b) (A3)
+B(a)B(-a)® a(®)a(-b),

where a and —a are the particle indices to be as-
sociated with site @. We will make use of the sim-
ple results

la,b]lc,d]-la,clb,d]+|a,d]b,c]=0, (A4)
S {
I,E,...N):( nN T m) ((1,-N]J[-2 ﬁ

()

Now, using the definition of (A3) and the fact that

Ty -a@Wqea ™ Ta -gWaqq fOT any ket w,_, involving indices

a and -a, we have
IT,2,...,8)=-4{1,3}|3,..., 8
-3,3,...,M|1,2,...,N),

where (2,3,...,
2to03, 3tod,.

I1,2,...,5)

N) is the site permutation carrying
.., and N to 2. Iteration thenyields

A5 @, NI D)

t1=0

+(-1)¥12,3,...
so that, for N even,
|1,2,...,N)

N=2 —_
=_z;(_1)"(§,3,...,

FPLE,L W,

NH1,2}(3,4,...,N).

_2][_1,2])[—N,3]f1[-(l—1),l]—([1, 3][-1
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and
Ty o Ta -1, =2][

1=4{1,2}. (A5)

Further, we define

|p,p+1,...,00)

= (Ii ‘rm_;n>([p,-—M] i:i [—l,l+1]>,M2p+1 .

(A6)
All this notation is useful in our main theorem and
in an initial lemma.
Lemma: For a system of N sites
[— —_— LS - QU
11,2,...,N)y = (-1memt o ()PP [[{27-1,273,
P =1

where P is a permutation on the site indices and
the sum is over all permutations P € 8, such that

P(2i -1)<P(2i), i=1ton,
P(2i-1)<P(2j+1), 1si<jsmn.

Proof: from (A5) we see that the lemma is true
for the n=1 case. We now proceed by induction,
presuming that the lemma is true for all <3z N.
We first use (A4),

(I-1),1]

)INI [-a-1,2]).

=4

T

Use of the induction hypothesis then leads directly
to the lemma.

Each permutation P in the P sum of this lemma
is called a pairing; the corresponding term in the
P sum, or the corresponding diagram, is called
a pairing too. Hence, the P sum of this lemma is
over all possible pairings. Next, we give the key
theorem of this Appendix.

Theorem: The set of all possible pairings of 2r
=N triplets spans the space of overall singlet sym-
metry obtained from the coupling of these 2x trip-
lets.

Proof: Still assigning two spin- particles
to each site, we see that the s =3 Rumer theorem
implies an overall singlet ket is a linear combin-
ation over N-fold products of spin pairings as in
(Al). But since the pair of particles on a given site
are to be coupled to a site triplet, we see that our
overall singlets are in fact linear combinations
over terms of the form
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N,1]-1,2][-2,3]- -+ [-(V- 1), N].

(A7)

Now, (A7) can be expressed as a product of linked'®
kets, of the form

1 )QQ(HT]_J.> 1,-m]-1,2]

x[-2,3]+--[-(m-1),m], (A8)

where @ similarly permutes each member of a
particle pair for a site. Now, if m is even, then
(A8) is of the form considered in the lemma, so
that (A8) is a linear combination of pairings for s
=1 sites. If m is odd, then there must be some
other linked m’-site ket of similar form with 2’
odd, also. Inthis case let 7 and b be two directly
linked sites in the m-site ket and @’ and b’ in the
m'-site ket, so that the product of these linked m-
and m’-site kets involves [a,b][a’,b’]. Then, using
(A4), we may replace this product by [a,a’]b,b’]
—[a,b]b,a’], so that the product of the m- and n’-
site kets is expressed as the difference of two (m

(1,2](3,4] -+ [L-1,L]|[2,3]-+-[L -2, - 1][L,1])

’

Mly'seey My My, oeym]

(=1)smmis oo smmy(_ l)s-m'1+...+s-m'1<r1 @EmE S Tmi

+m') site kets, each of which is evidently linked.
Since all odd cycles may be so paired off yielding
just even cycles, the lemma again applies, and
(A7) is seen to be a linear combination of site pair-
ing schemes. Hence, the theorem is established.

Finally, we note that the spanning set of this the-
orem is in fact a basis for =1, 2, and 3 as is
seen on computing the dimensions of the relevant
singlet spaces and comparing to the number of
possible pairing schemes.

APPENDIX B: MATRIX-ELEMENT EVALUATION

In this Appendix we represent the pair functions
of (3.10) by [4,7]. First we wish to obtain the over-
lap matrix element formula of (3.11). Since both
A and B are assumed to correspond to single (sing-
let) VB pairing structures, any one of which is
composed from a single product of (disjoint) pair
functions, we see that (4 |B) will be a product of
(linked) terms each of which is associated with a
single island. Thus, we consider the overlap for
a single island, such as,

H (sz Q3500 >

= Z ) Z (- 1)231.'"1-'"1-'"-"”-'”1n(<§02l-ill¢2imi 1><(p2‘-m;l(pg;ni>) (_1)231(29+1)’ L=21, (B1)

MyssTeyamy m,oe,my

and (3.11) follows:

Now, to establish the deletion factor results of
(3.12) and (3.13) we first consider the first case of
equation (3.13), whence i and j occur in different
islands of the superposition diagram for'A and B.

([1’ 2][2, 3] .

where i =+,0,—. But noting that both the bra and
the ket in (B2) are singlets we see that the Wigner-
Eckart theorem implies that (B2) must be zero.
Then, since (A |8, §,|B) is a linear combination

—

We choose i=1, as we can do upon correctly re-
numbering the sites, and consider the island in-
volving this site. The matrix elements associated
with this island then are the form

-[L-1,L]|s*|[2,3]---[L-2,L -1][L,1], (B2)

over three products of such matrix elements, the
first case of (3.13) is established.

Next, we consider the (-) sign case of (3.12),
whence we obtain a single island matrix element
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(1,2][3,4]---[L -1,L]|8, -8,,|[2, 3]---[L 2,L-1][L,1]

#& R
o St (1>2s'~'"f"'1""""f'”'f[ém,-m ITom, w0t (8l 01 - Cotim || 035%)

myyseey my ml,...,m,

- ., (_ 1)25‘1"”1+ My 1<(pf"‘1 l §1 | (pfmk-)l). <(pg':"'1 | §2k | (pgk'mlw 1)

=([1,2r]|8, - §,,|[1, 2] ) (- 1)>

(B3)

=2 ([1, 22]|[(8,+8,,)* - 87 -82,]| [1,2k])(- 1)

= —s(s + 1)([1, 2| [1, 28]y (1),

where sites have been appropriately renumbered and 1<k<[=L/2,
In a rather similar manner for the (+)sign case of (3.12) we consider

(1,2](3,4]---[L - 1,L]|5,

myevemy my, e, my

mypsMp

+(=1)*'s(s +1)(2s + 1),

where there is renumbering and 1<k<s/=3;L.

P (1) s |3, | sy (o3 | By | 05 =3 (~ 105K p3m |3, - B, | 03m
. my

szk-l‘[z 3]"'[14 2 L"l][L 1]

, (=1)2stmmrmmymesemmpmmy I:I 6mi,-m'i_1 I-,I5-mj,mj <‘Pf1m1|§1l‘Pf-m'>' (psms |Szk-1“p2k-1 )

(B4)
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