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A simple approximation is developed for the frequency spectrum of binary disordered Goldstone systems
such as phonons in mixed crystals with both mass and force-constant disorder. This localized pseudofermion
approximation is a simplification of the one-pseudofermion approximation previously discussed, which gives
the coherent-potential approximation for systems with diagonal disorder. The approximation is shown to give
properly analytic Green’s functions, and to have the correct virtual-crystal, atomic, and dilute limits.
Numerical results are presented for linear chains of atoms for comparison with the exact density of states,
and results are given in the random-hopping electronic model for comparison Wwith the theory of Blackman et
al. It is found that the theory produces results very similar to those produced by the coherent-potential
approximation for diagonal disorder. However, the neglect of pseudofermion propagation and certain overlap
effects leads to somewhat incorrect locations of the impurity band edges. This effect vanishes when the

disordered force constants superimpose linearly.

I. INTRODUCTION

A great deal of the literature on the theory of
disordered systems has been concerned with ex-
tensions of the coherent-potential approximation
(CPA).}+? Besides many attempts to include multi-
site scattering®™'* and short-range correlations
numerous efforts have been made to generalize
the CPA to systems with off-diagonal disorder.'®™®
It is the purpose of this paper to show that the
pseudofermion method we have recently devel-
oped® to derive analytical multisite generaliza-
tions of the CPA for diagonally disordered, binary
systems can be easily extended to randomly dis-
ordered binary systems with off-diagonal disorder.
In particular, we shall consider disordered Gold-
stone systems, such as the lattice vibrations in a
site-disordered binary alloy A, B, with mass
and force-constant disorder, and spinwaves in
site-disordered magnets. As a specific example
for numerical calculations we shall use a disor-
dered phonon system with random masses my
=m,, my connected by force constants ¢,, which
take the values ¢4/, p47 = ¢35, ¢ 77 depending on
the occupation of sites ¢ and j and with correspond-
ing probabilities ¢%,c ¢y, and c% where ¢, and
cgy=1-c, are the concentrations of the two con-
stituents A and B, respectively. For comparison
of the results we shall also consider the random-
hopping model of Blackman, Esterling, and Berk
(BEB).!® This is a tight-binding electronic model
with random site energies €;=€,, €; and site-dis-
ordered hopping matrix elements W,,= W4/, W42

i Wir
The presence of off-diagonal disorder leads in
general to two fundamental difficulties. First, the
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perturbation associated with a single impurity
atom at a lattice site j, described by a single-im-
purity potential V¢, is not confined to the im-
purity site as in diagonally disordered systems,
but extends to its neighborhood (the range of v /).
For simplicity, we shall restrict our calculations
here to the case where the range of V¥ includes
only site j and its nearest neighbors. In the case
of Goldstone systems, the impurity-site diagonal
element, the off-diagonal elements between the
impurity and its neighbors, and the diagonal ele-
ments on neighboring sites are all changed by the
presence of the impurity V¥, For the random-
hopping model of BEB, on the other hand, the
diagonal elements in the neighborhood of an iso-
lated impurity remain unchanged. In this case,
only s-wave scattering off the impurity site oc-
curs as opposed to Goldstone systems where addi-
tionally p- and d-wave scattering must be treated.®
The second fundamental difficulty which one gen-
erally encounters is the loss of additivity of the
impurity potential. In diagonally disordered sys-
tems the impurity potential V which describes the
perturbation caused by a distribution of impurities
can always be written as a sum 27; V*? of single-
impurity potentials V‘?. Since in general V‘? ex-
tends to the neighborhood of site j, the regions
where impurities on different lattice sites cause
perturbations may overlap. This perturbation V?
caused by each impurity j is generally a function of
the number and location of any further impurities
in its neighborhood, so that additivity is lost, ex-
cept in the dilute limit where each impurity is,
with high probability, in a pure host environment.
Extended single-impurity potentials and the occu-
rence of overlap are the characteristic features of

596 ©1979 The American Physical Society



19 PSEUDOFERMION APPROACH TO BINARY....II.... 597

site-disordered systems with off-diagonal disor-
der. These overlap effects have been hard to han-
dle and have made generalizations of the CPA to
these systems difficult.

One previous method has been to ignore over-
lap effects by attributing to each impurity the per-
turbation it would cause in a pure host environ-
ment.'*?2"% With this approximation a formal ma-
trix generalization of the CPA can be easily ob-
tained as was first shown by Takeno.?? Such an
approach was, for example, used by Harris et
al.®® and Holcomb® in their treatment of spin
waves in diluted ferromagnets and antiferromag-
nets, respectively, and by Diehl and Biem® to
describe the librational excitations in the orien-
tationally ordered phase of solid mixtures of ortho
and para hydrogen. Although this procedure is
legitimate for sufficiently low impurity concen-

trations it clearly leads to incorrect self-energies
in the limit where the host concentration goes to
zero (unless the potential is additive as explained
below). Since the overlap becomes more and more
important for increasing impurity concentrations
this “low-concentration CPA” becomes increas-
ingly worse and may even completely break down
for sufficiently large concentrations. Thus, it is
important to get both dilute limits ¢, ~0 and cg

-0 in generalizations of the CPA right. Only

then, and if the analytic structure of the self-en-
ergy, and the translational invariance of the av-
erage propagator are preserved, and both weak-
and strong-scattering limits are correct, can one
expect the theory to give a reasonable description
for the whole concentration regime 0 <c, <1 and
for a wide range of scattering parameters. On the
other hand, it can happen, for special choices of
the potential parameters, that the impurity poten-
tial is additive. Then it is obvious that Takeno’s
method leads to a proper generalization of the CPA
which preserves both dilute limits. For example,
in the case of the phonon system described above
this additivity occurs if, and only if the force
constants ¢, superimpose linearly, i.e., for ¢4f
=2(¢4/ + ¢2P). Kaplan and Mostoller'® have treated
lattice vibrations in disordered lattices by this
method. '

Likewise the random-hopping model of BEB be-
comes additive if the hopping matrix elements
superimpose linearly: Also, other simplifications
occur in this model for the separable case W4/
=(WiAWEP)'/? as shown by Shiba.'* (The simplifi-
cations caused by these special choices of the po-
tential parameters were investigated in some de-
tail by Niizeki.'”) For the random-hopping mod-
el, the treatment of overlap effects can, however,
by avoided quite generally by using the locator ma-
trix expansion of BEB.'® The advantage of this ex-

pansion is that the randomness is completely de-
scribed by independently distributed single-site
quantities, the locator matrices. Thus the system
can be treated in a similar way as are diagonally
disordered systems. We have recently generalized
the theory of BEB by including multisite scattering
processes.” In the special case where W47 is the
arithmetic mean of W4 and WJ? Takeno’s method
can again be applied to obtain the analog of Kaplan
and Mostoller’s phonon theory. Niizeki proved
that this theory is equivalent to BEB theory (for
the same special choice of W,,’s)."” Also, Black-
man showed® that Shiba’s theory which applies
when W4f is the geometric mean of W4/ and W2p
can be recovered by specializing the equations of
BEB.

In Goldstone systems the inverse of the propa-
gator has diagonal elements depending on the oc-
cupation of neighboring sites. In our case the
propagator is the displacement-displacement
Green’s function G with

(6= (mw™ 3 )0+, (1)

1(#4)

It is precisely this neighbor dependence of Gold-
stone systems which makes them more difficult
to treat than the BEB model. In addition there ex-
ist cases other than Goldstone systems, such as
electrons in alloys with charge transfer to neigh-
boring sites or librons in solid mixtures of ortho -
and para hydrogen where the diagonal perturbation -
may depend upon the occupation of neighboring
sites. In any of these cases the locators g,=(G™*)3
are no longer single-site quantities. To specify the
value of g, one must fix the occupation of the site i
and all of its neighbors. Nevertheless, it is still
possible to completely describe the randomness in-
terms of locator matrices whose diagonal elements
correspond to the values g, takes in the 2°* dif-
ferent configurations of the site ¢ and its z neigh-
bors. But due to the presence of overlap between
the neighborhoods. of two nearby sites these locator
matrices are not statistically independent and one
is faced with a kind of short-range order. (Av-
erages of products of these locator matrices fac-
torize only if the nearest-neighbor clusters of the
sites to which they refer don’t overlap.) Never-
theless one can thus generalize BEB theory® and
extend the CPA to Goldstone systems by treating
these short-range order effects using a method
similar to the one of Watabe and Yonezawa.?® Un-
fortunately the resulting equations are complicated
mainly because of their high 2**! dimensionality in -
k space. It would seem that these complications
are the price to be paid for properly including
overlap effects.

In this paper we shall apply the pseudofermion
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approach, which was described in our earlier pa--
per® (hereafter called I). In this approach, which
is based on Mookerjee’s augmented-space meth-.
od,'**** we introduce configuration states |iA) and
liB) at each lattice site 7 to describe the species
occupation. Alloy configurations can then be rep-

" resented in the form ] *+1S;°**) as a product of
single-site configuration states IlS,) where S,
(=A, B) characterizes the species occupation of the
site 1.

In conventional methods where one works with
configuration-dependent quantities such as m,,
¢, and G,;, the configuration dependence can be
conveniently transferred to the indicator functions
1,(A) and 1,(B) which take the values 1 or 0 de-
pending on whether the species occupation of site
l is as indicated. Then we introduce the related
operators 1] (S), as defined by their eigenvalue re-
lations,

NA8)|18")= 044, 1S"). (2)

For any configuration-dependent quantity, say @,
we then define a corresponding augmented-space
operator by expressing @ in terms of 1’s (such that
the disorder is completely contained in the ’s and
the coefficients are configuration independent) and
making the replacements n—17. This gives, for
example,

m ;= m 7 (A)+m g0 (B) 3)
and
$ 4= >, PSENL9TLST). (4)
S,S8'=A,B

[?trictly speaking, quantities like 7,(S), 7;, and
¢, carrying site indices are operators only in the
configuration space spanned by {|***1S," *+)}and
not in the full augmented space which is a direct
product of this space with the lattice space spanned
by {|i)}. To avoid confusion one may either think
of, say $“, as a matrix with respect to the
omitted indices {ZS,} or as an augmented-space
operator defined by the matrix representation
4|0

We thus find, in particular, that the augmented-
space operator R corresponding to K= G™ can be
written in an obvious notation as

SO CFEDIEMIDTIES SEMCICIRNG
i 1(#1) i#§

The augmented-space Green’s function is given by
é= }?-1 . (6)

Rather than using this A-B representation it is
convenient to make a unitary transformation to
the pseudo fermion representation defined by the

states :
|i0y=cY/2|iA)+ Y/ 2|iB) (7

and k
|il)=cl/2|iA) - ¢/ ?|iB). (8)

States in configuration space with lattice sites
Imn*+*p in a |1) state and all other sites in a

|0) state are denoted by |f;pu...,) and the aug-
mented-space state |i) |f ;pa...p) BY |if 1mm...p)s Which
is the more commonly used notation. Lattice sites
in |1) (|0)) states will be referred to as sites at
which one (no) pseudofermion is present.

The convenience of the pseudofermion represen-
tation stems from the fact that the average A of a
physical quantity A can be calculated simply as a
matrix element of the corresponding augmented-
space operator /f,

A= |Alir), (9)
where (if | is a state with no pseudofermions px;esv-
ent. Hence A corresponds to the projection of A
onto the subspace with no pseudofermions (which

we shall call S™)) and we can represent A as a
matrix in the block form

(2] *
A=\ n z (10)
with '

A=PplIgpor (11a)

A’=PPIAQY (11b)
and

A=QIgQot (11c)
where we have introduced the projectors

PI= 5™ Jif Xif | (12a)

i

and

Q=1 - pto3 (12b)
onto S™ and its orthogonal complement S, re-
spectively.

Finally, we can easily calculate the self-energy
% in this representation in terms of the virtual-
crystal propagator G*=K™ by

G=[(6™)* -z]". (13)
The result is
T=K'RK', (14)

This formula is the analog of Eq. (23) in I which
we used as a starting point for deriving general-
izations of the CPA for diagonally disordered sys-
tems. We showed there that this equation gener-
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ates an expansion for T in terms of agumented-
space paths and that the usual single-site CPA
can be recovered by restricting the paths to in-
volve only those states which have at most one
pseudofermion present at a time and by subse-
quently making the theory self-consistent. Like-
wise cluster generalizations or n-pseudofermion
generalization of the CPA can be derived by in-
cluding terms which involve at most » pseudo-
fermions at a time.®

The analogous approximation for (Goldstone) sys-
tems with off-diagonal disorder is obvious. In
particular, it seems to be obvious to attempt a
generalization of the self-consistent one-pseudo-
fermion approximation along these lines. The
presence of off-diagonal disorder leads, how-
ever, to several complications. First, K’ is no
longer site diagonal as was H’ in I for diagonal
disorder. Thus, pseudofermion creation or de-
struction processes can take place simultaneously
with real-space hops. Second (due to the term
E,(#,q’b\“), more than one (up to z, the number of
nearest neighbors) pseudofermions can be created
or destroyed at once. This feature will be dis-
cussed in detail in Sec. II where we show how =
can be represented in terms of augmented-space
paths and classify the various pseudofermion pro-
cesses that occur. Nevertheless, a well defined,
non-self-consistent form of the one-pseudofermion
approximation is obtained by projecting out all
states (€S°?) with more than one pseudofermion.
This approximation shows immediately a new fea-
ture: the (single) pseudofermion can propagate
through the crystal by nearest-neighbor hops,
since K’ is off-diagonal. This approximation is
the analog of the average-t-matrix approximation'
for the case of diagonal disorder.

The third, and probably most severe new com-
plication, is that there is no obvious, unique way
to introduce self-consistency, even in the one-
pseudofermion approximation. A reasonable
scheme would be to include further pseudofermion
processes of the same kind already taken into ac-
count, that is, one would include all processes
which correspond to a similar constraint as that
in diagonally disordered systems. In the diagonal
case, the rule (for the self-consistent, one-pseu-
dofermion approximation, corresponding to the
CPA) is to restrict the contributions included by
requiring that any pseudofermion can only be (fin-
ally) destroyed if all others created at a later time
have been previously destroyed. [Processes in
which a pseudofermion is only temporarily de-
stroyed, i.e., destroyed and immediately reex-
cited are however allowed. (See 1.)] If one tries
to carry out this program for Goldstone systems
with off-diagonal disorder one faces again “over-

lap problems; ” since the presence of further
pseudofermions in the vicinity of a single pseudo-
fermion changes the augmented-space matrix
elements of K , one must keep track of all pseudo-
fermions within the nearest-neighbor cluster of

- each lattice site. Such a theory would be very sim-

ilar to our locator-matrix treatment of Goldstone
systems? and correspondingly as complicated.

We propose a simpler self-consistent theory
here, which is presented in Sec. III. First, we
simplify the non-self-consistent equations by neg-
lecting the pseudofermion propagation through the
crystal. We shall call this the localized, one-
pseudofermion approximation (LPF). We then have
to calculate Green’s functions only for a single
pseudofermion at a particular lattice site. Clear-
ly, a single pseudofermion then plays a role sim-
ilar to an isolated impurity in conventional theo-
ries based on Takeno’s method? and the self-en-
ergy is calculated self-consistently by associating
with each pseudofermion the perturbation it would
cause in an effective medium without pseudofer-
mions.

The theory which then results has a structure
like Takeno’s matrix generalizations of the CPA%
and some remarkable properties. First, we find
that for either ¢, ~0 or c;~0, the LPF approxi-
mation reverts to the corresponding low-concen-
tration CPA. This means in particular that the
self-energy is correct in both dilute limits. Sec-
ond, the LPF theory reduces to that of Kaplan and
Mostoller*® if the force constants superimpose
linearly (additive limit). The theory can also be
applied to the BEB model and is similarly equiva-
lent to BEB theory*® in the additive case.

In Sec. IV we present numerical results for the
density of states of one-dimensional alloys in the
LPF approximation and compare them with corre-
sponding exact results obtained by the Schmidt
method.? Both our phonon model and the random-
hopping model are investigated for a variety of
potential parameters and concentrations. Con-
cluding remarks are contained in Sec. V. In Ap-
pendix A we prove the analyticity of the LPF the-
ory, in Appendix B we derive analytical formulas
for the Green’s functions of a linear chain with
nearest- and next-nearest neighbor interactions,
and in Appendix C we derive rigorous bounds on
the phonon spectrum of alloys with mass and force-
constant disorder.

II. AUGMENTED-SPACE PATHS

In this section we discuss the diagrammatic ex-
pansion of * in augmented-space paths. In order
to obtain this expansion, we rewrite K in the form
m°w?Q™) — (m°w2Q°1 —K) and expand K in powers
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FIG. 1. An augmented-space path showing various
pseudofermion creation and destruction processes
(dashed lines). The states visited are indicated. In
particular it is shown that pseudofermions can be cre-
ated and destroyed simultaneously with real-space hops.
Also an example for a process is given (kf ;;,—kf) in
which several pseudofermions are destroyed at once
(¢ and j would both be neighbors of k) and the propaga-
tion of a single pseudofermion from site m to site g is
shown.

of (m°w?™ where m° is an arbitrary reference
mass. Each individual term in this expansion can
be represented diagrammatically as a path in the
space SI°!, an augmented-space path, in which at
each instant at least one pseudofermion is pres-
ent. A path is composed of lines connecting the
dots that represent augmented-space states. Each
visit of a state (i.e., everytime a line passes
through the dot) is given a weight (#m°w?)™ and each
line connecting two augmented-space states, say
|if,) and |jf,), is given the weight (if,|m°w?l

-K | ifo»- A typical augmented-space path diagram
is shown in Fig. 1. This notation is the same as
that used previously in I. The subscripts ¢ and ¢’
are the sets of sites with pseudofermions present.
So for o=1l,k,m,...,p}, |if,) denotes the state

| if tem...s)» and | if)=|if,) where # is the null set.
We note that states may be repeatedly visited; in
particular, self-closing loops in which one imme-
diately returns to the same state are allowed.

Furthermore, the (nonvanishing) matrix elements
of K', namely, (if |K’| jf,) with o# @, are repre-
sented graphically in the same way. Thus T, is
given by the sum of all augmented-space paths
which start from ] if ) go directly into the space
StoI(i.e., excite via K’ at least one pseudofermion)
and come directly (via K’') back to |jf), with no
intermediate visits to St°%,

The weights to be associated with the various
lines (the link functions) can be expressed simply
in terms of the matrix elements of ¢‘§ and [I =m
- m°1 of Egs. (3) and (4). As a notation similar
to #, »’, and » of I, and that of Eq. (11) above,
we introduce

L= (f |R|if)=cmy+cymy—m®, (15a)
W= G || if )= (caep) Amy —my) - (15b)
L= Gf || if )=comy+comy—m®, (15¢)
and

64y=Cif || 3= chotf+ 2c,c048 + c3 7, (16a)

‘Z’u= (ifil‘?’ul if )= CACB(¢?JA+¢fJB)+(Ci+C;) i

(16b)
&;ij': (if a’u |3f )= coift + 2c,c504F + A%
‘ (16c)
¢5=if |8 4] 3 )
=(cacp) Plep ¢l + (cp — )94 —cp0B],
(16d)
‘i’:f (if;|$¢,[Jf¢;>
=(cacp)?leppift+(cy —cp)pff —c 051,
(16e)

¢i= <if|‘75u| ifi= <ift]a’uljfj)
=c,cp(¢if = 204F+ 977) . (161)

In terms of this notation, each site carries the ap-
propriate matrix element of ~(hw? -Z, 65“). For
example, a self-closing loop at a lattice site with
a pseudofermion, with » of its z nearest neighbors
having pseudofermions, carries the weight

—Rw?+ n&;“+(z —n)¢'>”..

III. ONE-PSEUDOFERMION APPROXIMATION

The non-self-consistent, one-pseudofermion ap-
proximation is defined by requiring that only aug-
mented-space paths with one pseudofermion pres-
ent at a time are allowed in the self-energy. The
pseudofermion is created at a site in a process de-
scribed by K’ and can then either stay at that site
or propagate via nearest-neighber hops. The pos-
sibility of pseudofermion propagation adds a new
feature to the theory not present in diagonally dis-
ordered systems?® and which clearly is a conse-
quence of the overlap effects described above.
These processes carry the weights +¢/; and thus do
not contribute in the additive case where ¢, van-
ishes [see Eq. (16f)]. To derive T in-this approxima-
tion we introduce the real-space matrix K 1 with
elements

K= ~Gf | K| jf ). (17)
Then, using Eq. (14), we obtain
>= Z K{l)g{l){l'DKU'n’ (18)

24

where g!/'"" corresponds to (if,|K|jf,) in the one
pseudofermion approximation and is given by the
sum of all one-pseudofermion walks from the state
|if ) with a pseudofermion at lattice site 7 to the
state |jf,.) with a pseudofermion at I’. This ap-
proximation is analogous to the average-f-matrix
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approximation for diagonally disordered systems.

Those paths in which the initially created
pseudofermion stays at the site 7 are particularly
easy to sum. We denote their sum by G!*, the
localized one-pseudofermion approximation. Since
corresponding link functions are the same every-
where except in the neighborhood of the pseudo-
fermion, G!*! is similar to a single-impurity
Green’s function and one finds

GW=(Gwt-ylt, (19)

where Y !*} describes the perturbation caused by
the single pseudofermion at lattice site / in a vir-
tual-crystal medium and is given by

(7 =)0 = 3 (Fim= )y fori=j=1
m(#1)

yi= au"f"w for i=1#j or j=1#i

oy ‘aw fori=j#1.
(20)

In the paths contributing to $!*'{*} in which pseudo-
fermion propagation occurs one can make a partial
resummation to obtain $!*1*} in terms of G!*,

g gtig,, 3~ GUIRI mgmu (21)

m

where
RN = (128, )(if ;| K| if - (22)

[The results in Eqs. (18) and (22) can also be di-
rectly obtained from Eq. (14) by projecting onto

the one-pseudofermion subspace, i.e., Eq. (18) is"
equivalent to T =K/Pi pltlgplil)1 plilg/t where pitl
is the projector onto the one-pseudofermion ‘sub-
space.] The evaluation of the above formula would
presumably give results equally as good as does
the average-f-matrix approximation for diagonal
disorder. The evaluation is more difficult, how-
ever, because of the pseudofermion propagation.

site CPA?3° one would thus allow that further
pseudofermions are created but require that those
created last are destroyed first. As indicated
above this concept leads to difficulties because
one must keep track of all pseudofermions which
are excited in the neighborhood of a given lattice
site in order to assign the correct weights to the
processes which start at this partuclar site. This
introduces short-range order into the calculation.

A very simple theory can, on the other hand, be
obtained as follows: First we neglect the propa-
gation of pseudofermions, i.e., make the localized
pseudofermion approximation. Then, according
to Eq. (18), = becomes a sum of single-site con-
tributions Q"= K{*!G!*1K 1!} each of which is as-
sociated with a single pseudofermion at the site 1.
In each self-energy term involving a pseudofer-
mion at the site / one can easily insert similar
processes involving pseudofermions at all other
sites if one neglects overlap effects. That is, one
makes self-energy insertions corresponding to
pseudofermions at all sites other than site [ but
ignores the different appropraite weighting for
pseudofermions on neighbors of site I. If one neg-
lects these overlap effects, G™ in each of these
terms gets renormalized by [(G™™ =20, (;;, @™
and one finally obtains

E=Z QM (23)
4

QUM=K W[GT —(Y# _@Uh]1k U, (24)

These equations, together with Eq. (13), define
our self-consistent, localized one-pseudofermion
approximation, hereafter called LPF approxima-
tion. The structure of these equations is similar
to those of the usual matrix generalizations of the
CPA which are based on Takeno’s method.?*"%
This similarity becomes even more obvious if one
realizes that K {* and Y are proportional to each
other and can be written in terms of an effective
single-impurity matrix U

To introduce self-consistency one would like to KW= _(c et/ U, (252)
?nclude further contri.butions from processes sim- yh=(c, —cp)UM. (25h)
ilar to those already included. By analogy with
the pseudofermion derivation of the usual single- From Egs. (17) and (20) one finds

J
(my —mplw® - Z [calptm —¢%m) —cp(piE —¢42], fori=j=1
m(#1)
Uiil= cA(p4f — p4B) —cx(p 2P — p4F), fori=1#j, orj=1#i (26)
ca(@FP = ¢4P) —calofit — o4P), fori=j#1.
|

Several important conclusions can be drawn from
these results. First, the LPF approximations re-
vert to the usual low-concentration (matrix) CPA
in either one of the limits ¢, =0 or ¢y~ 0 and thus

clearly preserves both dilute limits because

Y cy=0)=UMcy=0) [¥c,=0)=-UNc,=0)]
corresponds to the impurity potential for a single
B (A) atom in an otherwise pure A (B) lattice and
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because (G™)™ to first order in ¢, , can be written
as G4 _cp 23, YW (¢, ,=0), where GA are
the Green’s functions for a pure A and B lattice,
respectively. So this theory can be regarded as
one which interpolates between the low- (¢ <1)
and high-concentration (¢, «<1) CPA’s.

Second, we note that, quite generally, the LPF
approximation has the same formal structure as
Takeno’s matrix CPA applied to the Green’s func-
tion [(G™)™ =22, VI¥]7, but with the “effective”
random single-site potential

V= Ble, UM~ A)e, U (2)

This parallel can easily be seen by rewriting the
CPA equations in the pseudofermion form where,
by analogy with the quantities v,2",2 we used in I
for diagonally disordered systems, one introduces
matrices V¥, v, and V). Specifically, from
Eq. (27) it is clear that V!?! is given by cy(—c,U'")
+c4(c,UM) and equal to Y!*), that V" vanishes,
and that V" is equal to K!?). From these rela-
tions and since U!" is seen to describe the effect
of a single B impurity in an A lattice when ¢>‘§,B
=2(¢%4+ ¢2P), one can also conclude that the LPF
theory reduces in the additive limit to that of Kap-
lan and Mostoller.

Furthermore, the theory clearly preserves the
weak-scattering or virtual-crystal limit, where
the fluctuations of m,;, and ¢,; about their average
values m, and ¢ ,; go to zero, since it is an ex-
pansion about this limit. In the electronic prob-
lem one also is concerned about the strong-scat-
tering or atomic limit which in the case of only
diagonal disorder is defined as the case where the
hopping element W,; goes to zero (on the scale of
€5 — €,) so that the density of states consists of
b functions at €, and €. The atomic limit for the
case of off-diagonal disorder is somewhat more
complicated; here one defines it as the limit of
the norm of the hopping element || Wl going to
zero, where, for example,

Wl =maxg g WSS, (28a)

or

1/2

IWSS'|2) (28b)

It is well known that both the single-site CPA
and the BEB theory preserve this limit.! Thus,
the LPF theory also preserves it, since as || W]l
goes to zero the additivity ceases to be an im-
portant factor. For Goldstone systems, such as
phonon systems the analogous limit can be defined
but is generally less important, except for optical
modes where the Einstein approximation is use-
ful. This limit is also, of course, correctly pre-
served by the LPF approximation.

wi=( %

Sy S*'=A,B

Finally, the theory also preserves the correct
analyticity properties, in particular, the impor-.
tant herglotz property

Im>(2%) = [2(2?) - 2(2?)1]/2i>0 for Imz2>0. (29)

This property is satisfied because = satisfies
Mills’ symmetry conditions®® since = can be rep-
resented by the diagrams topologically equivalent
to those occurring in the pseudofermion formula-
tion of the CPA (discussed in I). In Appendix A
we show how it can be proven that the LPF equa-
tions have a unique analytical solution for all 22
with Im z2#0.

IV. NUMERICAL RESULTS

In this section we apply the LPF approximation
in detail to one-dimensional systems in order to
evaluate its usefulness. We investigate both the
phonon model and the BEB random-hopping model
and present numerical results for the density of
states in both cases. For the BEB model the den-

sity of states p(w) is given by

plw)=—Im Gy w+i0)/7 , . (30)
but for the phonon system® one has
plw?) = =Im@n,Gool w?+10))/7 (31)

so that we must calculate {m,G,,). But this
weighted Green’s function can be written as

MGy = ;”-_éoo"‘ w’{0r, | G I 0f) (32)

[where u’ is defined in Eq. (15b)]. It then re-
mains to calculate (0f,|G|0f) in a way which is
congistent with the LPF approximation for G (i.e.,
by including the same type of pseudofermion pro-
cesses). This reasoning leads to

70| Gl0f)={[1 -G(¥Y —Q©N]*GKIIG} .  (33)

One can easily check that these equations (32) and
(33) are also consistent with the usual CPA result

MoGoo) = CAmA{[ G- ( V.faO) - Q(O))] -1}00
+egmpl[CF (VR = Q@) ],  (34)

where V, ; are the matrix values of V provided
K" =(c e/ AV - Vi) and ~Y W= VN
+¢, Vi, where we have taken V=0 or m°= .

For one-dimensional systems the (nonvanish-
ing parts of the) matrices K v @ are 3x3
matrices which transform according to 24,+A4,,
where A, , are the irreducible representations of
the point group C,;. Thus only 2 X 2 matrices need
to be inverted in order to evaluate the LPF formu-
la, Eq. (24).

Once the self-energy is known one also has to
calculate the Green’s function which is given by
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T —_
50"=?11; j [mw? - 2¢(1 - cosk) — Z,] ™ cos(nk) dk,
=T
for n=0,1,2 (35a)

where

Te= Z QLY cos[k(n -n")]

n,nt

(35Db)

is the Fourier transform of Z. Since for nearest-
neighbor force-constant disorder, Qfﬂl is in gen-
eral nonvanishing, the self-energy = has both
nearest- and next-nearest neighbor elements.
Nevertheless, Eq. (35) can be analytically eval-
uated (Appendix B). We first introduce the coef-
ficients a(z?), b(z%), d(z?) by

Gil=a+bcosk+dcos2k, (36)

where G} is the expression inside the square
brackets of Eq. (35a). The resulting analytical
form (evaluated in Appendix B) is

4 4 -1
Go,=2d7 c:*‘( II (ci—z,)) , (37a)
i=1 J(#i)=1
lg;la
with
§1,2,3,4=%[3’i—4)1/2] s (37b)
where
y,= —=(b/2d) £[(b/2d)* - 2(a/d) + 2]*/2. (37c)

For the BEB model similar simplifications occur
in one dimension. Since for this model we would

like to compare the LPF results with the BEB ap-
proximation we also briefly recall some details of
that theory.'® In the BEB theory G,, is written as

—é00=7A+733 (38)
where
vs=lesdw) — €5 -Ugs]™, (39)

(S=A, B) are elements of a 2 X 2 locator matrix

Ys O

Y (40)

= 0 ')/B
and in which Ugg are the diagonal elements of the
interactor matrix

Usa UAB) (41)
U= . '
Uss Uss

U is determined from the condition that the i=j
block of the propagator matrix {(n,(S)G,;n(S"),
which describes the propagation of electrons from
a lattice site ¢ (occupied by a species S) to a site
j (species S’), is equal to y. In one dimension this
yields '

U/2=Wwy™+ U/2)*w, (42)

with W=(W355", as is also shown in Appendix B.

The LPF equations and the BEB equations were
solved numerically by the following procedure:

We first chose complex values for z%= wZ+iA (and
zZ=w,+i4A in the electronic case) with A >0 (usually
A=0.04) and a real part w? which was bigger than
the upper band edge and solved the equations itera-
tively. Then w? or w, was decreased by a finite
amount 6 (usually 6=0.1) and the solutions at the
points w? —nd+iA were calculated using each time
the results as the starting values in the iteration
process for the following point. Finally, the lim-
its A~ 0+ were obtained by sequentially reducing

A by one half of its previous value.

We present in Figs. 2 and 3, our numerical re-
sults for the phonon density of states p(w?) for
various concentrations and force constants and
compare them withthe essentially exact results ob-
tained by the Schmidt method.?® In the additive
case [Fig. 2(a)] the result agrees, as it should,
with the CPA theory of Kaplan and Mostoller'®
when p(w?) is calculated according to Eqs. (24) and
(32). (Actually, Kaplan and Mostoller used the
approximation mG,; for (m,G,,) in their numerical
calculations which introduces unnecessary errors.
In particular, the A and B subbands are incorrect-
ly weighted. Since m/my= 7 for my=21m, and c,

i Mg = mA/ 2 109
cg = 025 108
") $RB =1 254A 107
106

¢BB = .50¢AA :
- 10.5

04
03
0.2
Q.1
0

b) $AB =| 50¢AA
$BB = 12544 J

o2t 2 1
wM
ol + 0 .

0 L Lol I 1
| 2 3456 7 89 101 12

w

FIG. 2. Comparison of the phonon density of states
calculated in the LPF approximation with the corres-
ponding exact results (histogram) for m g=m 4/2, ¢B
=0.25, and force-constants as given, w*®is given in
units of ¢AA/m 4. In the case shown in (a) the force-
constants are additive while they are not in (b). The
arrow marks the exact upper band edge w¥.
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FIG. 3. LPF and exact results for the phonon density
of states in a nonadditive case and for two different
concentrations. At cyz=0.50 and the LPF density of
states extends beyond the exact upper band edge (=12).

= 0.25 this approximation significantly overesti-
mates the density of states in the B subband.) By
and large the qualitative nature of the LPF results
for nonadditive force constants seems to be almost
as good as in the additive case (except for some
shift of the position of the band edges as discussed
below). As in the CPA for diagonally disordered
systems, the LPF describes the host band rather
well and gives a smooth density of states in the
impurity region. The spiky structure of the mi-
nority band which originates from scattering by
impurity pairs and clusters necessarily does not
show up in this single-site theory.

For the diagonally disordered electronic model
(Anderson’s model) it is well known that all energy
levels of any alloy configuration lie within the
union of the pure bands of its constituents. The
CPA preserves this property.®*** In Appendix C
we prove the corresponding result for phonon sys-
tems with mass and force-constant disorder: The
maximum phonon frequency w, of the alloy is the
largest frequency of any of its pure configurations,
namely, the two pure A and B lattices and the
pure (two-sublattice) A-B alloy where each A atom
is surrounded by B atoms and vice versa. In other
words

wy < 2maxg g [¢p S (mF +m3)] . (43)

Lifshitz® has pointed out that energy levels exist
in disordered systems arbitrarily close to the pure

band edges because arbitrarily large regions of
these pure configurations occur with a nonvanish-
ing, though exponentially small probability. This
phenomenon gives rise to exponential bandtails in
the vicinity of the pure band edges. A similar
reasoning shows that the bound in Eq. (43) gives
the correct upper band edge of the alloy. (The
lower band edge which is realized in the Goldstone -
modes is obviously zero.) In each phonon case
we have indicated the upper band edge w? by an
arrow in the figures.

1t is clear from Fig. 2(b) that the LPF approxi-
mation violates somewhat the rigorous bound (43)
in the case of nonadditive forces constants. Simi-
lar problems have occurred before. For example,
the first attempts at self-consistent calculations
(see, for example, Davies and Langer® and the
discussion on p. 497 of Elliott et al.!) violated such
bounds. These violations occurred because of
overlap effects (multiple occupancy of sites by
defects) which were corrected with the CPA.
Later, matrix CPA theories were developed to
handle dilute magnets®+? which worked well at
low concentrations but produced lower band edges
at slightly negative frequencies at high concentra-
tions due to overlap effects. Two such errors are
likewise giving rise to the band-edge shift here.
The first occurs in the self-consistent insertions
of the full Green’s function into the self-energy;
this allows the excitation of additional pseudo-
fermions and ignores the overlap of the effects of
these insertions with the original pseudofermions
when the two are neighbors. The second error is
the neglect of pseudofermion propagation, also a
second-order effect.

In the first case, we have attributed to each
pseudofermion, at, say, site j, the perturbation
(the matrices K'Y’ and YY) it would cause in the
absence of any other pseudofermion. But if, say,
a second pseudofermion is excited at the nearest-
neighbor site j+1, the matrix Y’ replaces the
bond 5 between sites j and j+1 by ¢, but then
YY" incorrectly adds again the correction (¢ - @)
instead of (¢ —¢ ), the correct version. This
error is 2¢ — ¢ — ¢ = (2048 — p44 — $BB)(c, —cj)?
which, in the case of Fig. 2(b) is positive and thus
is at least partly responsible for the high band -
edge. On the other hand, these errors vanish at
¢,=cp=0.50 (as well as in the additive limit).
Nevertheless, the LPF approximation [see Fig.
3(b)] still violates the rigorous bound in this case.
This remaining error is caused by the neglect of
pseudofermion propagation.

In order to explicitly evaluate the effect of the
neglect of pseudofermion propagation, we calcu-
late RU*Hm! of Eq. (22) for a linear-chain phonon
system. The result is



Rg;”m = ¢”(61,mu+ 6x,m-1) [6i161m+ 0;m0s
—0,(0,+0,,)]. (44)

For the parameters of Fig. 3(b), ¢” is negative,
and thus from Eq. (21) it is clear that R{}Hm} de-
creases the effective force constant, in this case,
by something of the order of ¢”. Thus the inclu-
sion of pseudofermion propagation reduces the
band edge in this case as it must. Likewise in
those cases where ¢” is positive the LPF theory
underestimates the band edge, and in the additive
limit, as ¢” -0, these errors vanish linearly and
the matrix CPA is recovered.

Both of these errors can be corrected but their
correction introduces a kind of short-range order
that makes the theory much more complicated to
understand and numerically evaluate.

The LPF can also be applied to the random-
hopping model. Just as in the phonon case, the
LPF reduces, for additive hopping elements W S5,
to a matrix CPA which is the analog of Kaplan and
Mostoller’s phonon theory.'® Since for this model
only s-wave scattering occurs, the part Q,“°‘ of the
single-site self-energy @{°! which transforms ac-
cording to A, vanishes. Also, the CPA equation
for the 2 X2 s-wave block Q{,‘” is easily seen to be
equivalent to Niizeki’s equation.!” Since Niizeki
proved that these equations in the additive case
have the same solutions as the BEB equations we
can conclude that the LPF is precisely the BEB
theory if the W’s superimpose linearly. In Fig.

4, we give an example where the hopping elements
are almost additive. The agreement is rather good
as expected.

To exaggerate the differences between LPF and
BEB theory we have chosen to investigate the ex-
treme case where W4Z=0 (the independent band
limit). The BEB theory in this case reduces to a
pair of self-consistent equations for the locators

osr Ep=-E4=2.5WAA

05k WAB=0,8 WhA
W8 = 0.5 WAA

o4l
cg = 0.30

(E)
fe 03| &

02F

ol

(0] I 1 L L L L I

1

-5 -4 -3 -2 -1 O
E

FIG. 4. Comparison between the LPF (full lines) and
the BEB result (dashed lines) for the electronic density
of states of the random-hopping model in a slightly
nonadditive case. The energy E is given in units W44,
The site energies used are € g=— € ,=2.5 W44,
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7, and y that are independent.’® A similar re-
duction does not occur in the LPF equations. That
is, A and B subbands remain coupled. Figures
5(a)-5(c) show that the LPF (for these high A con-
centrations) gives a narrower majority subband
while the minority subband while the minority sub-
band can be either broader (at cy=0.10) or nar-
rower (at c;=0.30) depending on the concentration.
That the LPF gives a narrower majority subband
for low ¢z and WBB<W+44 can be qualitatively
understood as follows. In the limit ¢y~ 0 the LPF
reverts to the low-concentration, additive CPA
which, contrary to the BEB theory, does not ap-
propriately treat the overlap effects of pairs of
neighboring defects (which are pseudofermions in
this limit). Clearly, the low-concentration, addi-
tive CPA and the LPF attribute a weaker bond to

a pair of nearby (B) impurities (the low-concen-
tration CPA gives even the negative value —W44)
than the BEB theory which correctly uses the val-
ue WBB=05W44,  Similarly the minority band for

08t ;
i Eg=-E4=25WAA
06} WAB=0
i wBB= 0, 5WAA
04r a.)
- CB = O l
02}
0 P 1 | L ! n: W

-.____-___,

|

N

W ,_—____//
pr

6]

FIG. 5. Electronic densities of states calculated in
the LPF theory (full lines) and in the BEB (dashed lines)
theory as in Fig. 4 for WAB=0 and various concentra-
tions. All other parameters are the same as in Fig.

4, -
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¢c5=0.10 seems to be broader than in the BEB the-
ory because part of W44 is incorrectly mixed with
the B-B bond WEE,

V. SUMMARY

We have shown that the pseudofermion approach

as developed previously in I can be easily extended .

to Goldstone systems with off-diagonal disorder.

In particular, the self-energy can be expanded in
terms of pseudofermion, augmented-space paths
as was done in the case of diagonal disorder. In
the presence of off-diagonal disorder pseudofermi-
ons can, however, be created (or destroyed) si-
multaneously with real-space hops to neighboring
sites and the pseudofermions can therefore propa-
ate from site to site.

Also n-pseudofermion approximations can be
developed as was done in I by including only those
paths with at most » pseudofermions present at
a time. For n=1, for example, the analog of the
average-f-matrix approximation (ATA) is ob-
tained. Because of the pseudofermion propaga-
tion, the single-site structure of the ATA equations
is lost except for the additive case (2¢42 = ¢p44
+ ¢58) where no pseudofermion propagation occurs,

We have derived a localized one-pseudofermion
approximation by neglecting the pseudofermion
propagation. To make the theory self-consistent
we inserted self-energy parts corresponding to
pseudofermions at all sites other than that of the
localized pseudofermions but ignored the different
appropriate weighting caused by pseudofermions on
neighboring sites. This self-consistent localized
one-pseudofermion approximation (LPF) is a prop-
er generalization of the CPA in the sense that it
preserves both dilute limits ¢, ~0 and ¢; -0, is
correct in the weak-scattering and the atomic lim-
it and preserves the analytical structure (herglotz
nature) of the self-energy as well as the transla-
tional invariance of the average propagator.

Furthermore, if the force constants superim-
pose linearly the LPF reduces to Kaplan and
Mostoller’s matrix CPA. Similarly, it is, in the
case of the random-hopping (electronic) model,
equivalent to the BEB theory if the hopping matrix
elements are additive (2W48= W44, WBB), For
nonadditive force constants and hopping elements
the LPF seems to give as good results as in the
additive cases except near the band edges. Its
less satisfactory description of the band edges in
these cases is related to the occurrence of pseudo-
fermion propagation and to short-range order in
multiple-pseudofermion excitation. These effects
are presently being investigated further.

In summary, we conclude that the pseudofermion
approach seems to be useful both for systems with

diagonal and off-diagonal disorder. In either case
it gives rise to an expansion of the self-energy
about the virtual-crystal approximation which is
easily used to give analytical results and in which
the symmetry in interchange of host and defect
atoms is built in a priori. This is generally an
important advantage since, particularly for sys-
tems with off-diagonal disorder, it seems to be
rather difficult to preserve the high-concentration
limit where the concentration of impurity atoms
approaches one by expanding about the pure host
crystal. (The exception are dilute systems where
this may be advantageous in order to eliminate the
unphysical degrees of freedom associated with the
impurities.)

It is also very appealing that the same concepts
which gave approximations for diagonally disor-
dered systems, that is, the restriction of paths
included to a certain pseudofermion subspace,
seem to work also for models with off-diagonal
disorder. For example, it is clear that one can
define the analog of the non-self-consistent pair
approximation explained in I by including all paths
in which at any one time either a single or a pair
of pseudofermions on nearest-neighbor sites is
present. The corresponding equations can be like-
wise easily derived (as in I) by projecting onto the
appropriate pseudofermion subspace. The difficult
task which then remains to be done is, as in the
one-pseudofermion approximation, to introduce
self-consistency in an adequate way.
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APPENDIX A: ANALYTICITY OF THE LPF
GREEN’S FUNCTIONS

The similarities between the LPF theory and
CPA theory strongly suggest that the LPF approx-
imation also preserves the analytical structure of |
the self-energy. For the CPA analyticity was
proven in various ways. Miiller-Hartmann’s®
proof applies only for diagonally disordered sys-
tems. Ducastelle® gave a different proof and
showed that Tsukada’s molecular CPA” is also
analytical. By similar reasoning one can also
prove analyticity for Takeno’s matrix CPA.%
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In our case it is most convenient to proceed
according to the procedure of Mills*® who proved
analyticity for this pair and cluster generaliza-
tions of the CPA. In particular, it is easy to see
that the anti-Hermitian part of =

Im %(2%) = [2(2%) - 2(z*)1]/2m0 (A1)

is positive definite for Imz?>0. This follows be-
cause the LPF approximation satisfies Mills’ sym-
metry criterion® which guaranteeé that T is
herglotz!'! but one can also easily prove that

Im (z?) is positive definite directly from the

LPF equations. Equation (24) implies

Im Q(i)= __'J(i} Im((G'c)'l _ Z Q(l} - Y(t'})J(iH,
1(#{)
(A2)

where

Jlilo glil ((Gvc)-l -3 Q- Ym)'l.

(%)

But since Im (G™)™ is positive definite for Im 22
>0, then we find that (A2) gives Im Q¥ <0 if we
assume that all the @!?! on the right side are nega-
tive definite. Thus the iteration scheme in Eq.
(24) preserves the sign of Im Z.

We now introduce a notation similar to that of
Mills®® and define column matrices (in the index
i’)

(h)y= 2 o, K" (A3)
1(#1)

and operator-valued matrices v, W, S, é, gve

it 2 Y“)Gii' , (Ada)

wiii=g, Z QW=wlis, (A4b)
1(#4)
glitin 2 éu-Gm , (Adc)
glittin o 5, (G Wiyt (A4d)
§v=05,,G"™. (Ade)
Then the LPF equations can be written in the form
wit=pulgu, (A5)
§1=6" _v=(§%)" —W - . (A6)

Equation (A5) and (A6) are analogous to Mills’
equations and it is easy to see that one can prove
existence, uniqueness, and analyticity of the LPF
solutions by following his proof step-by-step from
this point forward.

APPENDIX B: CALCULATION OF GREEN’S FUNCTIONS
AND THE INTERACTOR

As explained in Sec. III we need to calculate
Green’s functions of the form

T
'Go,,=§1; ei™(q+ b cosk+dcos2k) dk (B1)
-T .
where a,b,d are functions of z2, and a(z2)= 0(z?)
for z2~«, We now change variables by the sub-
stitution ¢ =e®* and G,, as an integral in the com-
plex ¢ plane. This gives

Z§ .—_1;- gn-ldg
o 2mi J a+ib(E+ &)+ 1d(E2+ %)
=(2/d)Res [£™/P(?)], (B2)

1401

where we integrate counterclockwise along the
boundary of the unit circle |¢|=1, Res,, de-
notes a sum over the residues of all poles with

|¢]| <1 (we assume that no poles lie on the boundary
of the unit circle) and P(Z) is defined by

PO)=¢*+1+(b/d)(&+ &)+ 2a/d) 2. (B3)

One easily verifies that the quantities ¢£,(:
=1,2,3,4) defined in Eq. (37b) are the four roots
of P(¢)=0. Then Eq. (37a) follows (for any non-
negative integer ).

Next, we will derive Eq. (42) for the interactor
U in the BEB equations. U is determined by the
requirement that the 2 X 2 i-i block of the matrix

. i i+l o 1

1 (‘)/'1+U w )
i+1 W yl+U (B4)

0 .

equals y. We evaluate this block by using the con-
tinued-fraction method (as explained by Butler®).
This gives

y=(yt+U-2WLW)™", (B5)
where

L=(y*+U-WLW)™. (B6)
Equation (B5) then shows that

U=2WLW (B7)

which together with Eq. (B6) yields the desired re-
sult in Eq. (42).

APPENDIX C: UPPER BOUND FOR MAXIMUM
PHONON FREQUENCY

In this Appendix we shall prove that the maximum
phonon frequency w,_,, in a one-dimensional, site-
disordered, binary alloy with masses m ¢ and
nearest-neighbor force constants ¢ 55 (S,S'=A, B)
is bounded by

Wiy S 2max; o [p5S' (mF+mT)]. (C1)
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We note that for ¢p44=¢B8=0+# @42 the bound yields
exactly the maximum (optical) frequency
[2¢48(m 3t + mP)]*/ 2 for an ideal two-sublattice
alloy with A particles in one and B particles in -
the other sublattice.

To prove (C1) we use that the density of states
p(w? for any alloy configuration can be written as

plw?) = =(1/7) Im{ [(w?+in)l =M "}, (C2)

where >0 is infinitesimal and M is a matrix
Mij=(mimj)-1/2 (Z ¢”6H_¢”>, (Cc3)
1(#1)

In second-quantized phonon notation we rewrite M
in the form

1 al _e_L)(_af_ a5
‘2§¢”(m'fm—, vrn:'v;;r,)

=2 buflmi+mPlala,

i#j

AT el L)) o

Here, the second operator on the right-hand side
is positive semidefinite. Consequently, the eigen-
values of M are bounded by the largest eigenvalue
of the first operator. But

D byimt+m) <max[2¢SS(mPF+mP)]
e

for any alloy configuration which proves (C1).
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