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The multiple-scattering angular distributions of protons, helium, and nitrogen ions between
500 keV and 2 MeV which have passed through anodic SiO, films (in the 100-1500-A thickness
range) formed on the top of [110] Si single crystals have been determined. They were obtained
by comparing, at different penetration depths, the backscattering yields in Si crystals covered by
SiO, layers to the azimuthally averaged yields in a bare crystal at various angles of incidence
with respect to the [110] axis. The precision and limits of the method used are discussed. The
detailed and precise experimental data on channeling in silicon which are required are reported.
The experimental distributions are compared to the theoretical predictions obtained by exten-
sion of the Bothe’s formula to diatomic targets and using a scattering cross section correspond-
ing to the Thomas-Fermi potential. In the particular case of SiO,, the theoretical distributions
are shown to be nearly identical to the distributions calculated for a monoatomic target of atom-
ic number Z =10. Very good agreement is observed, for protons and helium, between the ex-
perimental and the theoretical distributions when the Thomas-Fermi screening radius of the tar-
get atoms is used. This screening radius is well adapted to our experimental cases since, in our
energy domain, protons and helium have a very high probability to be completely stripped in
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matter.

I. INTRODUCTION

The growing interest in techniques involving ion
beams has developed a demand for detailed informa-
tion on particle-matter interaction. Since the major
contribution of Bohr,! who has given a large survey
of the whole subject, detailed theoretical and experi-
mental studies have been undertaken on various as-
pects of the problem. One of the points of interest is
the angular distribution of a beam of particles which
has passed through a given thickness of matter. This
distribution is governed by multiple-scattering events
with the target atoms. In particular, multiple scatter-
ing is of fundamental importance in determining the
trajectory of implanted ions; it intervenes as a limit-
ing factor in the depth resolution of backscattering or
nuclear-microanalysis experiments when grazing in-
cidence or emergence geometry are used in order to
investigate the very near surface region of a solid; it
has to be taken into account in the interpretation of
most channeling data since, generally, the particles
have to go through an amorphous surface layer be-
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fore entering the crystal.

The precise knowledge of multiple-scattering distri-
butions is also needed for the data reduction of ex-
periments in beam-foil or beam-gas spectroscopy.
The angular spread of the stripped beams passed
through thin foils in tandem accelerators is also a typ-
ical technical problem which requires information on
multiple scattering. )

The theoretical treatment of multiple scattering re-
quires the knowledge of the individual-scattering
cross sections, i.e., of the interatomic potential. A
statistical treatment based on the assumption of a
random homogeneous distribution of the scattering
centers and of independent binary collisions is then
usually introduced. These assumptions are well
verified for a dilute gas whereas they should be care-
fully discussed for a solid. In the experiments per-
formed in the latter case (see, for instance, Refs. 2
and 3), some discrepancies were found with respect
to the theoretical predictions. However, it must be
pointed out that these discrepancies appear for po-
lycrystalline samples; moreover, thickness-
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homogeneity problems may arise for the very thin
self-supporting targets which were used in the
transmission-type experiments reported. Hence the
disagreement between these experiments and theory
cannot be systematically attributed to the interatomic
potential used or the statistical treatment introduced
in the theory.

We report here experiments performed in order to
measure the multiple-scattering distribution of MeV
light particles passed through thin uniform amor-

‘phous films. These films were not self-supporting,
but formed on the top of thick single crystals. The
method used to determine the angular distributions
of the particles passed through the films was first pro-
posed by Rimini et al.* It consists in comparing the
"aligned" backscattering yield of the particles in the
crystals covered by the films to the backscattering
yields measured at various incident angles with
respect to a major crystallographic axis on a bare cry-
stal. The amorphous films used in our experiments
were SiO, layers formed by anodic oxidation of sili-
con crystals. These layers were shown to be amor-
phous and of high thickness uniformity’~’; moreover,
this thickness can be determined within a +3% abso-
lute precision using oxygen nuclear microanalysis.?
The study of multiple scattering through diatomic
films was of particular interest since very few experi-
ments on the subject have been performed (some
results were reported on Ta,0;s in Ref. 2) and no cal-
culated angular distributions are available in this case.

The backscattering yields as a function of angle of
incidence on bare silicon crystals had to be measured
with great precision in order to extract information
on multiple scattering; they are reported in Sec. V.
Detailed information was obtained on the channeling
of H, “He, “N ions in silicon; various beam energies
between 500 keV and 2 MeV were used. The results
on critical angles, minimum yield, and dechanneling
phenomena were expressed in reduced coordinates in
order to evidence universal laws; we also report a
comparison with the measurements and calculations
of other authors.

The theoretical multiple-scattering distributions for
SiO, targets are calculated in Sec. III, and compared
in Sec. VII to the angular distribution extracted from
our experimental results. The limits and precision of
the method are discussed in Sec. VI.

The results and analysis of the present paper were
already developed in the thesis of Schmaus.®

II. PRINCIPLES

Passing through an amorphous layer deposited or
formed on the top of a single crystal, particles are
scattered at various angles. If a major axis of the sin-
gle crystal is aligned with the incident beam, the pro-

portion of channeled particles is a decreasing function
of the thickness of the amorphous layer. The back-
scattering minimum yield x°* for a crystal covered
with an amorphous layer is related to the angular dis-
tribution 276 F (¢) of particles having passed through
this layer by

2w bt
xox=j; %j; 21T¢F(¢)xab;(¢)d¢

= [ 2meF @ x()as . )

In this relation x2(¢) is the yield measured on a bare
crystal for a beam impinging at an angle ¢ with
respect to the crystallographic axis, the crystal being
in an azimuthal position defined by w.

X%(¢) is then the aximuthally averaged yield for
the incident angle ¢. The yields x2(¢) depend
strongly on the azimuthal position w, since planar
channeling effects arise; as on the other hand, the
angular distribution of the particles passed through
the amorphous layer has circular symmetry with
respect to the incident direction, the averaging over
all the azimuthal position of X2(¢) must be undertak-
en. The way the azimuthally averaged yields x%(¢)
were experimentally obtained is described in Sec. IV.

The basic assumption leading to Eq. (1) is the
equality of the backscattering yields at the same angle
of incidence on the bare crystal and on the crystal
covered with the amorphous layer. Therefore the
crystalline quality of the two crystals is assumed to be
identical. In our experiments all the silicon single
crystals used were cut in the same wafer. The amor-
phous layer was silicon oxide formed by anodic oxi-
dation; it seems reasonable to assume that this pro-
cess does not affect appreciably the crystal quality.
behind the oxide.

Lugujjo and Mayer'® have used Eq. (1) to check
the validity of the angular distributions tabulated by
Meyer.!! In their experiments, silicon crystals were
covered by gold films formed by evaporation. They
verified that for the backscattering yields at the cry-
stal surface X°* and x%(¢), Eq. (1) was well verified
by the tabulated distributions. This result is in con-
tradiction with the experiments reported in Ref. 2
where the measured angular distributions were found
in some cases systematically narrower than the calcu-
lated ones, this fact being attributed to the polycry-
stallinity of the layers studied. Moreover the agree-
ment obtained in Ref. 10 was also found to hold
when the yields x®(¢) used in Eq. (1) are approxi-
mated by a step function. In this approximation
x%(¢) =0 for ¢ < Y1/, and X*(¢) =1 for ¢ > ¥y,
where ¢, is the halfwidth at half maximum
(HWHM) of the azimuthally averaged angular scan
at the crystal surface. With this approximation Eq.
(1) becomes
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XO% = Ll/221r¢F(¢)d¢ - @)

Hence, in the treatment of Ref. 10 any distribution
F(¢) having a correct weight in the [0, y;,,] angular
domain is satisfactory. Consequently this treatment
does not give detailed information on the shape of
the angular distributions.

A more precise study of the function F(¢) is possi-
ble if one takes into account the fact that Eq. (1)
must be valid at any depth x in the crystal. The an-
gular distribution must hence obey, for all x, Eq. (3):

x*(x) = [T 2mF ()X (6.1)ds ®)

Rimini et al.!? have checked the distributions tabulat-
ed by Meyer!! by comparing the values X°*(x), ob-
tained when these distributions were fed into Eq. (3),
to experimental yields (“He ions through Al and Au
layers deposited on Si single crystals). The values
x?(¢,x) used in Ref. 12 were not azimuthally aver-
aged buit simply obtained from standard channeling
experiments, i.e., values X2(¢,x) for a fixed » value
were inserted in Eq. (3). The authors find a good
agreement between their calculated and measured
X°*(x) in the case of aluminum layers. However, for
gold layers, discrepancies are observed which could
not be detected from the study of the surface yields
alone. A calculation of X°*(x) without using meas-
ured values of x°(¢,x) is also proposed in Ref. 12: a
given entrance angular distribution being assumed,
the yields X°*(x) are obtained from a simplified
dechanneling model and can be again compared to
the experimental values. This latter procedure is
more a check of the validity of the dechanneling
model adopted than a study of the function F(¢).
Similar treatments and experiments are described by
Campisano et al. in Ref. 13 (H* ions through Al and
Au layers on Si crystals). Here a good agreement is
found between experimental and calculated X°*(x)
even in the case of gold layers. The contradictions
observed between various experiments on gold layers
may not be without relation with the crystallographic
texture of the gold films which may vary from one
experiment to another. An interesting property of
Eq. (3) is underlined and used in Ref. 13: if a
square-well approximation is introduced for the yields
X®(¢4,x), an analytical calculation of the function
F(¢) fitting the experimental values X°*(x) can be
performed. This point will be developed and dis-
cussed in Sec. VI.

In the present paper we have searched for the
functions F(¢) which, inserted in Eq. (3), lead to
calculated values of X°*(x) in optimal agreement with
our experimental results for all the ranges of penetra-
tion depths into the crystal for which a backscattering
yield could be measured. The values X*(¢,x) intro-
duced in Eq. (3) were the azimuthally averaged yields
obtained in our experiments. The physical meaning

and justification of the fitting procedure which is
presented is discussed in Secs. VI and VII. The lim-
its and precision of the method are also analyzed in
Sec. VI.

III. THEORETICAL ANGULAR DISTRIBUTIONS IN
POLYATOMIC TARGETS: CASE OF SiO,

Contrary to the case of monoatomic targets, no ta-
bulated data are available for multiple scattering in
polyatomic targets. Hence, in order to compare our
experimental results to theoretical predictions we had
to extend the calculations to the case of SiO,. This
extension is presented in this section.

A general formula for multiple-scattering distribu-
tions has been derived by Bothe.!* The hypotheses
involved in this calculation are worth outlining. First
of all, the treatment is made classically in the small
angle approximation; on the other hand the scattering:
cross section, for a given scattering angle, is supposed
to be constant. This second point implies that the
energy loss of the ions is neglected. These first two

. points are somewhat related: if the energy loss of the

ions is neglected, the treatment is only valid for rela-
tively small thicknesses of matter and in this case the
small angle approximation holds. There is a third as-
sumption in the treatment which is physically the
most important: the calculations are based on a
model of binary collisions, mutually independent, and
the number of these collisions is assumed to follow
the Poisson law. This hypothesis is fully valid in the
case of dilute atomic gases. For molecular gases the
collisions with atoms of the same molecule are not
independent and the problem must be reexamined by
considering, for instance, a molecule as a whole
scattering center; this has been done by Sigmund.!
The situation is more complex in the case of solid
targets. Obviously the model of independent colli-
sions does not hold for single crystals and even for
polycrystals. In these cases correlated events are of
prime importance. This is the major reason of the
discrepancies observed between experimental results
on polycrystalline films and theoretical predictions ob-
tained from Bothe’s treatment. In the case of amor-
phous solid targets a more detailed discussion is re-
quired and the validity of the dilute-gas model will be
discussed in a forthcoming papér. However, Sig-
mund!® has already estimated that for rather thick
amorphous solid films (i.e., in the thickness range
corresponding to the experiment presented here)
Bothe’s treatment holds. We will hence use an ex-
tension of this treatment to polyatomic targets.

A universal formulation of the Bothe formula for
any couple particle—monoatomic-target and at any
energy has been derived by Meyer!! by introducing
reduced coordinates classically used in this type of
problem.!” This derivation is only valid if the intera-
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tomic potential is assumed to have the form
U(R) =(Z,Z,e*/R)u(R/a) , )

where Z; and Z, are, respectively, the atomic
number of the particle and the target atoms, and e
the electron charge; u (R /a) is a screening function
of universal form (i.e., depending on Z, and Z, only
by the value of the screening radius a).

~ The universal formula giving the angular distribu-
tions is then, using the notations of Refs. 11 and 18,

2w 6F (x, )do=$dd [ 2 dz Jo(ed)es®

=¢dé fi(r, ) (5)
with
A(z) = j;w d&%;ﬂ[l —Jo(zP)] . ©)

Here J, is the zero-order Bessel function of the first
kind. The quantity 7 is a reduced thickness defined
as :

r=mwa’Nx , @)

Nx being the number of target atoms per surfacg
unit. Typically 7 =1 corresponds to about 100 A of a
solid target. ¢ is a reduced angle related to the angle
¢ in the laboratory system by

d=nd=(Ea/2Z,Z,eM¢ , ®)

where E is the particle energy. The function f (&) is
related to the scattering cross section which can be
expressed, in the case of interatomic potentials given
by Eq. (4), by the universal expression

do=nalf($)/$1dé . )

The universal function f,(r, $) has been tabulated by
Meyer!! and Sigmund and Winterbon,!® and allows
one to obtain directly the angular distribution for
every coupled ion-scattering center. Sigmund and
Winterbon'® have tabulated the function f,(r, ) for
two different analytical forms of the scattering func-
tion f(¢) corresponding respectively to the Thomas-
Fermi and Lenz-Jensen screening function u (R /a).
In the case of polyatomic targets, the situation is less
comfortable since no universal formulation can be
proposed. However, some simplifications may be ob-
tained by introducing the parameter y defined in Eq
(8). For a scattering center indexed by i, we have

p.,-=Ea,-/22122,~e2 . (10)

The Bothe formula extended to polyatomic targets
can then be written as follows:

2w¢F(x, $)d
=¢do J;mslo(sd:) exp [— ZT'AIIS-” .

an

The function A(z) appearing in (11) is given by Eq.
(6) and is of course universal. However, the integral
(11) has to be recalculated for each couple ion-
polyatomic target considered. This obligation falls in
the case of the power potential U(R) ~ R~Vm for
which the scattering function f(¢) takes a particular
form leading to great simplifications. In this case, the
screening function is given by!’

u(R/a) = mk,(a/R)Ym1 (12)
and the scattering function becomes simply
F@=1,8"" . 13)

Introducing this expression of f(@) in the integral
giving A(z), one gets

A(z) =c, 2" (14)

With this particular form of A(z) all the distributions
fi(z, d) corresponding to a given monoatomic -
target-ion combination, have the same shape, the re-
duced thickness 7 acting only as a scaling factor. Be-
ing given a particular distribution f;(r,, )
corresponding to a given reduced thickness 7, one
gets the distribution corresponding to a reduced
thickness 7, by the relationship

S1(r2, ) = f1(71, ) (72)71)‘”'"
with )
1/2m
3= &[—’i] . | as)
71
For a polyatomic target, Eq. (11) becomes
2ndpF(x, d)do

=¢dd J;w s ds Jo(s ¢) exp [.—cmsz'" S mim

(16)

This means that a polyatomic target is equivalent to a
"mean" monoatomic target defined by the relation

T L an
i

Hence, whatever the target thickness and composi-
tion, and whatever the nature and energy of the in-
cident ions, all the angular distributions correspond-
ing to a given power potential are identical in shape.
The situation is far more complicated in the case of
the Thomas-Fermi or Lenz-Jensen screened poten-
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tial; hence it is interesting to discuss to what extent
the power-potential approximation holds.

For very small thicknesses of matter (r <0.1), the
mean number of collisions corresponding to impact
parameters smaller than 3a, is smaller than 1. These
collisions will then contribute to the angular distribu-
tion only in the tail corresponding to single-scattering
events. The body of the distributions (¢ < 2/,
characteristic of multiple scattering, will be due to
collisions with impact parameters p = 3a. For these
large impact parameters, the Thomas-Fermi or
Lenz-Jensen potentials trend asymptotically towards
power potentials (mg=0.311, m;=0.191). Hence
the body of the distributions will always keep the
same shape and the depth scaling factor will be given
by (15).

For very great thicknesses (7 > 100), and if we as-
sume that the energy loss of the incident ions can
still be neglected, the number of collisions
corresponding to impact parameters smaller than —;-a
is great compared to unity. These collisions,
corresponding to relatively large scattering angles, will
be of prime importance in the overall angular distri-
bution. Since they correspond to small impact"
parameters, the corresponding interaction potential is
not far from a purely Coulomb potential (m =1) and
here again, the shape of the body of the angular dis-
tribution is unique. It can be shown that the angular
distribution f;(r, Jw) tends in this case towards a
Gaussian, at least as far as the body of the distribu-
tion is concerned. However, it can be shown from
probability theory, that in this limit case (m —1), the

scaling factor is no more given by Eq. (15); the body -

of the distribution broadens like (rlogr)!/? instead of
12
T %

For the intermediate values of reduced thicknesses,
one has to consider collisions corresponding to an
impact-parameter domain in which the Thomas-
Fermi or Lenz-Jensen potentials cannot be assimilat-

e T=50 2,=10
— T5=27 2,214 m=072
..... T5,230 2,214 n=060
= T5=35 2,14 m=042

102 x2ROF(0)

0 10 20 30 40 50

FIG. 1. Comparison, in the case of 1.8-MeV *He ions,
of the angular distribution for a target characterized by 7 =35
and Z, =10 with the corresponding distributions obtained
for various g; calculated from Eq. (18), using different
power potentials, in the case of a silicon target (Z,=14).

ed-to a power potential. However, locally, i.e., in a
narrow domain around a given value of R/a, the
screening function ¥ (R /a) can always be adjusted by
a power potential, matching « (R /a) and its deriva-
tive du(R/a)/d(R /a). This leads to values of m and
kn [see Eq. (12)]1 which depend on R/a. If, for a
given thickness of matter, the body of the angular
distribution is mainly due to collisions corresponding
to a restricted domain of impact parameters, it is pos-
sible to define for this thickness a power potential,
corresponding to the Thomas-Fermi or Lenz-Jensen
potential, which accounts fairly well for the body of
the angular distribution. The validity of this hy-
pothesis will now be checked.

If a power potential applies, the angular distribu--
tion corresponding to a reduced thickness 7; of a
monoatomic target indexed by i is equivalent to the
angular distribution corresponding to a reduced thick-
ness 7; of a monoatomic target indexed by J, if the
following relation is fullfilled [see Eq. (17)]:

Z"l [Z”] as)

In Fig. 1 we compare, in the case of 1.8-MeV helium
ions, the angular distribution obtained from the
tables of Ref. 18 for a reduced thickness 7 =5 of a
specie of atomic number Z, =10, to the angular dis-
tributions corresponding to various thicknesses of sili-
con (Z,=14). For a given value of m, each reduced
thickness of silicon 7s; has been calculated from rela-
tionship (18). The distributions corresponding to the
specie of Z,=10 and to silicon are nearly identical
when the value m =0.72 is chosen. This value of m
appears hence to be well adapted for reduced thick-
ness around 7=35. Marwick and Sigmund!® have
derived a curve relating the reduced thickness = and
the appropriate power —1/m by studying the variation
with 7 of the maximum value f,(r,0) of the tabulat-
ed angular distributions. The value of m obtained in
this way for 7 =5 is in good agreement with our
result.

The agreement between the shape of angular distri-
butions corresponding to Z, =10 and to silicon is due
to the fact that the atomic numbers of the two con-
sidered species are rather close. If Z,, and Z,;.are
very different, so will be 7, and 7, [see Eq. (18)]; the
hypothesis of a constant value of m between 7, and
7; is hence no more valid and Eq. (18) cannot be
used. This fact is illustrated in Fig. 2, which com-
pares the angular distribution corresponding to
7=2.7 for Z,=14, already represented in Fig. 1, to
various distributions obtained for different
thicknesses of different species, each thickness being
determined by the Eq. (18), always using the value
m =0.72, which was shown to apply for r=35. The
distributions corresponding to species of atomic
number Z,=8 (oxygen) and Z, =14 (silicon) are

T




5586 D. SCHMAUS et al. i 19

fairly close, the corresponding value of 7 being of the
same order of magnitude (7s;/7,x =2.8). However,
for Z,=26 and Z, =136, the corresponding values of
7 are one order of magnitude smaller than 7, and
the corresponding angular distributions are markedly
different. .
Following Eq. (17), if a power potential can be
used (i.e., if a unique value of m can be used), a dia-
tomic compound, for instance SiO,, can be replaced
by a monoatomic material of atomic number Z,,
equivalent from the point of view of multiple scatter-
ing. This can be done easily. One can for instance
assume that (Nx) = (Nx)s; + (Nx),, where (Nx) is
the number of scattering centers of atomic number
Z, per unit area. With this assumption, Z, is readily
calculated from Eq. (17). The result is
[(Nx)si+ (NxX)od Z3"@ 2" = (Nx)5iZ38ad "
+(Nx) o Z2mal?™ , (19)

Where @, corresponding to Z,, is calculated in the
. 1
same way as d,, or as;. When m varies from 1 to T

these values describing roughly a Thomas-Fermi po-
tential, respectively, at very small and very large im-
pact parameters Z; calculated from Eq. (19), varies
between 10.4 and 9.8. Hence a monoatomic target
with Z, =10 appears to be a very good approximation
for Si0,. This case is of course particularly favorable
from this point of view. Considering the case of
Ta,05 gives rise to a much larger variation of Z,: to
m=1and m= % corresponds, respectively, Z, =40
and Z, =30, this indicating that the description of
Ta;0s by a mean monoatomic target is not a good ap-
proximation. Hence, in the general case it is neces-
sary for polyatomic targets to compute numerically
the angular distributions from Eq. (11). This was
done here although, as discussed above, the case of

- Si0; is particularly favorable, in order to check up to
what extent the semiquantitative estimation of the

7,=14

— T27.44 7,-8

- T=0.81 2,226 E
——T=047 2,-36

102 < 2n0F(9)

® (MI"S)O 40 50

FIG. 2. Comparison, in the case of 1.8-MeV *He ions,
of the angular distribution for 7=2.7 and Z, =14 with the
angular distributions corresponding to various monoatomic
targets. The reduced thickness 7 of each target is calculated
using Eq. (18) with a value of m =0.72.

0.3 T T T
X=127 A
L]
02k A ] diatomic .
N ’ al)
A
.
e ~—— monoatemic
= X=326 A
Ny 2
X=1265 A
e
0 1 1 L I\
0 5 10 15 20 25
@ (min.)

FIG. 3. Comparison of angular distributions for diatom-
ic targets SiO, and monoatomic targets with Z,=10. The
distributions were computed for various target thicknesses in
the case of 0.9-MeV protons.

equivalence between SiO; and a mean monoatomic
target with Z, =10 holds.

For this purpose, a program was written. The aim
was to obtain angular distributions for any polyatomic
target with a good precision (better than 1%), in the
reduced thickness domain 1 =<7 =10, up to angles §
times the halfwidth at half maximum of the angular
distributions. We had to compute the universal func-
tion A(z) for 1073 < z < 100. The program was test-
ed by comparing the results in the particular case '
Z;y,=Z, to the tables of Ref. 18. The discrepancies
are always small (less than 0.5%) for 7 > 1, up to re-
duced angles ¢ about 4 times greater than the half
width at half maximum of the angular distributions.

The comparison between the angular distribution
computed by the program for SiO, and the angular
distribution corresponding to a monoatomic target of
Z, =10 containing the same number of scattering
centers is illustrated in Fig. 3. In this figure, the
comparison is done for various thicknesses of SiO,
and in the case of 0.9-MeV protons. The agreement
is very good, the discrepancies never exceeding 1%
up to =3 times the halfwidth at half maximum. This
result confirms the semiquantitative discussion
presented above. Hence it is possible to compare the
angular distributions extracted from our experimental
results to the tabulated distributions of Ref. 18.

IV. EXPERIMENTAL

A. Apparatus

The measurements were carried out with the 2-
MeV Van de Graaff accelerator of the Groupe de
Physique des Solides de ’Ecole Normale Supérieure.
The beam handling system and electronic equipment
are described in Ref. 20. In the experiments reported
here, 900-keV H*, 500- to 1800-keV *He*, and
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1750-keV “N* beams with currents of the order of
some tens of nA were used. The energy resolution
of the beam was about 300 eV. A series of
diaphragms fixes the beam diameter at well-defined
values in the range 0.5—2.0 mm while keeping the
beam angular divergence [full width at half maximum
(FWHM)] below 1 mrad.

The backscattered particles were detected by using
a 25-mm? Ortec silicon surface-barrier detector. This
detector was placed at an angle of 165°; with respect
to the beam direction and at a distance of 7 cm from
the sample. A 3-mm diam. diaphragm limited the
solid angle to about 1.4 msr and the kinematic energy
spread to less than 4 keV. The total energy resolu-
tion (FWHM) was found to 9 and 13 keV for protons
and *He ions, respectively. The energy dependence
of these energy resolutions is very weak in our ener-
gy range. On the contrary this dependence is marked
for nitrogen ions. For the 1750-keV nitrogen beam
used in this work we measured an energy resolution
of 50 keV in good agreement with Ref. 21. The
depth resolutions are around 300, 750, and 1100 A
for helium, nitrogen, and hydrogen ions, respectively.

The experiments were carried out on the
goniometric chamber described in Ref. 22. The main
advantage of this chamber for the present work is
that a crystallographic axis of a sample can be aligned
with the azimuthal rotation axis of a revolving stage
with a +1' precision. The azimuthal rotation of the
samples can be performed while keeping constant the
angle between this crystallographic axis and the
beam. As seen in Sec. II, this is of fundamental im-
portance; the quantities of interest being the azimu-
thally averaged backscattering yields. Carbon buildup
and radiation damage effects are strongly minimized
if the beam impact point on the sample may be
changed. For this purpose, the samples were mount-
ed on an X-Y table; the translation keeps the
misalignment below 1'.

The limit vacuum obtained in the chamber using a
turbomolecular pump and a liquid-nitrogen trap is
about 2 x 1077 Torr.

The whole chamber is well insulated and can act as
a Faraday cup. The total charge received by the sam-
ple can be measured by a low-impedance current in-
tegrator. In our experiments, however, the sample
needs to be nearly continuously rotated and this
could lead to integration of spurious currents due to
the pulses sent to the goniometer stepping motors.
The beam dose was hence measured using a beam
chopper described in Ref. 23: this dose was obtained
by integrating the spectra of particles backscattered by
a gold layer deposited on sectors of the rotating
wheel. About 25% of the incoming beam was inter-
cepted. The azimuthally averaged spectra were ob-
tained by addition of the spectra corresponding to
various fixed azimuthal positions. The distance
between two consecutive positions corresponded to

0.25', i.e., one step of the motor. The rotation of the
sample was monitored by a preset scaler, counting the
pulses corresponding to the particles backscattered on
the chopper; this ensured the constancy of the beam
dose received by the sample for each azimuthal posi-
tion.

B. Sample preparation and characterization

The samples were silicon wafers cut perpendicular
to the [110] axis. The natural surface oxide and or-
ganic contamination on the "bare" crystals were
minimized by successive dipping in H,SO4 and HF
and rinsing in distilled water and acetone. The anodi-
cally oxidized samples were prepared at the Labora-
torio per la Chimica e Tecnologia dei Materiali e
Componenti per I’Elettronica, Bologna.

The oxidation bath was a 5-g/liter solution of
KNO; in ethylene-glycol with a water content less
than 10%. The silicon oxide formed has then the
stoichiometry SiO,, is amorphous and has a good
thickness homogeneity.’~’

The determination of the multiple-scattering distri-
butions by the method outlined in Sec. II requires a
precise knowledge of the composition and of the ab-
solute amount of each component of the amorphous
layer covering the crystal. For the "bare" crystals, in
addition to the natural oxide, an amorphous silicon
layer may arise at the oxide-crystal interface. Furth-
ermore, a carbon layer grows at the surface of the
samples during the measurements.

The absolute amount of oxygen was determined by
using the '%0(d,p)'’0 * nuclear reaction with 820-keV
incident deuterons.Z’ At this energy the contribution
of nuclear reactions on the silicon substrate is negli-
gible. The calibration was obtained using anodic
Ta,0s samples, their absolute oxygen content being
determined by Coulometry with a +3% precision.?*
The amount of carbon and silicon contained in the
amorphous layer was then obtained by comparing in a
helium backscattering aligned spectrum the surface
silicon and carbon peaks to the oxygen peak and as-
suming the Rutherford law to hold for MeV helium.
Figure 4 shows a typical channeling spectrum ob-
tained on a bare silicon crystal with a 500 keV “He
beam. Three well-resolved peaks, corresponding
from right to left to silicon, oxygen, and carbon, are
clearly displayed. The integrated area of these peaks
can be obtained by an usual background substraction
technique. The typical amount of carbon deposited
was of the order of 1 x 106 to 2 x 10! atoms cm™2.
This quantity is of the same order as the total
amount of silicon and oxygen atoms/cm? found in
the disordered layer at the top of a "bare" crystal.
However, as the width of the multiple scattering dis-
tributions increases with the target atomic number, it
can easily be shown (for instance, by using the table
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of Ref. 18) that the angular distribution of the beam
entering the crystal is mainly due to the disordered
silicon and oxygen (and even in most cases, as
demonstrated in Sec. VI, to the beam angular diver-
gence) and not to the deposited carbon layer.

The determination of the amount of silicon con-
tained in the amorphous surface layer is not trivial in
the case of crystals covered by thick oxide layers as in
particular it is difficult to determine with precision the
interface between the oxide film and the crystal.
"Hence we have used in this case a procedure already
reported,? which allows one, comparing random and
aligned spectra, to isolate the contribution of the sili-
con from the crystal and from the surface amorphous
layer. Figure 5 shows a random and aligned back-
scattering spectrum obtained withol.S-MeV ‘Heon a
silicon crystal covered by a 1265 A thick SiO, layer.
In the same figure are also represented the recon-
structed spectra corresponding, respectively, to the
crystal and to silicon of the SiO, layer. Each of these
two reconstructed spectra are interesting for the data
reduction: from the first one, on which the energy of
the particles backscattered on the crystal surface is
now well defined, it is possible, using an energy-to-
depth conversion which will be discussed in Sec. V,
to calculate the aligned backscattering yield as a func-
tion of depth in the crystals covered by an oxide
layer; the second spectrum is of course used to deter-
mine the amount of silicon atoms in the amorphous
layer.

Table I summarizes the results obtained on the
composition of the amorphous surface layer for all
the samples used in our experiments. The only back-
scattering spectra of interest for this characterization
are helium spectra. No information can be extracted
from the peaks areas in proton aligned spectra as the
Rutherford law does not hold for backscattering of
MeV protons on C, O, or Si. This can clearly be no-
ticed in Table I where the results extracted from pro-
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FIG. 4. [110]-aligned backscattering spectrum obtained
with 0.5-MeV “He ions on a "bare" silicon crystal.
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FIG. 5. Random (®) and [110]-aligned ( ©) backscatter-
ing spectra obtained with 1.8-MeV “He ions on a silicon cry-
stal covered by 1265-A SiO,. 6, =165°, 3.62 keV/channel.
The dashed and dotted lines represent, respectively, in the
random and aligned cases, the contribution of the crystal to
the spectra. These different contributions are calculated fol-
lowing the method of Ref. 25. The dash-dotted line
represents the isolated contribution of the amorphous sili-
con,

ton backscattering, assuming the Rutherford law, are
obviously not significant. On the other hand, the sili-
con peak is the only peak available for spectra re-

‘'gistered with nitrogen ions. Calling N,, the number

of oxygen atoms measured on a sample via the
160(d,p)'’0 * nuclear reaction and R the ratio of the
number of silicon to oxygen atoms contributing to
the corresponding peaks observed in an aligned heli-
um backscattering spectrum, the absolute number of
silicon atoms corresponding to the surface peak is
simply Ng;=RN,,. The absolute number of silicon in
excess with respect to the stoichiometry SiO, is then

ANsi=Nu(R —3) . (20)

The quantity ANj; includes the contribution of or-
dered silicon atoms from the first layers of the cry-
stal. Hence this contribution has to be subtracted to
ANs; in order to determine the stoichiometry of the
oxide layers. A typical result of Monte Carlo calcula-
tion of this contribution is presented in Ref. 26. The
number of crystal layers contributing to the surface
peak is a function of the only parameter p/R where p
is the rms of the thermal vibration amplitude perpen-
dicular to the string and R the radius of the shadow
cone at the second atomic layer for a Coulomb poten-
tial. One has R =2(Z,Z,¢*d/E)'?, d being the in-
teratomic distance along the string. In our case
([110] silicon crystals) it appears that the crystal con-
tribution to ANg; increases from 4.4 x 10'° to

9.3 x 10'° Si atoms/cm? when E/Z, varies between
0.25 and 0.9 MeV. If these quantities are subtracted
to the values ANs; presented in Table I, it appears
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TABLE 1. Composition of the surface layers on the various samples studied. For meaning of

Nox» R, and ANyg;, see text.

107N
(atoms/cm?) 0.540 5.78 148 37.1 57.4
He 500 keV 1.370 0.565 0.549 0.509
He 700 keV 0.575 0.543
He 900 keV 1.897 0.623 0.521 0.493
R
He 1200 keV 0.625 0.526
He 1800 keV 0.685 0.535 0.490
H 900 keV 0.932 0.594 0.427 0.326 0.320
He 500 keV 4.70 3.76 7.25 3.34
He 700 keV ‘ 433 6.36
10-15AN;
He 900 keV 7.54 7.1 3.11 —4.02
(atoms/cm?)
He 1200 keV : 7.22 3.85
He 1800 keV . 10.7 5.18 -5.74
Oxide thickness® ("bare" crystal) 124 127 A 326 A 818 A 1265 A

2The thickness is calculated from N,,, assuming the stoichiometry SiO, and a specific weight

p=226 gcm™3.

that in the limits of sensitivity of our measurements
all the oxide layers can be considered as having the
SiO, stoichiometry. For the "bare" crystal and the
one covered by the thinnest oxide layer the contribu-
tion to the surface peak of the first crystal layers is
dominant and the variation of ANg; with E/Z, is very
well observed. In this case the maximum excess of
silicon with respect to SiO, which is found after sub-
traction of the crystal contribution is about 1.5 x 10!
atoms/cm? which is of the order of the precision of
the measurements. This result is in good agreement
with the results reported in Ref. 27 for similar sam-
ples and in Ref. 26 for experiments performed in ul-
trahigh vacuum on surface-impurity-free [100] silicon
crystals.

V. AZIMUTHALLY AVERAGED YIELDS ON A
BARE SILICON CRYSTAL

We report in this section the results obtained on
the yields X?(¢,x) which had to be inserted into Eq.
(3) in order to calculate the experimental angular dis-
tributions. Figure 6 shows typical azimuthally aver-
aged spectra registered at various tilting angles ¢ with
respect to the [110] axis of a "bare" silicon crystal.
These spectra are relative to 0.9-MeV incident pro-
tons.

The most immediate result that can be extracted
from the data is the angular dependence of the az-

imuthally averaged backscattering yield near the
crystal surface. The surface yields may be obtained
by extrapolation of the backscattering spectra behind
the surface peak. However, this procedure is not
without implicit physical assumptions which will not
be discussed here but may be questioned. Here we
choose to consider the yield behind the surface peak.
This yield is not seriously affected by dechanneling
processes at least if the depth resolution is good
enough (i.e., small as compared to the mean dechan-
neling length). This is the case for the helium spec-
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FIG. 6. Azimuthally averaged backscattering spectra re-
gistered, in the case of 0.9-MeV protons, for various tilting
angles ¢ with respect to the [110] axis of a "bare" silicon cry-
stal. @, =165°, 2.80 keV/channel.



5590 D. SCHMAUS et al. 19

tra recorded in our experimentso, the depth resolution
always being smaller than 500 A. We then report in
Fig. 7 the backscattering yields, behind the surface
peak, obtained for helium of 0.5, 0.9, and 1.8 MeV
as a function of the reduced tilting angle ¢/y. where
Y. is the critical angle for channeling proposed by
Lindhard?:

_[2zze)” Q1)
c Ed ’

d being here the interatomic spacing along the [110]
direction. _

The three experimental angular dips of Fig. 7 are
superimposed. The striking feature, which was also
noted in Ref. 10 is that no shoulder effect appears
when azimuthally averaged yields are measured. The
shoulders usually observed at fixed azimuthal posi-
tions are hence clearly due to planar channeling
effects. From the theoretical point of view shoulder
effects are predicted in axial dips, following a calcula-
tion performed in the half-way plane approximation, for
crystals at low temperature.? At higher temperature
the shoulder effect damps out and the half-way plane
approximation leads to results identical to the continu-
um string approximation.”® We hence compare in
Fig. 7 the experimental dips to the angular dip calcu-
lated using the continuum string approximation and

2rdr

X5(¢,0) = j;r"

ré — C2a?/[(1 + C2a?/r) exp(2¢?*/y2) —1]
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FIG. 7. Normalized backscattering yields behind the
surface peak as a function of the reduced tilting angle ¢/y,
for “He beams of various energies. The continuous lines are
the angular scans calculated from Eq. (22) for two different
values of the parameter C2.

assuming statistical equilibrium. It can be easily
shown that, if one uses in the calculations the stan-
dard interatomic potential proposed by

Lindhard,!’ the yield X*(¢,0) obtained with this hy-
pothesis is given by

. EXP {(—=(C%a?/2p9) /[(1+c2a?/r?) exp¢?/y2) — 11} —exp(—r§/ 2p?)

1 —exp(—ré/2p%

p is the rms value of thermal vibrations in the Debye
Waller model; rq is the radius of the unit cell around
an atom. The parameter C? is an adjustable constant
introduced in the standard interatomic potential and
usually taken equal to 3. With this value of C?, there
is a significant discrepancy (about 20%) between .the
width of the experimental and calculated dips. The
best agreement is obtained when the value C?2=1.35
is introduced in Eq. (22). This value has obviously
no physical meaning and in particular does not give
any information about the interatomic potential: C?
was here used as a fitting parameter. The disagree-
ment between the experimental results and the calcu-
lations with C?=3 questions at least as much the
continuum model approximation and the statistical
equilibrium hypothesis than the interatomic potential.
Moreover, it must be pointed out that the value of
the yield x?(¢, 0) for ¢ =0 extracted from Eq. (22) is
independent of C? '

(22)
0 2rdr exp(—r?/2p») —exp(—r¢/2p)
20,0)= [ °
x'0.0 ‘I; r§—r? 1—exp(~ré/2p%
=2p"/r}
=2Ndmp? . 23)

This value is significantly lower than the expérimen-
tal one (0.7% versus about 2%).

Depth dependence

To analyze the change of the angular dip with the
penetration depth, it is necessary to establish an
energy-to-depth conversion scale. At the energies
used in the present experiment, the ratio between
channeling and random stopping powers is near to
unity. However, even if the value of this ratio is tak-
en as equal to 0.5 (which may be the limit case for
900-keV protons), it can be shown that the correction
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on the depth scale due to the fact that the particles
are channeled in part of their way into the crystal
does not exceed 10%. For this reason we decided to
neglect this correction and to use the random stop-
ping power for the energy to depth conversion. This
choice having also been done by other authors, a
direct comparison of our results with theirs is possi-
ble. We used the stopping-power values for protons,
helium, and nitrogen ions tabulated in Ref. 30. Fig-
ure 8 represents angular dips corresponding to vari-
ous penetration depths in the case of 900-keV pro-
tons. From this figure the depth dependence of the
minimum yield X%(0,x) and of the width of the angu-
lar scans can be extracted. Figure 9 shows the
dependence of X®at ¢ =0 (minimurrl yield) on the
reduced penetration depth x = Z,x/E for various ions
and energies. E = E(x/2) is the mean energy, in
their way into the crystal, of the particles backscat-
tered at depth x. A difference appears in Fig. 9
between protons and He-N data; in the case of these
last ions, a linear dependence on the reduced depth
seems to be valid, whereas the stronger dependence
displayed by protons seems better fitted by an ex-
ponential law. It must be pointed out that the re-
duced depth X has a physical meaning only if the nu-
clear multiple scattering dominates the dechanneling
processes. The discrepancy observed in this scale
between protons and other particles would then illus-
trate the importance of the particle-electron interac-
tion in dechanneling. We also report in Fig. 9 the
results and calculations performed by Pedersen
et al.’! in the case of 1.6-MeV proton dechanneling
in [110] silicon. These results are in remarkable
agreement with our data on 0.9-MeV protons.

As shown in Fig. 8 the dechanneling processes also
strongly affect the width of the angular scans. This
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FIG. 8. Experimental [110] silicon angular scans for
0.9-MeV protons backscattered at various depths below the
surface.
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FIG. 9. Minimum backscattering yields, registered for
different ions at various energies, as a function of the re-
duced penetration depth. The results and calculations of
Pedersen et al.3! in the case of 1.6-MeV protons are also re-
ported.

effect may be characterized by the depth dependence
of the HWHM y;); of the scans. In Fig. 10 we have
plotted the values of the ratio ¥1/(x) /g (x) as a
function of the reduced depth X. y.(x) has been cal-
culated from Eq. (21) by taking into account the en-
ergy loss of the incident particle at depth x. Our
results, presented in Fig. 10, exhibit the same
behavior for all the particles and energies studied.
We have also reported in this figure the results ob-
tained by Davies et al.’? for 3-MeV protons in [110]
silicon. At high reduced depths these results are in
good agreement with ours, however the reduced half
angle measured in Ref. 32 near the crystal surface is
significantly lower than all the experimental points of
the present work.
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FIG. 10. Dependence on the reduced penetration depth
of the HWHM 4 /,(x) of the experimental angular scans,
normalized to the Lindhard critical angle y.(x), for various
particles and energies. We also report the results obtained
in Ref. 32 for 3-MeV protons.
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The experimental results presented in this section
about channeling of MeV light ions in silicon were
essential for the interpretation of our multiple-
scattering measurements. They have also their prop-
er interest as precise and detailed experimental data
are useful, in particular for the understanding of
dechanneling processes.

VI. DETERMINATION OF THE EXPERIMENTAL
ANGULAR DISTRIBUTIONS

A. Procedure used

The general outline of the method was given in
Sec. II. Here we discuss the details of the procedure
used to obtain the angular distributions 27 ¢ F(¢)
from Eq. (3), the quantities X°*(x) and x%(¢,x) being
known from the experimental results. We will also
set the precision and limits of the method.

It must first be pointed out that even though Eq.
(3) contains factors depending on the penetration
depth in the crystal, the energy-to-depth conversion
plays no role in limiting the precision of the method.
This is of crucial importance as this conversion has
not a strict physical meaning in channeling experi-
ments. In fact, Eq. (3) could have been written by
replacing the depth dependence of X by its depen-
dence on the detected energy as directly measured in
a backscattering spectrum. Our choice of a depth
scale just appeared more convenient for plotting the
whole set of results. Moreover this choice is interest-
ing as it leads to results on the influence of amor-
phous layers on the dechanneling as a function of
penetration depth into a crystal [study of the parame-
ter X°*(x)].

It is possible to obtain an analytical solution of Eq.
(3) by assuming that the angular scans can be ap-
proximated at all depths in the "bare" crystal by
square wells characterized by two parameters only:
X2ia(x) and ¢,(x). This improvement and exten-
sion of the treatment of Ref. 10 was already used in
Ref. 13. The yields X®(¢,x) are given by

. Xdin(x) for ¢ < yy/(x)
X*(¢.x) =y for ¢ > Yypp(x) . @49

Introducing the weight of the angular distribution
between two angles ¢; and ¢; as

7
P(¢;, ¢;)=f¢. 2u¢F(Pp)de , 25)
one has ,
X"x(xj) -1 _ X°"(x,) -1
rlr,\in(xj) -1 X,"’,in(x,-) -1
(26)

P(dl]/z(xi), d’l/l(xj)) =

Hence we can construct a histogram associated with
the angular distribution 27 ¢F (¢) which fits the ex-
perimental results. This is done in Fig. 11 in the case
of 0.9-MeV protons having passed through 1265 A of
Si0,. In the same figure we report the histogram
constructed with the data of Ref. 18 by assimilating
the SiO, layer to a monoatomic target with Z, =10
containing the same number of scattering centers.
The screening radius used in the conversion between
real and reduced coordinates is the one proposed by
Lindhard!”:

a =0.8853a(Z33 +z33) 12, Q7

a, being the Bohr radius of the hydrogen atom.

The tabulated angular distribution chosen was cal-
culated using a scattering cross section corresponding
to the Thomas-Fermi potential: this choice is not crit-
ical as for the thicknesses of interest in this paper the
angular distribution calculated using either Thomas-
Fermi or Lenz-Jensen potentials are nearly identical.
The experimental histogram corresponds to an angu-
lar distribution somewhat wider than predicted; how-
ever the discrepancy does not exceed 15% and may
be attributed to the square-well approximation used
in the data reduction. We decided hence not to use
this approximation and to take into account the real
shape of the angular scans. In this situation it is far
more convenient to use a fitting procedure, i.e., to
check whether a given function F(¢) satisfies Eq. (3)
for all values of x. The fitting procedure is particular-
ly justified in our case as we had at our disposal tabu-
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FIG. 11. Comparison of the histogram of an angular
distribution obtained from our experimental results, using
the square-well approximation, to the histogram calculated
from Ref. 18 for an equivalent monoatomic target with
Zz = 10
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lated starting trial functions which, as demonstrated
in Fig. 11, were rather close to the best-fitting func-
tion.

The fits were obtained using the MATEK 1026
computer on line with the accelerator. The trial an-
gular distributions and the angular scans X®(¢,x)

were characterized by numerical values for various
angles ¢;. The width of an angular step [¢;, ¢;41]
was always small enough to ensure the validity of
linear approximation of the functions 27w ¢ F(¢) and
x%(¢,x) in the interval. For a given trial function
F(¢), the yield X°*(x) is then, from Eq. (3)

X% (x) =2m 2 (iv1— ) {'16'[‘¢iF(¢i) Xb(;41,%) + @i F(¢41) X2(¢;,%)]

+ %[d),-F(fbi) xXb(¢;,x) + ¢;+|F(¢i+_1) X(di1,%)1) . (28)

B. Limits of the method

As we search for the angular distributions by
checking their influence on the backscattering yields
in a single crystal, valuable information can obviously
only be obtained if the angular dependence of these
backscattering yields extends over an angular domain
(which can be characterized by ;) of the same ord-
er of magnitude as the width of the body of the an-
gular distributions. In this case the shape of the body
~ of the distributions can be analyzed. On the con-
trary, the part of the distributions which extends to-
wards angles greater than the width of the angular
scans cannot be analyzed in shape; the only quantity
which can be obtained for this part is its relative
weight.

If one wants to study the multiple scattering of a
given particle of given energy through a given materi-
al, the range of the material thickness is restricted by
the condition set above. The only way to change the
thickness domain that can be studied is to choose a
well adapted value of ¢;,. This can in principle be
done in two ways. Y, is proportional to (Z./d),
where Z. is the atomic number of the crystal atoms.
Hence one can adjust y;/; by using the best adapted
crystallographic direction, i.e., by adjusting d. Anoth-
er possibility, not always technically available, would
be to form or deposit the material to be studied on a

-well chosen single crystal looking hence for the best
adapted Z.. If one is more interested in a study of
2w F (o) as a function of the thickness than as a
function of the nature of the scattering material, a

proper choice of this material would on the contrary
adapt the width of the body of the searched distribu-
tion to Yi2. The remaining parameters available are
the nature and energy of the scattered particles as the
scaling factor for the angular distributions and ¢,
are, respectively, Z;/E and (Z,/E)2.

In our practical case we were restricted to MeV
light ions and no valuable information could be ex-
pected for SiO, thicknesses smaller than a few hun-
dred angstroms. As discussed in Sec. II, a major im-

provement of the method is obtained when taking
into account the dechanneling processes. This can
only be achieved if there is a significant change of the
angular scans X®(¢,x) in the domain of penetration
depths x in the crystal that can be studied. In regard
to this point, the case of MeV protons is particularly
favorable as, owing to their low stopping power, a
large penetration depth domain can be explored.
This is illustrated in Fig. 12 where the angular scans
x%(¢,x) obtained for 900-keV protons are plotted
along with the theoretical angular distributions calcu-
lated for various thicknesses of Si0,. It can clearly
be observed on this figure that, if it appears hopeless
to anglyze the angular distribution corresponding to
127 A of SiO,, rather precise information can be

10%2x 210 F (0)
X'(®, x)

n
w
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FIG. 12. Angular distributions for various SiO,
thicknesses (left scale) and 0.9-MeV proton angular scans at
various penetration depths into the crystal (right scale) are
compared in width in order to observe the precision and
limits of the method.
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expected for distributions corresponding to SiO,
thicknesses between 500 and 1500-A.

There are two other limitations in our experiments.
The first one is related to the beam angular diver-
gence which was measured to be 0.5 mrad HWHM.
The second limitation is set by the existence of
unwanted layers on the "bare" and oxidized samples.
These layers are, as discussed in Sec. IV, of two
types: (i) carbon deposited during the analysis; (ii)
natural oxide on the bare samples. It can be shown
that in all our experiments the contribution of the
beam angular divergence dominates. This is due to
the fact that for the light ions and relatively high en-
ergies used, the scattering cross sections are small,
leading hence to very narrow angular distributions
after crossing the unwanted layers which thicknesses
are reported in Sec. IV. The angular distribution of
the incident beam is different in shape from the
multiple-scattering distributions. However, in regard
to order of magnitude and in order to estimate the
experimental uncertainties it is interesting to evaluate
the thicknesses of the SiO, layers which would lead
to angular distributions comparable in width
(HWHM) to the overall unwanted beam spread. ‘We
found that this thickness varies from about 130 A in
the case of 900-keV protons to about 40 A for 500-
keV helium and 1750-keV nitrogen ions. In the case
of the oxidized samples, a first-order correction may
be simply obtained by adding the SiO, thicknesses
defined above to the SiO, thicknesses measured by
nuclear microanalysis; this treatment is satisfactory if
the corrective term which can be estimated with a
20% uncertainty, is small as compared to the overall
thickness. This implies that trustful quantitative
results can only bg obtained here for SiO, layers
thicker than 500 A. It is interesting to note that this
lower thickness limit is the same as the one obtained
in the preceding discussion where the relative widths
of the angular scans and multiple-scattering distribu-
tions were compared.

It is more difficult to take into account the effect of
the beam angular divergence and of the unwanted
layers on the assumed "bare" crystal. The experimen-
tal yields x%(¢,x) measured are somewhat different
from the yields corresponding to a really bare crystal,
and to a parallel incident beam, which should be in-
serted in Eq. (3). However, an estimation of the
contribution of this effect on the measured X2, (¢,x)
may be attempted using the square-well approxima-
tion described in Sec. VI A.

As the weight in the [0, ¢;/2(x)] domain of the an-
gular distribution corresponding to the overall
unwanted beam spread is known, one can calculate,
using this approximation, a "theoretical" value
X%(0,x) from the experimental value x5,(0,x). The
result is

X2(0,x) =1 —[1 = x5,(0,x)1/P(0, ¢, ,(x)) . 9)

It is reasonable to assume that the half-width y,,,(x)
of the angular scans is less affected by the unwanted
beam spread than the values x%(0,x). We hence
have inserted the experimental values y,,;(x) in Eq.
(29). The values x%(0,x) obtained in this way were
used to reconstruct corrected angular scans, which
were introduced in data reduction.

The different corrections described in this section
do not lead, all together, to more than 5% to 10%
effects on the widths of the angular distributions ob-
tained from the experimental results in the case gf
SiO, layers of thicknesses larger than about 500 A.
As indicated above, uncertainties on the corrections
are of the order of 20%; consequently the precision
on the widths of the angular distributions found in

- this work is of the order of 2%.

VII. COMPARISON OF THE EXPERIMENTAL AND
PREDICTED ANGULAR DISTRIBUTIONS

Typical fits of the yields X°*(x) are presented in
Fig. 13. These fits were obtained as discussed in Sec.
VI by inserting appropriate functions F () in Eq.
(3). The theoretical functions F () are related to

. the functions f;(7, ¢) tabulated in Ref. 18 by

2ndF(p)dp=¢f (7, d)dd (30)

In all cases it appeared possible to fit the yield curves
X°*(x) over the whole range of experimentally avail-
able penetration depths x with functions F(¢) calcu-
lated by inserting in Eq. (30) a function f| obtained
by a simple contraction or dilatation by an appropriate
factor B of a starting function tabulated in Ref. 18.
This corresponds simply to a change in scale and
hence the shape of the tabulated distributions is satis-
factory in regard to our experimental results. Our
discussion will hence be restricted to the width of the
distributions leading to the best fit.

As discussed in Sec. III, for a given reduced thick-
ness 7 one may consider that the dominant collisions
in regard to their influence on the body of the
multiple-scattering distribution arise from a restricted
domain of impact parameters to which can be associ-
ated a given power potential R /™. For small varia-
tions of 7 the shape of the angular distribution is
hence conserved and the scaling factor for the width
of the body of the distribution is 72", Hence if the
reduced thickness corresponding to the starting tabu-
lated distribution is 7, the distribution leading to the
best fit and obtained by dilatation or contraction
corresponds, if B is closed enough to unity (this was
always the case in our data reduction) to a distribu-
tion expected for a thickness 782™. The values of m
which are appropriate for the thicknesses studied here
aré, as shown in Sec. III, of the order of 0.7.

The quality of the fits presented in Fig. 13 is
significantly affected by a modification of 1% of the
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FIG. 13. Fit of the depth dependence of the minimum
yields for oxidized crystals leading to the determination of
the angular distributions. The points are the experimental
yields whereas the continuous lines are the calculated fits.
(a) Case of 0.9 MeV protons. (b) Case of “He ions.
Squares, circles, and triangles refer, respectively, to 0.5-,
0.9-, and 1.8-MeV incident %nergies; open and full symbols
refer, respectively, to 1265-A and 326-A SiO, layers. The
symbol @ refers to 818-A SiO, layer. (c) Case of 1.75-MeV
nitrogen ions. ‘

parameter 8. The widths of the angular distributions
fitting our results are hence determined with this pre-
cision; the corresponding precision on the associated

reduced thicknesses which varies like 82" is then
1.5%."

An appropriate parameter to characterize the width
of the angular distribution is the FWHM ¢, 2 of the
function f1(r, ¢). We report in Fig. 14 a graph of
the theoretical dependence ,/,(7) and, plotted along,
the set of points corresponding to our experimental
results. The ordinate of these points correspond to
the value ¢, 12 leading to the best fit and their abscis-
sas to the values of 7 obtained from our experimental
determination of the target thicknesses, taking also
into account, in the way described in Sec. VI, the
overall unwanted beam spread.

The screening radius a intervenes in the relations
between the real and reduced angles and thicknesses
[see Eqs. (7) and (8)]. As usually done in literature,
the Lindhard screening radius was used in order to
plot the experimental points in Fig. 14. This screen-
ing radius was calculated for a monoatomic target
with Z, =10, which was shown to be equivalent to
Si0,. We also report in Fig. 14 results from Hogberg
et al.* relative to hydrogen and helium ions of about
40 keV in carbon foils. A reasonable agreement
between theory and all the experimental results is ob-
served. However, a striking feature is that for 7 > 5,
i.e., in all the cases for which our measurements were
sufficiently accurate, the experimental values J:l/z are
systematically about 10% higher than predicted.

This is in agreement with the results of Ref. 33 and
more generally with various different measurements
performed for hydrogen and helium ions.3*3 An ex-
planation of this effect may be attempted in our par-
ticular case. Our experiments were performed with
hydrogen and helium ions at energies greater than
500 keV. At these energies the mean charge associ-
ated to the charge-state equilibrium of these particles
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FIG. 14. Comparison between the reduced widths of ex-
perimental and theoretical angular distributions for various
reduced thicknesses 7. The experimental results are ob-
tained with various particles and energies. The reduced
thicknesses and widths are calculated using the Lindhard
screening radius for Z, =10. Results from Ref. 33 are also
reported.
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in matter is near its maximum value which
corresponds to completely stripped particles. It ap-
pears hence more convenient to use the atomic
screening radius corresponding to the target atom:

a'=0.8853a,Z51 . @31

If one changes the value of the screening radius from
a to a' for a given thickness of matter Nx, the re-
duced thickness will become [see Eq. (7)]:

'=1(a'la)? (32)

The scaling factor in width is 7/2™ with a value m
well adapted for thicknesses of the order of . Hence
the change in reduced angle width will be

bin=dinla'la)im | ~ (33)

and the change in width in the laboratory system will
be [see Eq. (8)]

iy =dfpla'/a)!imt (34)

Equation (34) shows that if m is significantly lower
than 1, the choice of a screening radius seriously
affects the comparison between experimental results
and the theory. In our case, the ratio ¢¢/¢? varies
as (a'/a)**. The atomic screening radius
arp=a'=0.217 A for Z,=10 is, respectively, 15% to
10% greater than the Lindhard screening radius
corresponding to helium and proton (a}€=0.188 A
and af'=0.197 A). The theoretical angular widths
(for a given thickness Nx) expressed in real angles
are hence broadened from 5% to 7% when the atomic
screening radius is used; this significantly improves
the agreement between experimental results and
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FIG. 15. Comparison between the reduced widths of ex-
perimental and theoretical angular distributions for various
reduced thicknesses 7. The experimental results for protons
and “He are reported in reduced coordinates using for the
conversion the Thomas-Fermi screening radius of the mean
target atoms (Z, =10).

theory. This appears clearly in Fig. 15 where the
theoretical graph &f/z(r) is compared to our experi-
mental results, expressed in reduced coordinates by
using the screening radius a' of Eq. (31). In this
figure, we report only the results corresponding to

7 > 5 which were shown to be determined with preci-
sion. The discrepancy between the ordinates of the
experimental points and the theoretical curve never
exceeds 3%. This is very satisfactory in regard to the
various uncertainties reported in this paper and which
affect the position of the experimental points.

The agreement illustrated in Fig. 15 is not a
definite indication that the atomic screening radius of
the target atom is the most appropriate to describe
the collision with a completely stripped ion. In fact,
the electronic surrounding of a target atom during a
collision is modified by the presence of the particle.
It would then be reasonable to guess that a well
adapted screening radius should have a value in
between the value proposed by Lindhard, which is as-
sumed to describe an atom-atom collision, and the
value corresponding to the screening of the target
atom alone. The definite improvement obtained in
our case by taking into account the fact that the in-
cident ions are stripped in matter is, however, cer-
tainly significant. Such an improvement cannot be
reached for the results of Refs. 33—35 where low-
energy (around 50 keV) proton and helium ions,
which cannot be considered as stripped, were used.
In Ref. 34, however, considering that the Thomas-
Fermi potential is perhaps not perfectly appropriate in
the case of ions of low atomic number, the authors
have adjusted their results to the theory by using an
ad hoc value of the screening radius which was hence
considered as a fitting parameter.

The agreement between the results of the present
work and the theory indicates that the basic hy-
potheses of this theory are appropiate for multiple

_scattering in the targets used in our experiments. In

particular, the hypothesis that multiple scattering may
be described by a series of independent binary colli-
sions obeying Poisson statistics appears to be a good
approximation for amorphous solids in the range of
thicknesses studied here.
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