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In the intermetallic compound PrNi5, exchange interactions between Pr ions are small enough

in order not to disturb the crystal-field singlet ground state of the Pr3+ ion. The thermodynamic

and magnetic properties are thus mainly determined by the crystal-field splitting. It is shown

here that magnetic-susceptibility, specific-heat, and thermal-expansion data can be explained sa-

tisfactorily with one crystal-field Hamiltonian.

I. INTRODUCTION

Systematic studies of the properties of RCo5 and
RNi5 intermetallic compounds (R standing for any
rare-earth element) date back nearly 20 years, when
Wernick et aI. ' first established the hexagonal CaCus
structure of these materials (see Fig. 4). Magnetic
studies by Nesbitt et af. 2 showed that all RCo5 com-
pounds are ferromagnetic, with a saturation moment
larger than that of YCo5 for R =Sm, Pr, and Nd, and
smaller for the heavier rare earth' s. This fact was ex-
plained by assuming an antiferi'omagnetic coupling
between the ferromagnetically ordered cobalt spins
and the s component of the rare-earth local moments,
which leads to moment compensation in the case of
the heavy rare earth' s. All RNi5 compounds, on the
other hand, showed no evidence of ferromagnetic
order among the Ni ions. In particular, YbNi5 was
still found to-be paramagnetic at 1.4 K. Thus in the
RNi5 compounds, the 3d shell of the nickel ions
seems to be filled by the valence electrons of the
rare-earth ions. Except for PrNi5, all RNi5 com-
pounds are still ferromagnetic at lower temperatures,
due to the ordering of the rare-earth moments. The
highest ordering temperature of 27 K is found in
GdNi5. PrNi5 (in polycrystalline form) is anomalous
in that its magnetic susceptibility shows a weak and
shallow maximum around 16 K. Early suspicions of
an antiferromagnetic transition were discounted by
the work of Craig et al. who found that the specific
heat shows no anomaly around 16 K, which would be
indicative of antiferromagnetic order. These authors
then concluded that the susceptibility maximum is a
crystal-field effect and that the crystal-field ground
state of the Pr ion must be a singlet, leading to Van

Vleck paramagnetism at low temperatures. They
were also the first ones who tried to fit a crystal-field
Hamiltonian to the specific-heat and susceptibility
data. This fit yielded a I 4 singlet ground state and
first excited states lying 37.9 K (I'5 doublet) and 89 K
(I 3 singlet) above it. It predicted the susceptibility
maximum to occur at 20 K for fields applied along
the c axis and a smalier susceptibility (with no max-
imum) for fields normal to the c axis.

Subsequently, we grew the first single crystals of
PrNi5 in the course of our work on hyperfine-
enhanced nuclear magnetic cooling in Van Vleck
paramagnetic Pr compounds. 4 ~ The actual suscepti-
bility anisotropy was found to be opposite to the
predicted one, which means that the actual crystal-
field splitting must be different than that deduced in
Ref. 3. Shortly afterwards, more specific-heat as well
as thermal-expansion data6 became available, which
further motivated the search for the true crystal-field
splitting. A brief summary of the main results of
these crystal-field calculations has already been
given. 7 In this paper we should like to compare our
"best-fit" crystal-field amplitudes with point-charge
calculations. Furthermore, we also calculate the
crystal-field contribution to the thermal expansion
both along and normal to the e axis in the low-

temperature range and compare it with observations.

II. CALCULATION OF THE
CRYSTAL-FIELD LEVELS

The singlet ground state of the crystal-field-split
H4 multiplet of Pr + in PrNi5 remains stable if the

exchange interactions between the ions are sufficient-
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ly weak. The condition for exchange induced rnag-

netic order is

with

z x2$J,,
g pa 1(J'

(2)

At low temperatures, where only the first excited
state (at energy 5 above the singlet ground state) is
appreciably populated, the specific heat is given by

C
g ~-h/kT

R kT

being the molecular-field exchange constant, J&J;.Jj
the exchange energy between ions i and jwhich
possess total angular momenta J; and J,. (in units
of l't) and X, the crystal-field susceptibiiity. As we
shall see below, h. comes out to be 5 mole/emu (po-
sitive, ferromagnetic sign). This is about three times
smaller than the critical value necessary for induced-
moment ordering and means that when taking only
nearest-neighbor interactions into account in Eq. (2),
the exchange energy between two ions (assuming
J =4) is equivalent to —1.6 K. This exchange will
lead to a broadening of especially the excited magnet-
ic doublet levels which is of order six (nearest neigh-
bors) times 1.6 K. However, the center of gravity of
the individual levels should remain unchanged and
still be given by the crystal-field interaction alone.
The specific heat and thermal expansion should then
remain unaffected to first order by exchange interac-
tions, and their effect on the susceptibility can be
taken into account by the usual exchange enhance-
ment formula

x=x/(1 —x„) .

where g~ is the multiplicity of the excited state.
Analyzing the difference of the specific heat of
PrNis, s and that of LaNi5' (which is replotted in Fig.
I) between 3 and 8 K yields 5/k =25.7 K and
g~ =1. The possible wave functions ar'ising from a
J =4 multiplet in a crystal field of hexagonal sym-
metry are (see, e.g. , Ref. 9)

rt = Io)

r, =;„(I+3)+ I-3)),1

r~= „,(I+3) —
I

—3)) ~

1

r5 a21+2) + a4I +4) (doublet)

I' = —a4I+2) + a2I+4) (doublet)

I 6
=

I
+ I ) (doublet)

The ground state must be either the I'3 or I 4 singlet.
Since we know that the susceptibility along the c axis
is smaller than that along the a axis, this first excited
singlet state cannot have a matrix element of the
operator J, with the ground state, and therefore must
be the I ~ state, In order to explain the susceptibility
maximum around 16 K in magnetic fields normal to
the c axis, it is highly probable that the next higher
state is the I 6 doublet, since it has a rather strong
matrix element of the operator Jz =

z
(J++J ) with'

the I ~ state.
. Guided by these requirements, we have searched

for suitable solutions of the crystal-field Hamiltonian.
Similar tp Ref. 3, we write the latter in the form

0 0
I/=azoz+ago4'+a, 'o60+a,'o,'= ll (I-IyI) ' +yx ' +(I —I+I)

F2 F4

06 O60 6
x (I —IzI) +z, —gpsH I

F6',
,

(6)

where the O„are the Steven's equivalent operators .

and where the four possible crystal-field amplitudes
B„can be changed by varying the parameters x, y,
and z between —1 to +1.

It should be noted that in the work of Ref. 3, the
parameter z was not an independent variable since
the ratio of the crystal-field amplitudes Bp and B6
was assumed to be constant (86a/86 = 77). The8

Hamiltonian in Eq. (6) was diagonalized and the sus-
ceptibilities and specific heat were computed from the
eigenfunctions using the standard thermodynamic

formula. After about 50 computer runs, we found,
by trial and error, a best fit to the susceptibility and
specific-heat data for the following set of the parame-
ters:

x =0.18, y =0.72,

z =0.91, 8'/k = 20.8'
The corresponding eigenfunctions and eigenvalues
are tabulated in Table I.

This fit is reproduced in Figs. 2 and 3. The bare
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1.0— TABLE I. Eigenfunctions and eigenvalues for the
"best-fit" parameters x -0.18, y =0.72, z =0.91 and
W/k =20.8 K. Also shown are the eigenvalues recently
determined by inelastic neutron scattering (Ref. 12).

Eigenfunction E,/k (K)
(This ork)

Ei/k (K)
(Ref. 12)

K
0.5

I 5'

I'3

2

r,
I )

I'4

o.»7 I+4) +o 2l41+»

(I+3) + I
—3))

2r/2

o.2l4I+4) -o »7I+2)
+l)

1

2i/2
(I+3) —I-3))

332

156.8

48.2
39.4
22.9

0

392.4

158.6

54
39
17.6

0.1

0
0

T (K)
)0

t lU. I. Low-temperature specific heat ot PrNi5 and LaNi5

as well as their difference. Also plotted are the theoretical
curves for (a) one excited singlet state only at 25.7 K and

(b) the overall "best fit" including all levels.

crystal-field susceptibilities come out lower than the
observed ones. Using Eq. (3) with a molecular-field
constant A. =5mole/emu yields the dash-dot lines in
Fig. 2. We see that the fit to X~ is quite reasonable,
whereas X~I comes out some~hat lower than what we
observe. (Clearly, a still better fit might be possible
by including an anisotropic exchange interaction. )
Since the I't level in the overall fit lies lower (22.9 K)
than estimated by Eq. (4) (25.7 K), we overestimate
the specific heat at low temperatures, as seen in Figs.
1 and 3. Some of the observed reduction of the peak
in the specific heat can be explained by exchange
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l
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F16. 2. Molar magnetic susceptibilities of PrNi5 for fields

parallel and normal to the c axis (solid lines). The dashed
lines are the "best-fit" crystal-field susceptibilities, the dash-
dot lines their exchange enhanced values.

FIG. 3. Specific-heat difference between PrNi5 and LaNi5.
Above 16 K, the data are those of Ref. 3, below, those of
Ref. 6. The dashed line is computed using the nbest-fit"

crystal-field levels given in Table I.
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FIG. 4. Crysta) structure of PrNi.
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aoiPs

4o 4o TABLE II. Point charges on the nearest and next-
nearest nickel ions which would explain the empirically
found crystal-field amplitudes.

Co/2

o/2*4

rR4R

R2~ I+ (Co/4o)

Amplitude

g0
B40

B
g6

Point charge
(in units of ( e ~)

—1.14
—36.8
+50.6
—66.2

NEAREST NEIGHBORS
IN SAME PLANE (Z*O)

NEXT NEAREST NEIGHBORS
ABOVE AND BELOW (z~ 4 Co/2)

FIG, 5. Location of, nearest and next-nearest nickel ions
(solid dots) around one Pr ion.

RJ —0.0210101, pg= —7.34619 x 10

yJ =0.60994 x 10~, (r2) =0.304 A2

(r ) =0.221 A, (r ) =0.345 A

e2/k = 1.67097 x 104 K A

It should be noted that in contrast to the case cf the
hexagonal close-packed structure, where the 82 term
vanishes for the ideal c/a ratio, the magnitude of the
82o term in Eq. (8) never vanishes and only has a

minimum for co/ao = 1.22, as shown in Fig. 6.
Comparing the point-charge values for 8„(Eq.8)

I.O—

N
O A

C4

V

Cl 0.5—
0OI

Cl

0 I.
2

Cp/Qp

FIG. 6. Variation of the second-order crystal-field ampli-

tude with the e/a ratio in the point-charge model.

Here Z denotes the ionic charge on the Ni ions in

units of +)e ( and a =
2

ao. We have used the

following values for the Stevens multiplicative factors
aJ, pJ, yz, and the averages (r") (Ref. 12) for the 4f
wave functions:

with, the empirical ones [Eq. (7)], we see that the
second-order term is consistent with a negative
charge of about —~e ~

on the Ni ions, but that all
higher-order amplitudes would correspond to consid-
erably larger point charges, as shown in Table II.
This breakdown of the point-charge model for the
higher-order crystal-field terms is commonly ob-
served in rare-earth compounds, and is most prob-
ably due to the fact that a substantial contribution to
the crystalline electric field comes from a redistribu-
tion of charge of the 5d valence electrons of the Pr
ion itself, a contribution which we have completely
neglected here. Nevertheless, we can conclude from
the B2 term that the Ni ions are negatively charged.
This is consistent with the idea that the nickel 3d
states are filled and the nickel ions are nonmagnetic.

IV. CALCULATION OF THE CRYSTAL-FIELD
CONTRIBUTION TO THE THERMAL EXPANSION

A large and very anisotropic thermal expansion has
been observed in single crystals of PrNi5, 6 which was
as yet unexplained. The observed. expansion coeffi-
cient is reproduced in Fig. 7. It is negative along the
c axis and positive normal to it. Because of its large
magnitude, it must be mostly due to crystal-field ef-
fects. The only other noteable contribution (at least
below —8 K) is a linear electronic term, which hap-
pens to have the same type of anisotropy. Since we
now know the crystal-field level scheme, we have at-
tempted to explicitly calculate the cryrstal-field contri-
bution to the thermal expansion.

According to thermodynamics, the thermal expan-
sion along the axis i of a crystal is determined by the
sensitivity of the temperature derivative of the free
energy to stress in the direction i (Maxwell's rela-
tions)

1 O'F
9T V 9TQa. I

The relation between stress 0- and strain ~ in a crystal
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(10)
is (in Voigt's notation)

e$ = sikcrk, i,k 1, 2, 3

where the s;k ar'e the compliance factors. Using Eq.
(10), the right-hand side of Eq. (9) can be
transformed in the usual way into a sum of strain
derivatives of OF/OT. 1n the case of PrNi3 it is more
convenient to work with the variables a and c/u in-

stead of the ~;. Their relation is

Sa Sc=—(Et + f2), (11
8 2 C

We now rewrite Eq. (9) in terms of derivatives with
respect to a and c/a

O'F O12 1 O'F O(c/a)
OT . V OTOa Ocr; V OTO(c/a) Oo;

(12)

Making again use of Eqs. (10) and (11) we finally
obtain the following expressions for the thermal ex-
pansion coefficient in the two principal directions:

1 Oc a O2F
2 +2 c/a O2F

4V OTO
2 13+2$23)

2V O O( / )
2$33 $13 $23

c/a O' F 111+$22+$21+$12)—,, [$31+$32—
2 ($11+$22) ——($21+$12)]2V 8TQt,cjoy 2 2

(13)

Unfortunately, we have so far no knowledge of the
compliance moduli sk for PrNi5. Comparing with

other hexagonal metals, however, we can at least
predict the signs of the Sk sums in Eq. (13). Making
use of the symmetry relations s11=s22 and s13 s23,
we o.btain

s, =2s13+2s23 =4S13= negative

Sc' = 2S33 —
13

—
2

= 2($33 —$13) = positive,
1 1

Sg =$31+$32——($11+$22) 2 ($21+$12)

to be true only for the second-order term (see Table
11), since only this term seems 1o agree in magnitude
with a point-charge calculation. To obtain the
changes in the energies E& upon changes Sa and
S(c/a) we first compute (in the point-charge model)
the relative changes 6,8, caused by the changes ha
and h(c/a). We then determine the shifted eigen-
values with our computer program in order to be able

I 1 I t I 1 I 1»
f5—

~ ~ eee
e e

~ ~
~ ~ ee

= 2$13 —($11+$12) = negative,

Sa S11+S22+ S21+S12

= 2($11+$12) =positive

With the further abbreviations

f2-

ee
ee

e$e

a 82F
4 V 9TQa

c/a O2F

2 V OTO(c/a)

we can finally write Eq. (13) in the form

1 Qc

~T
=yasc +yc/usc

c QT

1 Ba
~T

=yasa +yc/asua 9T

(14)

(15)

~ m

I 1 I 1 I & I

~ ee

e
e

The quantities y, and y, /, are determined by the sen-
sitivity of the crystal-field levels to changes in the lat-
tice parameter a (at constant c/a) and to changes in
ratio c/a (at constant a). We now assume that the
relative changes of all crystal-field amplitudes upon
changes in a and e/a is the same as that for the
point-charge amplitudes. This can really be expected

-)6-
I

2

~ ~

e ~ e
I i I 1 I 1 I 1 I

6 B 10 )2

F16. 7. Thermal expansion coefficients of PrNi5 along

and normal to the hexagonal c axis at low temperatures.
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to calculate the free energy derivatives
x|06

$2p

QTgQ

1

PE, -X hE& pE, -

kT Z
t

d.E; pE, -
1

Z
(16)

(Z is the partition sum) which is needed to determine
y, and y,~, in Eq. (14). In Eq. (16), hu stands for
ha and h(c/a).

To get a feeling of the contribution of the individu-
al crystal-field amplitudes to the thermal expansion,
.we have. calculated the quantity y, under the con-
straint that only one of the four crystal-field ampli-
tudes is strain dependent. These four computer plots
are shown in Fig. 8. Similar curves are obtained for
y,~„except that those where 860, respectively, 8$
only are varied are of opposite sign. It can be seen
that all curves show maxima in the same temperature
range where the thermal expansion data (Fig. 7) are
suggestive of a maximum (around 12 K). For arbi-
trary elastic constants, the calculated y, and y,g,
curves have the proper sign to yield a negative ex-
pansion along the c axis and a positive one along the
a axis, except for two cases: %'hen considering the
82 term only, it yields the wrong sign (negative) for
y„and when considering the B4 term only, it yields
the wrong sign (positive) for y,~, . In Eq. (15), the
dominant elastic constant is usually s,+. Thus for

10—
X&0

20

FIG. 8. Plot of parameter y~ vs temperature, when con-
sidering only the strain dependence of individual crystal-field
amplitudes 8~ as indicated (see also text).

-5-

FIG. 9. Plot of ya vs temperature, when including the
strain dependence of all crystal-field amplitudes, and of y,~~,
when including the strain dependence of all but the 84 am-
plitude.

(1/c) dc/BT to be negative (as observed), y, ~, has to
be negative. For (I/a) f)a/f)T to be positive, y, has
to be either positive or else smaller in magnitude
than y, . Fairly good qualitative agreement with ex-
periment is obtained by calculating the quantity y, in-

cluding the contribution of all crystal-field ampli-
tudes, and by calculating the quantity y, ~, including
all but the 840 amplitude (Fig. 9). These curves
would be in reasonable qualitative agreement with
the data. For an absolute comparison, we have to
await the determination of the elastic constants of the
PrNi5 crystal.

The thermal-expansion calculation has thus shown
that at least some of the crystal-field amplitudes have
a strain sensitivity different from what one would
predict in the point-charge model. It is on the other
hand also clear that by choosing the proper strain
derivatives of the amplitudes B„,agreement with the
thermal-expansion data can be obtained, as shown by
the proper position of the maxima in the y, and-y, ~,
curves. This reinforces our belief, that our proposed
crystal-field level scheme for Pr + in PrNis must be
close to the true one since it fits reasonably well the
specific-heat, magnetic-susceptibility, as well as the
thermal-expansion data. It has come to our attention
that the crystal-field levels in PrNi5 have recently
been observed by means of inelastic neutron scatter-
ing experiments by Andreeff et at. ' A fit to their
data yields indeed a level scheme very similar to
ours, which is most gratifying. For comparison. their
eigenvalues are also included in Table I.
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