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Anti-Kondo effect in Rh-Fe: de Haas —van Alphen observations
of scattering anisotropy and exchange energy
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Wave-shape analysis of the de Haas —van Alphen (dHvA) signal on two hole orbits labeled

u(111) and P(100) in Rh —500-ppm Fe and Rh —700-ppm Fe at T =1.2'K yields values of the

exchange field which display no significant field dependence, and a magnitude equivalent to a

g-factor shift of -10% (antiferromagnetic) from pure rhodium over the experimental

magnetic-field range. No significant (&2%) spin-dependent scattering anisotropy was observed

on these orbits. The scattering temperatures measured from the amplitude of first-harmonic

dHvA oscillations on o.(111),P(100), and 5(111) orbits display very different temperature

dependences, with the most d-like orbit [5(111)]showing the largest temperature-dependent

scattering rate and the least d-like orbit [o.(111)]showing a negligibly small temperature depen-

dence. This proves that the anonsalous temperature-dependence of the RhFe electrical resistivi-

ty is connected with the d-wave nature of the host. We observe that the slope of the resistivity.

is a factor of 4 smaller than that of the Dingle temperature on d-like 6(111) orbits over the tem-

perature range between 1.2 and 1.8'K. An APW calculation of the orbital symmetry character

has been performed to facilitate phase-shift analysis of the data. A discrepancy between the ex-

perimental results and the phase-shift analysis of the temperature dependence of the scattering

rate indicates that the explanation needs something beyond the (Anderson) phase-shift model.
Knapp's two-band model and Kondo's hypothesis of simultaneous presence of spin and potential

scattering have been ruled out as an explanation of the resistivity anomaly in RhFe, owing to

the observed positive temperature dependence of the scattering rate on d=like 5(111) orbits, and

the calculated small potential scattering phase shift, respectively. The localized-spin-fluctuation

model (LSF) explains quite well the temperature dependence of the resistivity. Ho~ever, a cal-

culation of the orbitally averaged scattering rate due to spin fluctuations is necessary to make a

direct comparison between the LSF model and our experimental results.

I. INTRODUCTION

The RhFe dilute-alloy system has been a prototype
of unusual magnetic-impurity behavior ever since the
discovery that its electrical resistivity retained a posi-
tive and nearly linear temperature dependence down
to 0.02 'K.' Because the host is a transition metal, a
wider variety of interpretations are possible than in
the usual Kondo systems. Explanations proposed in-

clude the presence of several bands of differing
wave-function symmetry, ' the simultaneous presence
of spin and potential scattering, " a temperature-
dependent occupation of the spin-down impurity
band, 5 and localized-spin-fluctuation (LSF) scatter-
ing. However, while several such models describe
the gross features of the bulk measurements, they in-

volve very different pictures of the underlying mi-
croscopic state.

Landau quantum oscillations of the magnetic sus-

ceptibility [the de Haas —van Alphen (dHvA) effect'j
can be used to measure very specific properties of the
impurity-electron interaction. The dHvA effect is
produced by the electrons on well-defined orbits on
the Fermi surface (FS), whose wave-function sym-
metry can be calculated. Since the applied field po-
larizes the spin of the conduction electrons, informa-
tion about the spin-dependent part of the interaction
can be deduced. Recently, analysis of the wave
shape 9 of dHvA oscillations has been developed
which yields the spin-dependent self-energy' charac-
terizing the electron-impurity interaction. Thus, the
dHvA effect provides a detailed, microscopic model-
independent picture of the impurity-host interaction.

This project was undertaken in an attempt to pro-
vide, using dHvA techniques, direct microscopic infor-
mation on the scattering, its temperature dependence
and k-space anisotropy, and on the exchange energy
of the Fe impurity in Rh. Preliminary results have
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been reported earlier. " A more detailed description
is given elsewhere, " The following goals have been
achieved in this experiment. First, a comparison of
scattering rates on Fermi-surface sheets of differing
symmetry explains the nature of the coupling and
yields the impurity phase shifts. Second, the tem-
perature dependence of the total scattering rate on
several FS sheets is observed and compared with the
resistivity. Third, measurements of g-factor shifts
and of the spin dependence of the scattering yields
the microscopic values of the exchange energy and
the full spin-dependent self-energy.

A. dHvA effect in the presence of magnetic impurities

The dHvA effect in nonmagnetic metals containing
magnetic impurities can be taken into account
phenomenologically by a modification' "of the
Lifshitz-Kosevich formula

M», =—X , C,D"[E—"+E2"+2 cos(2 srrS) ]'"
r=1

x sin[27rr(F'/H —X) + —m+58„], (la)

where

= 1.304 x 10 ' Oe' '/K,

X=2m ksc/he =146.9kG/K

(lg)

Thus, a measurement of TD 4TD, 4F, and H,„can
yield information on both the real and the imaginary
parts of the self-energy for up- and down-spins. Ex-
perimentally, the information is determined by pre-
cise measurement of amplitudes and phases 8, of
various harmonics, ~here 8, is defined

8, =2mr(F/H —r) +
~

m+ 58,

using methods of analysis described earlier. " With
the detection of the first three harmonics and the
phase difference 28~ —82, 38~ —83 [see Fig. 1 and Eq.
(1)], it is possible to calculate directly the spin-
dependent scattering (SDS) and exchange energy
(EE) at a single value of magnetic field and tempera-
ture.

is the conduction-electron self-energy, and 0-

represents the spin of the electron. The absolute am-
plitude is set by

' 3/2

v = [4/c /(277) ' ]—

C, =vTF/ rH
dkH2

D =exp( —Rom"Tp/H)

E =exp( h.om'5 Tp/H—)

r ~0m'T
2 sinh

(lb)

B. Theoretical models for the effect of
magnetic-impurity scattering on the dHvA effect

a. Based on the s-d exchange Hamiltonian, the self-
energy of the impurity —conduction-electron

Here we have F' = F —iLF (AF is the shift in dHvA
frequency due to alloying),

1 —E'
58„=tan ' tan(nrS')

1+E'

AF/H =(Xl'+ Xl')/2k'),

(1c)

and

Tp =—(Xl + Xt")/27rks

is the mean Dingle temperature for up-spin and
down-spin electrons, and

mks(Tpt Tpl) =nkshTp =(Xt —X(")/2 (1d)

(le)

is a measure of the spin splitting of energy levels,
H,„ is defined as the exchange field where

X =X' —isgnX"

is a measure of the spin-dependent scattering, and
1

S'= g + =2m g, —I BH ~t ~) & e Hex

Ao), @AH

FIG. 1. Phasor diagram of the rth dHvA harmonic am-

plitude (M,) defined in Eq. (1) in the presence of spin-

dependent scattering anisotropy (SDS). 58, is the SDS-
induced phase shift. ~rS' is the spin-splitting angle.
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interaction is where ImSL are the scattering parameters defined as

x (i Ol) = sing, exp[is„sgn(cu)]
7pp

ihqL
ImSL = AL sinAqq e (sb)

+exp[2itl, sgn(t0)]tt (i(u) (3)

rrKEETD= —c $2up(I +r) Re(Tl TJ) (3a)

where c is the concentration of impurities, p is the
density of states, 5, is the phase shift due to potential
scattering, and tj is the t matrix of the scattering due

to the s-d exchange interaction, with the replacement

J = Jcos25,

Thus, Harris et al. '" evaluate the self-energy based
on the assumption that the exchange interaction ar-
ises primarily from a resonant interaction between
the d-wave part of the conduction-electron wave
function and the localized d states on the impuri-

ty, " "and obtain Sc
Xrr = 00Ib sin'gg e

7T p

where

(6a)

(QA /QrtL) E are the derivatives of the area of the or-

bit with respect to the phase shifts, and are the
means by which the symmetry character of the host
determines the relative orbital-scattering anisotropy.
As indicated in Eq. (S), the scattering rate has a con-
tribution from both potential scattering and tem-
perature-dependent exchange scattering.

b. Based on the Anderson model, Shiba' related the
self-energy to the d-wave phase shift, under the as-
sumptions that the inelastic scattering can be ignored
and only the d-wave scattering phase shift is impor-
tant.

g p,ae,„=cXa[(l+r)' —P'] Re(T', —T', )

rrka To =—c X (a +oaf(1+r)' —P']

Ob) $ (II'k I')orb

Ofb 2

$ (II'k I')Fs
m= —2

&& T~ Im(Tl + Tl)) (3c)

The parameters e, p, r, and E are defined as fol-
lows:

and Vk is the transition rate describing the s-d mix-

ing character. Through the Friedel sum rule, we can
obtain

p = ~p(IbLM«) I')Fs Re~LtL

~ = ~p(lbLM(K) I )FsIm~LtL

e = ImAI tL

(4a)

17ks TD = a „b ( sill 'rid + sin 'ill)
Sc

p
2 2

where, following Nagasawa, "we have

gl = ,
' rr[Nl(T) ——qo]

ril = —,
' or[Nl(T) —qp]

(7a)

(7b)

tL = (EF) 'i2 sinhrtL— (4b)

h2c (jArrks TD =,QimSL
2vrm' L

I
~~L

Here AL are the backscattering coefficients;
I bLM(K) I2 represents the amount of s-, p-, and d-like
character of the Bloch state, and the notation

(I bLM(K) I )«», and (I bLM(K) I') Fs stand for the
average around the orbit and the average over the
Fermi surface, respectively. AqL represents the
difference between the phase shift of host and the
impurities at the Fermi energy; ReAL and ImAL are
the real and imaginary parts of backscattering coeffi-
cients; the gM denotes the summation of the d-like

representations I ~2 and I 25 of the cubic group, and
T is the temperature-dependent t matrix containing
the information about the exchange scattering.

Thus, we can rewrite" Eq. (4) as follows:

where W is the d-electron number of the impurity
atom for each spin component, qo is that of the
host-metal atom, and

Nl(T) = N(0) + N'(T)

Nl(T) =- N(0) —N'(T)
(7c)

The difference Nl(T) —Nl(T) contributes to the
magnetic susceptibility, and appears to vanish at 0'K
(nonmagnetic ground state). '2 We can rewrite

Eq.(7) as:
r

rrks To ——a, b (0)
vT p

(Q) =sin2( —,7r[N(0) —rio])

+cos(—', lr[N(0) —qll]) sin'[ —'AN'(T)]
1

—c Lr[(1+ r)' —p'1 —, Im(TJl + Tjl) (sa)
Thus a simple phase-shift calculation is presented
which relates the temperature dependence of the
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non-spin-flip scattering to the temperature depen-
dence of the impurity magnetic moment through the
quantity N '( T) .

c. In analogy to localized spin fluctuations (LSF) in

resistivity, the Dingle temperature may be expressed
as the sum of a potential scattering term plus LSF
scattering rate (1/r)LsF as follows:

A'c
mktt To = „QImSt

7rm L
' 'gg E

i

+ (g/rLSF), (9)

where (1/r) LsF =0 when T =O'K, varies initially as
T' and then as T, by analogy with the resistivity. '

In this approach, the temperature dependence of
the scattering rate is due to scattering of conduction
electrons from time-dependent fluctuations of the
magnetization at the site of a magnetic transition-
metal impurity (i.e., LSF). Such a model explained
the resistivity behavior in RhFe, IrFe, and similar al-

loys (Coles alloys) quite well, ' and showed that the
resistance anomaly in Coles alloys is of the same na-
ture as the Kondo anomaly. The impurity magnetic
moment may be thought to exist with a relatively
fixed magnitude, but with fluctuations in lifetime.
The fluctuation "temperature" (Tf) varies widely,
depending on the host. The difference between
Coles and Kondo alloys lies in the coupling between
the conduction electrons and the LSF. Kondo alloys
with host and impurity of different electronic structure
are best described by the Anderson model, which in-
cludes an extra d orbital, characteristic of the impuri-

ty, in addition to the host states ~k). Thus, the con-
duction electrons in Kondo alloys must first tunnel
into an extra d orbital where the LSF take place. '

Coles alloys with host and impurity of the same elec-
tronic structure can be described more naturally by
the Wolff model, ' which implies a single-band
description of the alloy.

All of these three models are considered later in
interpreting the RhFe data.

of the orbital area to partial wave shifts). Such infor-
mation has been calculated in noble metals " and a
few transition metalszz (Molybdenum and Tungsten)
by parametrization of Fermi surfaces using KKR or
APW band-structure calculations, adjusting the s, p,
and d phase shifts to obtain agreement with the ex-
perimental Fermi-surface dimensions. Reliable
results were obtainable because the Fermi surface of
these metals is well known. However, an empirical
phase-shift analysis is complicated for a transition
metal such as Rhodium by the fact that the large I-
centered electron sheet of the Fermi surface (see
Figs. 2 and 3) is not well known enough to pin down
the phase shifts uniquely. Although one could cer-
tainly parametrize using what is known about the
smaller sheets, the resulting phase shifts could yield
very different pictures of the large sheets —a
nonuniqueness problem. We were therefore led to
develop a combined scheme, which used the
augmented-plane-wave (APW) method to arrive at a

first principles -band structure, trimmed up by an ad-

justment of the Fermi energy to fit what is known of
. the Fermi surface. The method leads to a consistent
fit to the experimental FS data. It is reassuring to
note that the symmetry of various orbits in Rhodium
turned out to be insensitive to this trimming up pro-
cedure. This is the first time that the first-principles
APW method has been used to extract symmetry in-
formation for a scattering calculation, rather than us-
ing a parametrization.

A. Augmented-plane-wave calculation of Fermi
surface and orbital symmetry

The muffin-tin potential used in the present calcu-
lations was derived from atomic Dirac-Hartree-Fock-

II. PHASE-SHIFT ANALYSIS OF
THE FERMI SURFACE OF RHODIUM

The k-space anisotropy of each partial wave contri-
bution to both potential and exchange (s-d and d-d)

scattering rates depends on the anisotropy of the
host-metal wave functions at the Fermi energy. '

The determination of wave-function symmetry is
therefore important in understanding the anisotropy
in scattering rate (and its temperature dependence)
on different extremal orbits of the Fermi surface,
The symmetry information required for a partial
wave fit to Eq. (5) is (BA/Bqi)e (i.e., the sensitivity

FIG. 2. Brillouin Zone of the face-centered-cubic lattice

showing the conventional labeling of high-symmetry points

and lines.
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TABLE 1. Comparison of the Fermi-surface extremal areas of Rhodium in the present work

(EF =0.81 Ry) with Andersen's calculation (Ref. 26) and the dHvA experimental measurements

(Ret. 27 and this experiment).

FS

sheet

Magnetic-

field

direction Andersen

Extremal Areas (a.u.)

Present work Experiment

Electron

[»1]
[1oo}
[»o]

0.539

0.603

0.699

0.547

0.610

0.720

0.547

0.622

0.690

Electron

&2s

[1»]
[1oo]

1.505

1,532

1.506

1.563 ~ ~

Hole (P)

Xs

[10o]

[o1o]

0.0457

0.0690

0.0482

0.0712

0.0417

0.0658

Hole (&)

X2

[o1o] 0.1618 0.1651

Hole (~)
L3

[»1]
[»2]
[»o]

0.0072 0.0062

0.0065

0.0072

0.0062

0.0065

0.0072

TABLE ll. The symmetry character, i.e. , the sensitivity of various orbits to partial wave phase

shifts on the extremal orbits of Rhodium for EF =0.81 Ry.

Direction (9A /gqo) ~ 1 9A
m" ~~o

I

1 BA

m ()'g )

1 BA
m' QT)2

Electron [»1]
[1oo]

[11o]

0.06

0.08

0.06

0.03

0.03

0.02

0.10

0.14

0.13

0.05

0.05

0.04

2.47

3.51

4.40

1.24

1.37

1.42

Electron

&2s

[1»]
[1oo]

0.03

0.03

0.17

0.20

7.46

6.83

Hole (P)

Xs

[loo]
[o1o]

0,00

0.00

0.00

0.00

—0.12
—0.09

—0.26
—0.15

—0.44
—0.70

—0.96
—1.13

Hole (y)
X2

[o1o] 0.02 —0.10 —2.23

0,00 —0.66
—0.10

Hole ( ) [111] 0.00 —0.09 -0.10 -0.73

L3 [»2] 0.00 ~ ~ ~ —0»
[i1o]. o.oo -0.11 -o.»

Units: A is measured as a fraction of the free-electron sphere cross section for Rh, and q is in ra-

dians.
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TABLE III. The symmetry character, i.e., the sensitivity of various orbits to partial wave phase

shifts on the extremal orbits of Rhodium, calculated at several values of FF. The units are as in

Table II.

M agnetic-field

direction

Extremal

area
QA

()Tj2

Electron 0.78

0.81

0.84

[I»]
[111]
[111]

0.385

0.547

0.679

0.03

0.06

0.12

0,06

0.10

2.62

2.47

2.12

Hole (P)

X)

0.70

0.78

0.81

[100]
[100]

[100]

0.218

0.0825

0.0482

0.00

0.00

0.00

—0.41
—0.20
—0.12

—0.50
—0.48
—0.44

Vole (~)

L3

0;70

0.81

0.108

0.0062

0.00

0.00

—0.55
—0.09

—0.34
—0.10

shows that the extremal areas of the smaller orbits
are strongly sensitive to a shift in EF. Since the
areas are well known (to —1%), EF is located rather
closely (—0.01 Ry). It follows from Table III that
0,01-Ry uncertainty in EF limits to at most 3% the
uncertainty in symmetry character (for s, p, and d
waves) for these orbits.

A check on these symmetry calculations is provid-
ed by noting in Table III that as EF increases, the
symmetry of the extremal Fermi surface associated
with the I ]2 electron will be more s- and p-like and
less d-like, but a and P orbits will show more d-like

behavior. The result is consistent with the energy-
band calculations. '6 " As the Fermi energy is in-

creased, the I t2 electron moves away from 'crossing
the d resonance, becoming more free electronlike,
while the smaller hole sheets approach symmetry
points where group theory indicates the symmetry is

purely d-like (L3 X5).
Previous inferences" about the symmetry character

of the conduction electrons on the FS of Rh (based
on the shape of the energy bands, variation in magni-
tude of the Fermi velocity on the different FS sheets,
and the low density of states on the I i electron
sheet) suggested that the hole orbits were primarily
d-like and the I i2 electrons were the most s-p-like
sheet, which disagrees with the above calculation.
However, those earlier assignments of symmetry
character were indirect inferences of qualitative value
only, and the quantitative results of our partial wave
analysis are expected to be more reliable.

III. EXPERIMENTAL CONSIDERATIONS

The high magnetic. field and low temperature need-
ed for most of the dHvA measurements were ob-

tained using a 55-KG superconducting solenoid and a
4He cryostat with temperature range from 4.2 to
1.2'K. Due to the complexity of Fermi surface in

transition metals and the large effective masses on
certain orbits, the experiments are quite complicated
compared to similar studies on noble-metal hosts. ' .

The small hole pockets around L (u orbits) and X (P
orbits) with small effective masses are good candi-
dates for dHvA measurements, but because of the
complex beat patterns due to the families of sym-
metrically equivalent ellipsoidal pockets, reliable
dHvA amplitude and relative phase measurements at
arbitrary direction of H proved unfeasible. For the
hole orbits, the most reliable data were obtained for
H II [111]on the L holes and for H II [Ill] on the X5
ho)es. The measurements on two large I -centered
electron sheets, I » (m' =4mp) and I'12 (m' =2mp),
were limited by our accessible magnetic and tempera-
ture range. The most reliable data on I i2 were ob-
tained for H II [Ill] and in fields extended up to 80
ko. I"25 proved unfeasible with our apparatus.

A. Sample preparation

The Rhodium and RhFe single crystals used in this
work were grown at Bell Laboratories using the
electron-beam floating-zone method. Alloy crystals
were gro~n by splitting a pure Rh crystal and insert-
ing an Fe wire, followed by repeated zone leveling.
Rectangular dHvA samples with the long axis at the
[111]or [100] direction were cut by spark erosion
and the sample was etched elecrolytically (sample
size: I && I && 2 mm ') to remove the surface damage.
The sample was mounted in a large-angle rotator and
could be oriented anywhere in the (110) plane to
reach the principal symmetry directions during the
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same experimt„nt, avoiding amplitude errors due to
thermal cycling. Representative samples from the
single crystals were analyzed using atomic-absorption
spectroscopy. The Fe concentrations were found to
be 500, 700, 1100, and 2100 ppm in the samples
used in this work, and showed insignificant gradients
in composition over the length of a sample.

B. Field-modulation technique

A sinusoidal modulation field h = h cos~t generat-
ed by a Helmholtz pair is superimposed on the steady
field Ho. The signal

reinduced

in the pick-up coil is

rich in harmonics of frequency n ~ due to the non-
linear dependence of the magnetization of the sam-
ple. The signal Yean be expressed as

V n g A „Xn ru J„(k,) sin(n cut +
2

n 7r)
r n=l

&& sin[2rrr(F/H —y) + —rr + nm]—1 1

where X, =2rrrFh /H2

The pick-up coil voltage contains all harmonics of
the modulation frequency with the amplitude modi-
fied by Bessel functions. Since the modulation am-
plitude was adjusted to be proportional to the square
of the magnetic-field strength, the Bessel-function ar-

gument X, does not vary during the field sweep, sim-

plifying the analysis.
A particular value of A.„could be selected to

enhance or eliminate a particular dHvA frequency.
Because of the complex frequency spectrum due to
the multiple sheets of FS, the detection harmonic and
the value of X„had to be carefully chosen for each
case. For example, the 4th harmonic and ) =5.32
(the first peak of J4) were selected for the measure-
ment of the Dingle temperatures for Xq (100). The
oscillations of L (100) are greatly attenuated in spite
of its smaller effective mass [m'(L) = m'(X, )/3],
because the two differ in dHvA frequency by a factor
of 10, and the L-hole signal finds itself on the lead-

ing edge of J4(X) and significantly reduced in ampli-

tude (J4 ~ ), h. && 1).

C. DHVA ainplitude measurement and analysis

A computer-centered automated system was used
to control all the experimental parameters (except
temperature) and to process and store data." The
temperature of the helium bath was controlled by a
vacuum-regulator valve (Lake Shore Cryotronics).
The pressure drift during the experiment was less
than 0.1 Torr. For a more precise temperature
readout, a strontium-titanate glass-ceramic cryogenic

D. Skin-depth effects

The modulation field and the dHvA signal pro-
pagating in the sample may be modified in amplitude
and phase by induced currents. The signal is then
proportional to a complex "modified Bessel function"
(MBF) J'(h. ') so that in-phase and out-of-phase com-
ponents appear at the pick-up. coil.9 Both components
are detected simultaneously by the multichannel
phase-sensitive detection program. One potential er-
ror is the variation with H of the effective volume of
sample, due to magnetoresistance, leading to an error
in Dingle temperature determined from amplitudes as
a function of H ("slope Dingle temperature"). The
skin depth of the sample 5 is related to the magnetic
field by

5 = c/[2mtuo(H)]'. (15)

where c is the speed of light, co is the modulation fre-
quency, and o(H) is the conductivity of th. e sample
in the magnetic field H.

In the Dingle-temperature measurements on hole

capacitance sensor (Lake Shore Cryotronics) was
mounted on the bottom of the experimental probe,
together with a heater used for temperature regula-
tion below 2 K.

Harmonics of the modulation frequency generated
by the sample were processed with a software mul-
tichannel phase-sensitive detector. ' In order to get
reliable measurements of the amplitude of the funda-
mental and higher harmonics of the frequency of in-

terest, a successive subtraction of stronger com-
ponents in the Fourier spectrum was used to reveal
weak Fourier components. " This experiment re-
quired a substantial advance in the methods of pre-
cise spectral analysis. Since much of the interest was
in analyzing spin-dependent scattering and g shifts, it
was necessary to extract not only the fundamental
amplitudes but also harmonic amplitudes and phases
[e.g. , the 58„ in Eq. 1(c)]. The problem was that
harmonics of interest often were near in frequency to
an unrelated Fourier component from a member of
the same family of ellipsoids. Simulation experi-
ments showed that Fourier decomposition could reli-
ably extract the amplitude of a relatively weak should-
er, but the slight shift in the frequency of the hidden .

peak resulted in a significant error in the phase. An
example is shown in Fig. 5. A least-squares fit and
subtraction of the interfering peak M~' revealed the
harmonic M2 with computed amplitude within 3% of
input but with phase in error by 5 degrees. As a
result, measurements were restricted to a limited
choice of field directions, selected so that errors of
this sort are limited to 2% for the harmonic ampli-
tudes and 2' for the relative phases.



3730 CHENG, HIGGINS, GRAEBNER, AND RUBIN 19

(a)

M,

FT-
A

Mp

2
Window Frequency

FT
A

Mp

FIG. 5. Commputed example of subtracting an interfering but 1 d F
Shown plotted is the Fourier transform (FT) a lit d ( )

'n u unre ate ourier component to reveal a ha armonic of interest.

amp etude A as a function of dH vA frequency in c les er

ginal computed data, with fundament I M d

in cy es per window. (a) is the ori-

harmonic M2'), which is se arated b le

men a
~

an second-harmonic M, to ether witg i h a second oscillation M~' (and second-

onic 2, w ic is separated by less than 1 peak width from M2. A least-squares fit of peak M '
and th

it from the data results in a transform (b) in which M
uares i o pea ~, and then a subtraction of

rm in w ic 2 is now clearly revealed. The amplitude of M is d

2% b tit h i i o b 5 d 'h ' /)y, ue to a slight (1%) shift in its apparent fre uenc rq cy g o o po

Frequency

(cycles/window) Amplitude Phase (deg)

input

original FT (a)
M~' subtracted (b)

10.200
10.197

10.191

2.20
2.22

2.20

35.2
35.8
36.7

input

original FT (a)
M~' subtracted FT (b)

20.400
Indeterminate .

20.382

1.10
Indeterminate

1.12

67.0
Indeterminate

72.4

orbits &n pure Rh, the magnetoresistance varies over
the field range, so the modulation frequency ~as kept
low enough (cu =17 Hz) to penetrate the sample
completely, avoiding field-dependent skin depth. The
skin depth 5 estimated in the pure Rh sample [with
residual resistance ratio (RRR) -600 at 20 kG] is

Jn
1 mm, which is about the dimension of the sam 1pe,

n order to double check the Dingle temperature

results, the harmonic Dingle temperature was meas-
ured from the ratio of first- and second-harmonic
amplitudes (the skin-depth effect drops out in the
harmonic ratio) and found to be identical to the slope
Dingle temperature measurements within the experi-
mental error.

In alloys ~ith 0.05% or more Fe, due to the larger
resistance, it was possibie to use larger o& (40 hZ),
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IV. RESULT AND DISCUSSION

A. Measurements of effective masses
in Rhodium and RhFe

Precise values of effective mass m" are extremely
important in alloy scattering studies. Since the ob-
servable is the product m'TD, the uncertainty in
scattering temperature TD is related to the uncertain-
ty in m' by

ATp/Tp = (5m "/m") (1+T/Tp) (16)

speeding the data taking. A complete penetration of
the sample (g —2 mm) was verified experimentally
by measuring the amplitude as a function of X at
fixed H and demonstrating that it fit an ideal Bessel
function. "

In the wave-shape analysis measurements, precise
amplitude ratios are needed. To correct the observed
amplitudes for possible small deviations from the
ideal Bessel function, two (three) data blocks were
taken at the same field value, using twice (triple) the
modulation-field amplitude as the first data block.
As shown earlier, the appropriate correction factor
for A~/A t or A3/At is simply the ratio of observed
first harmon-ic amplitudes9 at double or triple
modulation.

Thus, a 1% error in m* translates to a 5% error in a
1-'K value of T~ measured at a temperature of 4'K
(worst case), and decreases at lower temperatures.

The temperature dependence of the dHvA ampli-
tude Mt(H) at constant H was measured to deduce
m" by plotting in[CMt(H)/Tl as a function of T
The plot is a straight line with the slope S related to
m' by

m" = SH/h. —

Here, we have made the approximation

[sinh(h. m"T/H)] '=2exp( —k m' T/ H)

This is accurate in this case. The worst case occurs
for L holes, where Xm'T/H ) 2.2 (T =1.2 K and
H =10 kG), and the value of [si nh(km' T/H) ] ' and
2e " differ only by 1%. Since m" values meas-
ured from 2', 4~, 6~, and 8~ detection-frequency
channels agreed within 1%, no problem of skin depth
versus temperature [which might cause a spurious
Tp(T) measurement] was observed. The comparison
of the effective-mass measurements in this work with
Hornfeldt's results (private communication) and
theoretical calculation are shown in Table IV. The
two measurements agree well for the g and P orbits.

The assumption was made that the pure Rh m'
values are unchanged in dilute Rhpe alloys. The
problem is that an alloying shift Am" is inseparable

TABLE I&. Comparison of the effective mass (m') of Rhodium in present work with the
dHvA experimental measurements of Hornfeldt (private communication) and Andersen's theoreti-
cal calculation (Ref. 26). The values used in interpreting the temperature dependence of X& are

shown underlined.

Direction Theoretical

Calculation

Hornfeldt Present Work

Electron

(t)
[110]
[»1]
[100]

24'b from [100].
toward [1»] along

(110) plane

2.27

1.43

3.1 + 0.3
1.98 + 0,05

2.8 + 0.1

2.56 + 0.03

1.99 + 0.07

2.99 + 0.07

2,82 + 0.05

Hole (P)
X)

[100]
[010]

0.35

0.48

0.453 + 0.007

0.62 + 0.02

0.46 + 0.03

0.65 + 0.02

Hole (y)
X2

[»0] 0,99
0.91

1.15 + 0.05b 1.431+0.015

Hole (o.)
L

[»1] 0.» 0.137 + 0.003 0.132 + 0.002

22' from [100] toward [111]along (110) plane in our measurement.

An off-central orbit.
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from a temperature-dependent scattering X(T). The
assumption is justified by our observation of no al-

loying shifts in FS area, which other experiments
have shown are larger than changes in m". ~ Pgl'e

g,p o.ovxFe

B. Magnetic interaction (MI)

%ave-shape analysis depends upon the harmonic
content of dHvA oscillations. Since the electrons in
the sample respond to 8 rather than to H, the oscilla-
tory magnetization itself can produce a wave-shape
distortion, which must be separated if the spin-
dependent scattering contribution in 28I —82 and
38I —83 is to be resolved. This situation is simpler if
the MI-induced harmonics M, ' can be shown to be
much smaller than the Lifshitz-Kosevich (LK) har-

monic content M,"". A simple check for the pres-
ence of MI follows from work of Phillips and Gold,
The MI produce a second-harmonic contribution M2 '

which is proportional to (M~/H)2. The resultant
second-harmonic amplitude deviates (due to MI)
from the phase of the LK component by an amount

p, where we have

II
II

ISO ~

OL~

I

~-eo-
pure
& O.OS%

g,Q O.OY'X

30 3S 4$

LK limit
-45 ~ e

/=tan ' sin( —m)
3

= (28t —Hp) + —m'
I

~ MLK
2 3

MMI
—cos(-m)

2
4

(17)

MS ll
)k

4l

LK limit

2 2C2 cos2mS H
MP' (1 —n)c( cos'ms ger'F

(18)

The results' are consistent with the experimentally
observed MI phase shift at T =1.2'K in the pure
metal (Fig. 6) being 0+2, and we are therefore jus-
tified in what follows in ignoring phase shifts due to
MI for the X and L hole orbits. However, the situa-
tion in the larger electron orbit (I'~2) is not so favor-
able, due to F/H )) I in Eq. (18). A numerical es-
timate indicates that the MI-induced harmonic M2 '

The ratio M2M'/M2L" is proportional to T/H'~2, so
that the worst-case condition is at low fields and high
temperature. Since the scattering temperature drops
out of the ratio in Eq. (17), a measurement of p in a

pure crystal is a sufficient check on this effect in the
alloys as well. The results of such relative phage-shift
measurements on u and P hole orbits in both pure
and alloy samples are shown in Fig. 6. The absence
(+2') in the pure Rh crystal of a phase shift from the
LK limit of —45' (mod m) places an upper limit of
0.05 on the MI-to-LK amplitude ratio. (The phase
shifts observed in the alloys are discussed in Sec.
IVE.) As a check, the expected MI phase shift can
be calculated once the g factor is known (Sec. IV D),
using

40 I I

fS 20
H(«}

FIG. 6. Measurements of 28I —82 vs magnetic field in

pure Rhodium () and Rhodium with Fe concentrations of
0,05 at.% (k), 0.07. at.% (S) at T =1,2' K, and 0.07 at, %-

(0) at T =1.43'K.

C. Measurements of Dingle temperature on
hole orbits in pure Rhodium

Measurements of Dingle temperature TD on pure
Rh crystals were made as a check on the "back-
ground" scattering (due to residual impurities and
crystaliine substructure) against which the alloy
measurements may be compared. The results also
provide a check on possible skin-depth errors in the
higher harmonic detection used for wave-shape
analysis. TD could be determined either from the
slope by plotting versus 1/H, the function

In[(M~H/T) sinh(kqm'T/H)]

dominates (—80% at T =1.2 'K, H =80 kG) in the
second-harmonic content of these dHvA oscillations.
For this reason, wave-shape analysis was not attempt-
ed for the I I2 orbit.
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TABLE V. Dingle temperature on hole orbits in pure Rh measured from diA'erent detection-

frequency channels. (Units are K.)

Field

direction

Slope-Dingle-Temperature

detection channels

Harmonic Dingle

Tern perature

Hole

Xi

[100]
0.30

+0.04

0.22

+0.09

0.29 + 0.04

(8' channel)

Hole

L

0.46

+0.02

0.58

+0.02

1.05

+0.1

0.44 + 0.1

(20) and 4' channels)

or from relative harmonic amplitudes at a single
value of H shown here:

Mq~"J„'(X) sinh(Rom'T/H)
ln

M "J '(2Z) (2)' 'sinh(2aam "T/H)

Here, MP /M~"" is the measured ratio of second har-

monic to fundamental amplitude, and J„'(X)/J„'(2h)
is the ratio of measured modified Bessel functions.
Since the skin-depth effects cancel in the harmonic
ratio, the harmonic Dingle temperature serves as a
double check on the slope Dingle measurements.
Table V shows that the slope TD for P(100) orbits
measured from 4co and Sco detection (cu =17 Hz)
agrees well with the harmonic TD measured using 8~
detection. However, the TD measurements for
u(111) orbits are frequency dependent, due to field-

dependent resistance in the experimental field range.
In order to avoid the skin-depth problem, the detec-.
tion frequency was kept as low as possible, and har-
monic TD's were measured-only from 2~ and 4~
detection channels.

D. g factor measurements on hole orbits in Rhodium

Since the contribution to the second harmonic of
dHvA oscillations is small enough for MI to be

neglected, the g factor in Rhodium could be calculat-
ed from

M2 J„'(k)/M~ J„'(2X)exp(Rom'TD/H)

sinh(Rom�

"T/H) /(2) '~2 sinh(2 Rom 'T/H)

Here,

y = (cos2rrS/cos7rS(

and

S =g, m "/2

By plotting (cos(2m S) (
and y(cos(~S) ( vs rrS, the

g factor could be calculated from the intersections.
This method does not yield a unique value for the g
factor, since any value of the parameter of the form
n + S (see Ref. 35) gives the same magnitude of
(cos2rrS/cos7rS(, where n is an integer. The input
data and the two smallest corresponding values of g,
are sho~n in Table VI. To this extent, therefore, the
choice of final g, value must be guided by other con-
siderations (for example, absolute phase measure-
ments) ."

.TABLE VI. Input data for g, calculation on e(»1) and P(100) orbits of Rhodium Fermi sur-

face. The lack of field dependence justifies our neglect of magnetic-interaction corrections.

Direction H (kG)
cos2mS
cosm S c

(»1) 9.89 0.46 ~o )

14 67 0 46 w.o2

0.0275

0.088

1.36

1.30

1.11, 2.04 5.13-o.2s 9.48 o.2s

1.10, 2.05

P (100) 29.6 0.30 + 0.04

38.2 0,30+0.04

0,064

0.144

2.55

2.79

1,25, 1,90 1.78 + 0,01, 2.67 + 0.01

1.27, 1.88
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E. Dingle-temperature and exchange-field measurements
on u(111), P(100), and 8(111)orbits in RhFe

In the presence of polarized impurity spin, spin-
dependent scattering could produce a phase shift 60,
(illustrated in Fig. I) from the LK phase. Since this
can alter the resultant amplitude, errors in conven-
tional (slope) Dingle temperature can result. Howev-

er, measurements of 28t —82 on u(111) and p(100)
in RhFe (0.05- and 0 07-.at %F.e) (Fig. 6) show

phase shifts which are small enough and have a small

enough field dependence that the slope Dingle tem-
perature versus I/Hand point Dingle temperature at
a single H are equally valid without a correction fac-
tor for the two spin components. A summary of
measurements on scattering rate in several RhFe al-

loys as a function of temperature on u(111), P(100),

and 5(111)orbits is given in Tables VII and VIII.
Figure 7 shows that the scattering temperatures Tp

on u(111) and P(100) orbits in Rh —0.05-at.% Fe
display a weak temperature dependence, But on
g(111) orbits, To(T) displays a strong temperature
dependence whose slope is a factor of 4 larger than
observed in resistivity measurements on samples cut

from the same crystal 3' Fig. ures 8 and 9 show that To
on u(111) and p(100) orbits display a stronger tem-

perature dependence in a more concentrated sample,
and that To on p(100) orbits displays a larger tem-

perature dependence than that of u(111) orbits in the
same alloy.

Since the assumption was valid that To (slope)
=To (]]average) on u(111) and p(100) orbits in

the experimental field and temperature range, b, Tp

and H,„could be calculated9 from two observable

quantities, (R2/R i)"' and 28t —0, ,
'

Rt (CtD/C ) [E '+E'+2cos(2rrS')]' '
E +E + 2cos(4mS')]'t2

5(2&t —&t) =2 tan '[ tan(AS') (I —E2)/(I + E2)] —tan '[tan(2n S') (I —E4)/(I + E4)]

(20)

(21)

g'=g —H../t aH' . (22)

where, (~ /ll )'"'= [M'"J '() )/M'"J„'(2h)] is the
ratio of second- and first-harmonic amplitude and
S' = g, 'm'/2mo. Here, g,

'
is an effective g factor

which is modified by the exchange-energy H,„cou-
pling conduction electrons to the impurity"

and d (28t —&2) = (281 —&2) sos —(2et —&2) LK is the
Fe-induced phase shift from the LK limit of —45'.'
Various 7r phase shifts in the experimental system in-

troduce a m modularity in 2&i —82 which is difficult
to eliminate. However, comparison with pure-Rh
data taken under the same condition, allowed

5(281 —&q) to be determined modulo 27r. The result-

TABLE VII. Summary of the scattering rates on'0. (111),P(100), and 5(111) in Rhodium with

Fe concentration 0.05%.

Orbit and
Direction Temperature (oK) T~ ('K) dTD/dT

n orbit

1.18

1.74

2.47

3,36

4.20

1,13 +0.02

1.18 + 0.03

1.17 + 0.02

1.12 + 0.02

1.26 + 0.04

(0.04 + 0.02)

P orbit

[100]

1.19

1.64

2.89

4.20

0.78 + 0.09

0.88 + 0,09

0.86 + 0.04

0.93 + 0.04

(0.04 + 0.02)

5 orbit

[111]

1,17

1.40

1.61

1.81

1 36+0.o2

1 43+0.07

1 49-o.o2

1 67+0.12

(0.40+0.08)
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TABLE VIII. SummarT . ummary of scattering rates on a(»1
concentration 0.07, 0.11, and 0.21%

a and p(100) orbits in Rhodium with Fe

Concentration Direction Temperature TD ('K)
dTD,

dT

1.13 1.47 + 0.03

0.07%

p[loo] 1,17

1.43

2.13

2.42

3.06

1.02 + 0.03

1.04+ 0.05

1.26 + 0.09

1.33 + 0.07

1.44 + 0.13

(0.24 + 0.02)

0 11%

1,12

2.12

2.98

3.60

4.20

1,91 + 0.04

1.95 + 0.04

1.97 + 0.01

2.17 + 0.03

2.34 + 0.33

(0.09 + 0.05)

p[loo] 1.14

1.60

2.32

1.31 + 0.1

1.33 + 0.3
1.61 + 0.06

(0.31 + 0.13)

0.21%

a[»1]

p[loo]

1.20

1.61

1,17

2,25

3.87 + 0.21

3.17 + 0.62

2.60 + 0.13

2,64 + 0.30

R

33
v

(h(
08-

~RHh—Oi

0.s-n

0.3-

I

FIG. 7. Com ar' epen ence of

I

mparison of temperature dependence of , and o.(»1) orbits w'thi s wit resistivity in Rh
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+(111)

3.0-
p(too}

20—

Tp

(K}

10—

I

),0
I I

T(K}
. 40

2
I

T{K}

FIG. 9. Temperature dependence of scattering rates of
P(100) orbits in Rh with Fe concentrations of 0.05 at.% ( ~),
0,07 at.% (0), 0.11 at.% (s), and 0.21 at.% (V), assuming
m' = 0.453.

FIG. 8. Temperature dependence of the scattering rate

of a(ill) orbits in Rh with Fe concentrations of 0.05 at.%

(), 0.11 at.% (I}),and 0.21 at.% (/) assuming
m'/mp =0.137.

ing Fe-induced phase shift is shown in Fig. 6.
Since the Eqs. (20) and (21) are coupled and tran-

scendental, 5 TD and H, „were calculated graphically
from observables R2/Rt and d (28t —82), that is,
from the intersections of

[E +E +2cos(4rrS')]' '
DC2 R

and

[E +E +2cos(2vrS')l'

which is Eq. (20). This makes use of the quantity E
which was first calculated numerically as a function
of S' from Eq. (21) using the observed 6(28~ —Hq).

An example of a graphical solution is shown in Fig.
10. Note that the S' values are fortuitously in a re-
gion which leads to a large shift in the observables
for a small shift in S', leading to an accurate determi-
nation of S' and hence g'. The input data and results

of calculation are shown in Tables IX and X. Only
data on n(100) and P(100) orbits with Fe concentra-
tions 0.05 and 0.07 at.% at T =1.2'K had enough
second-harmonic amplitudes to be analyzed. The
8(111) orbit with its larger effective mass (1.99mp)
had a harmonic signal too weak for a reliable wave-
shape analysis.

Table X shows that no spin-dependent scattering
was observed, but a g shift of —8% (antiferromagnet-
ic) was found on n(Ill) orbits in Rh —0.05-at. % Fe
[assuming the smallest g value obtainable from the
measured cos(rrg, m "/2)]. A shift of -10% (antifer-
romagnetic) was observed on a(111) and P(100) or-
bits in Rh —0.07-at.% Fe. The impurity self-energy
terms ImX[, ImX[, and Re(X[ —X[) are also indicat-
ed in Table X, calculated from Eq. (1) using experi-
mental values of H,„and ATD. Figure 11 shows that
the exchange field on n(111) and P(100) orbits
displays a weak field dependence. The magnitude of
H,„seen by the conduction electrons is considerably
smaller than that of the Mossbauer measurements, 9

which give a value of H,„seen at the nucleus of—0.08 kG/ppm at H =20 kG, T =1.2 K.
The observed small. spin-dependent scattering and

small field dependence of cos(m S') on both orbits
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27TS

FIG. 10. Graphical solution for the g factor of the p(100) orbit illustrating the substantial size of the g shift between pure

Rh (dashed curve) and Rh —0.07-at.% Fe (solid curve).

TABLE IX. Input data for g-factor calculation on o.(111) and p(100) orbits of RhFe.

Field

direction

Concentration

(at.%)

IJ (kG) TD ('K.) a(2e, —e,) mS' g,b

0.05%

0.07o/o

12.57

17.69

21.40

24.50

1.06 + 0.02

1.06 + 0.02

1.41 + 0.03

1.41+0.03

0+2
0+2

—8'+2'
—9'+ 2'

0.83

0.83

0.66

0.78

1.01, 2.13

1.01, 2.13

0.98, 2.16

1.00, 2.14

4.69 + 0.1 9.89 + 0.1

4.69 +0.1 9.89 +0.1

4, 55 + 0.1 10.03 + 0.1

4.65 +0.1 9.9S +0.1

42.28 1,02 + 0.03

p[1oo] 36.16 1.02 + 0.03

0.07% 32.83 1.02 + 0.03

29.94 1.02 + 0.03

'y = [g 4+g4+2cos(4mS')]& 2/[g 2+g2+2cos(2mS')]
Only the two smallest possible values of g, are tabulated.

—9.2'+ 2'
—9.7' + 2'
—15' + 2'
—22' + 2'

1.63

1.68

1.64

1.62

1.15, 1.99
1.16, 1.98

1.15, 1.99
1.15, 1.99

1.62 + 0.03 2.80 + 0.03

Direction H (kG) Concentration

(at.%)

TABLE X. Values of g, ', Hex, ATD, Im(X&), Im(Xt), and Re(Xt —
X&) on o.(111) and P(100) orbits in RhFe.

gc ex (kG) Hex (10 kG/ppm) b, TD ('K) Im(X&) Im(Xl) Re(X| —Xl)

x(10 4 eV) x(10 4 eV) x{10 5 eV)

12.57

17.69

0 05oyo

4 69 + 0 05 (6+41)

4.69 + 0.05 (8+62) (16+)2)

0.00 + 0.01 —2.8 —2.8

(3 4+0.6)

(4.9+3'$)

21.20

24.50

0.07%

4.55 +O.OS (i2+2)

4 65 + 0,05 (12+62)

(17 93)

(17+9)
0.02 + 0,02 —3.9 —3.8

(8",)

(8'4')

p[10o]

42.28

36.16

0.07% 1.62 + 0.03

6.7 + 1.7
S.8 + 1.7

9.6 + 2.4

8.3 + 2.4

0.01 + 0.01

0.01 + 0.01
—2.8 —2.8

(4.2 + 1)

(3.6 + 1)

32.83

29.94

5.2 + 1.7 7.5 + 2.4 0.02 + 0.01

5.2 + 1.7 7,5 + 2.4 0.03 + 0.01

(3.3 + 1)

(3.3 + 1)

'The g factor on e(111) and p{100) orbits in pure Rhodium is 5.13~0.25 and 1.78+0.01, respectively.
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and spin-dependent scattering, will be used to explore
the origin of the unusual temperature dependence of
the resistivity.

If the host metal has little influence on the wave
function inside the impurity cell [i.e. , the backscatter-
ing coefficient AL = I in Eq. (5b)j, the difference
between the impurity and host-metal phase shifts
(scattering phase shifts) for p and d waves found us-

ing the above procedure are

hatt =0.31+0.02 rad (S~ =0.085)

hqq=0. 21+0.02 rad (Sq=0.043)

0
20 40

Hfke)
60

FIG. 11. Measured exchange field (kG/ppm) on P(100)
orbits in Rh with 0.0'7-at. % Fe (I) and ~(111)orbits with

0.05-at.% (0) and 0.07-at.% () Fe as a function of magnet-

ic field, compared to the Mossbauer effect (V).

These were obtained using X and L hole-orbit data
(0.05-at. '/o Fe) only. As a check, these numbers may
be used to calculate TD(0) for the 5(Ill) (d wave

only). The results are consistent since we have

T»(0) =0.64+0.15 K (calculated)

=0.86~~2 K (observed)

Since the values of (BA /Bno) E~ on all these orbits
are near zero (lack of s-wave symmetry), the value of
ImS0 could not be determined from Eq. (22). In
view of the d-like nature of the Fe impurity, it is not
expected to be important.

G. Temperature-dependent scattering gates

confirm the assumption, used above, that the slope
TD is an adequate measure of the average scattering.

F. Phase-shift analysis of Fe-impurity scattering
in Rhat T=OK

't

A'c (jA;
mks To;=,Q ImSL

27K'm
g Q gL EF

(23)

From S~, the set of phase shifts can be determined
using Eq. (5b). This is done first using data extrapo-
lated to T =O'K to obtain zero-temperature phase
shifts, the interpretation of which is model indepen-
dent. Then the observed temperature dependences,
together with information on the exchange energy

The impurity scattering rate at EF can be character-
ized by scattering phase shifts only if the scattering is

elastic. "Since the experimental measurements show
that the Fe-induced exchange field (kG/ppm) and
spin-dependent scattering on the orbits of n(111) and
P(100) in RhFe are relatively small (smaller by one
order of magnitude than that of CuFe, for example2),
non-spin-flip scattering appears to dominate on both
these sheets of FS and a phase-shift model appears
appropriate. The orbit-independent parameters ImSL
can be calculated using the set of observed scattering
rates TD; for the i th orbit" and the calculated sym-
metry information of Table II.

The dominant feature shown in Fig. 7 is that the
temperature dependence of scattering rate measured
on n(Ill) and P(100) orbits is much smaller than
the resistivity measured from an adjacent sample,
although the temperature-dependent scattering rate
on the 8(111)orbits is larger than that of the resis-
tivity. In higher concentration alloys no 8(111)-orbit
data is available because of its large effective mass,
and n(111) and P(100) orbits (Figs. 8 and 9) appear
to be more strongly T dependent (but do not scale
linearly with concentration), with To dTD /dT

TgadTpa/dT. This is the first time that a

temperatur'e-dependent scattering has been observed
directly on specific Fermi-surface sheets in a
transition-metal alloy. Since the smaller 0. and P
sheets contribute relatively little (18'/o) to the con-
ductivity, as shown on Table XI, the absence of a
temperature dependence is first of all not inconsistent
with the resistivity, which averages contributions for-
all sheets. Secondly, the fact that these sheets con-
tain admixtures of p ~aves shows qualitatively that
the origin of the large positive dR/dT is connected
with the d-wave part of the host, hence the d-

scattering phase shift. The puzzle is that the slopk
for the 8(111) orbits is so large. To the extent that
resistivity scattering and dHvA scattering follow
analogous phase-shift models, and given that the ma-

jority carriers are, like this one, d-like, oqe should

expect rather similar behavior of R (T) and TD, (T).
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TABLE XI. Scattering anisotropy expressed as scattering temperature L and % contribution to
conductivity in Rhodium —0.05-at. 0/o Fe at T =1.2'K.

FS

sheet

r (oK) Symmetry % contribution to

conductivity

L3 holes

(u orbit) 0.137 1.06 p-d mixture

X5 holes

(P orbit)

0.453 0.78 p-d mixture

more d-like

13

I i2 electrons

(5 orbit)

1.99 1.36 d-like

X2 holes

(y orbit)

1.2 -1 0' d-like 10

125

electrons

4.0b

(est)

-1 0'

(est)

d-like 44

'In view of the d-like nature of the conduction electron on this sheet of Fermi surface, the scatter-

ing rate is expected to be similar to 5 orbits;

bAnderson's energy-band calculation (Ref. 26).

Unfortunately, direct scattering measurements on the
largest sheet has not yet been possible (because of
the large m'). However, from the symmetry-
character calculation (refer to Table II), it too is
dominated by d character. We now explore the impli-
cations of the anisotropy in temperature-dependent
scattering for the origin of the magnetic-impurity
behavior in RhFe.

a. In Knapp's two-band model, ' d-like electrons
couple to the Fe-impurity spin via an antiferromag-
netic interaction at low temperatures and screen the
Fe magnetic moments. The current is carried by con-
duction electrons and is dominated by s electrons,
These are scattered from localized moments which
are increasingly screened as T is 1owered, leading to a
decrease in the observed resistance. Ho~ever, if
true, the scattering of d-like electrons would increase
as the temperature was lowered. Since most of the
current is carried by d electrons (Table XI), whose
temperature dependence of scattering is found to be
positive (Fig. 7) rather than negative, this explana-
tion can be rejected.

b. Based on the Kondo Model, 4 a potential scatter-
ing phase shift modifies the coefficient of the lnT
term in the s-d expression for the resistivity by a fac-
tor cos24L. Thus, if any of the 4L, the Friedel
phase shifts, are greater than 4 vr, the slope of the

lnT term in the resistivity will change sign from the
usual (negative) Kondo effect. Here, the 4L are

defined through"
—1 i+L

SL =IL sin@L e

where

IL =const J dk/dgLd9„
FS

Since the CL are a measure of the total charge differ-
ence localized on the impurity site, they are prefer-
able to the impurity-host phase-shift differences AqL
[Eq. (Sb)] as a measure of Kondo's potential scatter-
ing term, Although IL has not been calculated, in-
volving an integral over the entire FS, much of which
has not yet been mapped, a qualitative estimate may be
made by noting the IL and BA /87tL are similar quantities

»n'c' ILL Im9L ~ (0~ /01L) ™L
Taking the I 25 sheet as a sample of the FS integral
IL, the results in Table II imply that

4, —(0.13)'~ b, rlt =0.11 rad

42 —(3.5) '~'b, ri2 =0.39 rad

using values of b qL from the T =0 extrapolation
(i.e., potential scattering) of the previous section.
The fact that the 4qL are comparable to each other,
while the 4L are dominated by 42, is evidence that
the Fe impurity is also near a d-wave resonance (Fig.
4), i.e. , most of the impurity charge density is d-like.
However, the values in this estimate still fall short of
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the value m/4 =0.78 rad, at which the Kondo
mechanism is applicable.

c. Based on the Anderson model, Shiba' and
Nagasawa' related the temperature dependence of the

non-spin-flip scattering to the te'mperature depen-
dence of the impurity magnetic moment. The
scattering rate can be related to the scattering phase
shifts as follows:

fc . 2 ()A
mk&TD —— , sin'hap

2 7l'm $7)p
t

+sin Aq~
gA.

BT/i
+ [—,

' sin'pe(T) + —,
'

sin'712'(T)l
~ I2 EF

(24)

It is convenient to break the 1-wave phase shift into two spin components, and transform those two components
into an average hq2(0) and a difference term q2'(T)

q2'(T) = Ag2(0) + v)2'(T), 692(0) =
2

[d v)2(0) + hg, '(0)] = hq2'(0) = hq2(0)

v)2'(T) = —[g (T) —g'(T)] (25)

where Yt,'(T) and q2t(T) are the d-wave scattering phase shifts for spin-up and -down electrons, respectively.
Aqz(0) is the d-wave potential scattering phase-shift difference between impurity and host. Using this, Eq. (24)
becomes

t2C
vrkg TD = s)n +7jp

277m, QY)p
t

+sin ~7)~
9A

E

'1

+ sin Aq, (0)2 ()A
' 9'g2

+ cos2 Aqua(0) sin'q2'( T)
Q Y]2

(26)

Thus, the scattering rate is expressed as the sum of temperature-independent and temperature-dependent terms.
The increment of the scattering rate on the i th orbit at finite temperature T compared to T =0'K is expressed as
follows:

ATp(T) —= Tp(T) —Tp;(0) = h c-
cos2hq2(0) sin q2'(T)9A

2m2m; 'k~ 8'g2
(27)

The problem is that the only orbit-dependent term in

Eq. (27) in this model is (BA/I)g2)/m, ", and the cal-
culated orbital differences (Table II) are not large
enough to explain the very different slopes observed,
for example, in Fig. 7. A comparison of the fraction
of d-wave nature (1)A /I)g2/$ 8A /Bqt) calculated
from Table II with an average of the slopes (scaled to
concentration) e '(dTp/dT) from Tables VII and
VIII (Figs. 7—9) for the different orbits is shown in
Fig. 12. It is clear from this that the temperature
dependence of scattering rate grows at a rate signifi-
cantly faster than the percentage of d-wave character
in the host, in contrast to experiments in the noble
metals. Note that this discrepancy is not due to un-
certainties in m" (see Table IV). The discrepancies
between the experimental results and the phase-shift
analysis of the temperature dependence of scattering
rate suggest either that orbital-dependent phase shifts
are required, or that the explanation must go beyond
the Anderson model phase-shift picture.

d. By analogy with the temperature dependence ofthe'
resistivity due to LSF proposed by Ri vier and Zlatic, "
the orbital variation in the temperature dependence
of scattering rate might be accounted for by the fol-
lowing argument. The difference in the temperature
dependence of the scattering rate between 5(111) and
P(100) or u(111) orbits lies in the coupling between
the conduction electrons and LSF. On 5(111) orbits,
the conduction electrons and Fe-impurity spin (with
the same d-like symmetry) are strongly coupled by J
and interact with the LSF directly. However, on
n(111) and P(100) orbits, conduction electrons are
of mixed p-d symmetry, and may have to first tunnel
into an intermediate state where LSF takes place be-
fore being scattered. As a result, the scattering tem-
perature of different orbits may display a qualitatively
different temperature dependence. However, the cal-
culation of scattering rate in the LSF model has been
done only for transport measurements such as resis-
tivity. It would be of interest to extend the formula-
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tion to deal with the scattering rate in an equilibrium
property such as the dHvA effect, for host conduc-
tion electrons of mixed symmetry.

FIG. 12. Comparison of the percentage of d-wave char-

acter (as defined in the text) with the temperature depen-

dence (scaled to concentration) of the scattering rate for

three FS orbits in RhFe.

perature dependence which varies with orbit, with the
most d-like orbits showing the largest temperature
dependence. This proves that the large dR/dT is

connected with the d-wave part of the host.
Knapp's two-band model' and Kondo's idea' of

simultaneous spin and potential scattering, proposed
for the explanation of resistivity anomaly in RhFe,
have been ruled out because of the observed positive
temperature dependence of scattering rate on d-like
g(111) orbits, and because of the calculated small po-
tential scattering phase shift, respectively.

It was demonstrated that phase-shift analysis of the
scattering rate in terms of a temperature-dependent
occupation of the spin-up (-down) impurity band may
not be strictly valid for alf the sheets of the Fermi
surface. However, since the conductivity and charge
screening take place in the same band on 5(111) or-
bits, one would expect the analysis of the scattering
rate in terms of phase shifts to be adequate. Since
the sheets of Fermi surface in Rho'dium which contri-
bute -80% of the conductivity are d-like, one would
expect R (T) and Tpg(T) to follow an analogous
phase-shift model ~ The puzzle is that the slope of
R (T) is a factor of 4 smaller than that of To„(T).
Since the TDr(T) was measured over a very narrow
range of T, the fitted straight line gives somewhat
uncertain parameters, and an extension to a wider
teroperature range (0.3—1.8'K) is desirable, and is
underway.

A direct comparison of our work with the LSF
model must await a formulation of orbitally averaged
lifetimes due to LSF, to obtain expressions for the
quantities measured in dHvA experiments.

IV. CONCLUSIONS

Waveform analysis of the dHvA signal on u(111)
and P(100) orbits in 0.05-at. '/o and 0.07-at.% Fe in

Rh at T =1.2'K have been made to deduce the
spin-dependent scattering and the exchange field due .

to the impurity spin. Little spin-dependent scattering
was observed, but a g shift of -8% from pure Rhodi-
um (antiferromagnetic) was found on n(111) orbits
with 0.05-at.% Fe, A g shift of -10% from pure
Rhodium (antiferromagnetic) was also observed on
both a(111) and P(100) orbits with 0.07-at.% Fe.
The evidence that the exchange coupling in RhFe is

antiferromagnetic in sign is con'sistent with

Mossbauer and susceptibility42 measurements. The
small (2%) observed spin-dependent scattering and
the small exchange field (0.01 kG/ppm) are con-
sistent with the spin-fluctuation temperature
T,f —2'K given by the resistivity measurements.

Results of conventional slope-Dingle-temperature
measurements with 0.05-at.% Fe in Rh display a tem-
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