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An investigation of the photoluminescence decay in plasma-deposited amorphous Si:H is presented. The
relative contribution of radiative and nonradiative transitions are shown in undoped samples with efficiencies
varying over two orders of magnitude. In high-efficiency samples the 10-K radiative rate spans nearly six
orders of magnitude, and is interpreted as radiative tunneling of band-tail electrons and holes. A systematic
shift of time-resolved spectra by 0.15 eV to low energy is related to the width of the band tails. The decay is
found to be excitation-intensity-dependent when the electron-hole pair density exceeds about 1.5 X 10'3
cm™>. This result is explained by overlap between neighboring pairs, and we deduce that the radius of the
larger carrier is 11 A-|_—20%. A decrease of the radiative transition rate as the temperature increases is seen
as evidence of carrier diffusion and is believed to explain a corresponding increase in the luminescence
intensity. From this and other evidence it is argued that the electron-phonon coupling observed in the
luminescence is associated with hole states, while electrons are not strongly coupled. We suggest that self-
trapped hole states are split off from the top of the valence band, and account for the E, band in the field-

effect density of states.

I. INTRODUCTION

Hydrogenated amorphous silicon prepared by
plasma decomposition of SiH, generally exhibits
photoluminescence. !** The efficiency depends on
the details of sample preparation and is largely
determined by the density of singly occupied local-
ized states in the band gap.* These defect states
act as nonradiative centers and quench the lumin-
escence when their density exceeds about 10!’
cm™, The luminescence spectrum is usually a
broad band centered near 1.4 eV with a width of
0.2-0.3 eV. A strong electron-phonon coupling is
responsible for much of the spectral line width,5
although a distribution of zero-phonon energies
has been identified,® and is discussed further in
this paper. The luminescence is generally att-
ributed to transitions between conduction and val-
ence bands, involving localized states at the band
edges and this model is adopted here. "> The evi-
dence for this view is discussed elsewhere,'*® and
is based on the luminescence energy, the density
of states, and the luminescence excitation spec-
trum. While it can be established that transitions
occur from states near the band edges, it is diffi-
cult to deduce the detailed origin of the states.
For example it has been proposed that hydrogen
provides the radiative centers.®” This suggestion
is not necessarily incompatible with the tail-state
model, since Si-H antibonding states possibly
form the bottom of the conduction band.? An al-
ternative model assumes that luminescence is a
donor-acceptor pair transition.® However if un-
intentional doping is involved, we believe that the
reproducibility of the data in different samples,
and the systematic trends with the deposition var-
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iables, would be difficult to explain.

Previous measurements of the luminescence
decay identified both radiative and nonradiative
components. ! The radiative decay was reported
to have a lifetime of ~30 usec, whilst nonradia-
tive recombination introduces a fast decay com-
ponent with a lifetime less than 10 usec. The
relative magnitude of these components was shown
to correlate with the relative luminescence effi-
ciency in a series of doped and undoped samples.
The observation of both radiative and nonradia-
tive components in a sample was interpreted us-
ing a model in which the electron-hole pair is
immobile after thermalization at low temperature.
The resulting decay then depends on whether the
pair is sufficiently close to a defect state in the
gap for nonradiative capture to occur before rad-
iative recombination. A random distribution
of nonradiative centers could then explain both
the observed decay data, and the dependence
of luminescence efficiency on the density of ‘singly
occupied states in the gap observed by ESR.*

The present paper extends these preliminary
results. The luminescence decay is investigated
more thoroughly in undoped samples (Sec. III A)
and is extended to much longer decay times (~10
msec compared to 50 usec) inSec. IIIB. We des-
cribe the spectral dependence of the decay through
time-resolved measurements in Sec. IIIC, andthe
intensity dependence in Sec. III D. The tempera-
ture dependence of both the decay and the cw lum-
inescence spectrum is given in Sec. IIIE. From
the data we infer the distribution of zero-phonon
energies that contribute to the luminescence. We
also obtain an estimate of the wave-function extent
of the carriers, and show that recombination by
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radiative tunnelling is the most plausible inter-
pretation of the data. We alsodiscussthe influence
and temperature dependence of carrier diffusion
on the recombination. Finally, based on the dis-
cussion of the data presented here we propose a
new interpretation of the reported density of local-
ized states in the gap of a-SiH.

II. EXPERIMENTAL TECHNIQUES

The samples used in this study are prepared by
plasma decomposition of SiH,, using a capacitative
reactor system described elsewhere.®!'! By
changing the deposition conditions, samples of
varying luminescence efficiency are produced.*
Most of this study uses samples of the highest
quantum efficiency that we have currently ob-
tained. These are prepared using low rf power
in the plasma (1 W), and undiluted SiH,. Other
samples are used as indicated in the text.

Time-resolved luminescence is measured by a
variety of techniques. Gated photon counting,
with an S-1 photomultiplier as a detector, is used
for luminescence energies above 1.2 eV. The
time resolution of the detection is ~10 nsec.
Lower luminescence energies are detected with
a Si photodiode which has a time resolution of ~1
usec. Pulsed excitation is by an acousto-optic
modulator, either within the laser cavity, giving
20-nsec pulses, or outside the cavity when longer
pulses are required. The 5145-A line of an Ar*
laser is used for excitation.

Separate apparatus was generally used for mea-
suring cw luminescence spectra and its tempera-
ture dependence. In this case a cooled PbS de-
tector and a Kr* laser excitation source was used.
The spectra are all normalized for the through-
out of the detection system. After normalization
both sets' of apparatus give essentially identical
spectra, the discrepancy in the peak position
being only 10-20 meV.

The luminescence decay is nonexponential, and
it is convenient to analyze the data by a distribution
G(7) of decay times 7.'> Under these circumstan-
ces the luminescence decay is a function of the
duration of the excitation pulse, and this must be
considered in analyzing the data. If G(7) is the
relative probability distribution that an electron-
hole pair of radiative lifetime 7 is generated for
a particular excitation condition, then the density
of such pairs N(T, T') generated at the end of a
pulse of length T is

N(7, T) = const G(7)7[1-exp(-T/7)]. (1)

The luminescence intensity of this population, at
time ¢ after excitation ceases, is given by

I(t, 7, T) = constT"'N(7, T) exp(~¢/7). (2)

Thus for the distribution G(7) the decay is

I(¢, T) = const ‘/0.0° G(T)[l—exp <_T—T>]exp (%) dr.

®)

For an arbitrarily short 7', the decay reduces to

I(?) :constTj;w 771G (7) exp (:Tft_)dr. (4)

It is usual to measure the decay under these
conditions of a very short excitation pulse. How-
ever, if T falls within the distribution of lifetimes,
then Eq. (3) can be approximated by

I(t, T) = const[ G(7) exp (:—t>d7'
T<T T

+7 [ T6(7) exp(i> dr]. (5)
T>T T

In this case it can be seen that the short lifetime
components, in the first term, are suppressed by
a factor 7/T compared to the longer components
in the second term. Furthermore when ¢ =57 the
exponential makes the contribution from the first
term negligible, and Eq. (5) reduces to the ex-
pression for a very short pulse for that portion

" of G(7)- with 7=57T. These results are used ex-

perimentally. A series of measurements are
performed with an increasing time scale of both
the excitation pulse and the measurement time.
The complete response to a short excitation pulse
can then be reconstructed from the data. Typi-
cally ten sets of data are used covering a time
span of six decades (10~-10% sec). This method
allows the observation of the decay to much longer
times than is possible using very short pulses, be-
cause the fast components of the decay can be
suppressed.

An interesting feature of Eq. (5) is that if G(7)
is a slowly varying function then the form of the
decay depends only on the relative magnitude of
t/T. Figure 1 shows an illustration of this effect
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FIG. 1. Examples of the luminescence decay of an
a-Si:H sample at 10 K illustrating that a broad distribu-
tion of decay times results in an apparent time depen-
dence that varies with the excitation pulse length. E
is the luminescence energy.



in the luminescence decay of ¢-Si:H. The two
sets of data shown look almost identical despite
having time scales differing by two orders of mag-
nitude. This result shows how misleading decay
data can be when G(7) has a broad distribution.
Another example of the suppression of the short
time components is a comparison of Figs. 4 and
7. The latter shows the response to a very long
excitation pulse (5 msec). Compared to the data
of Fig. 4, the short time constant components are
suppressed by about five orders of magnitude.

We obtain the distribution function G(7) from the
data by an iterative procedure. If G(7) is a slowly
varying function of 7 then Eq. (4) can be approx-
imated by

I(t) = constT f 1G(1) exp (?)d'r, (6)
4
from which is obtained

al _ -1
F T const{'G(¢)

or

(d1n])
(d1nt)

G(t)=const] (7
We therefore construct a third-order polynominal
in InI vs Int to solve for G(¢) with starting values
given by the experimental values of the quantities
in Eq. (7). Equation 4 is then integrated using
this G(¢#) and the result is compared to the experi-
mental I(f). The polynominal parameters are
then adjusted until a good fit to the data is ob-
tained. From G(7) the mean lifetime T can be
evaluated from

7=fTG(T)dT/fG(T)dT . (8)

We note that if I(f) ~¢® (with g8 slowly varying in
time) then from Eq. (7), 7G(7)~7!®. Thus the
maximum contribution to the decay is expected to
occur near 3=1. Figure 4 shows that this is ob-
served.

III. EXPERIMENTAL RESULTS
A. Samples of different luminescence efficiency

Previous measurements on doped and undoped
a-Si:H found that nonradiative recombination gave
a fast initial decay of luminescence, and the mag-
nitude of this decay correlated with the relative
quantum efficiency.!® That data included only two
undoped -samples. In Fig. 2 we show similar data
for a larger selection of undoped samples which
have quantum efficiencies varying by nearly two
orders of magnitude. The different samples re-
sult from varying the deposition conditions. The
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FIG. 2. Luminescence decay of various samples with
differing deposition conditions. The relative intensities
noted on the figure refer to the normalized cw lumines-
cence intensity of the different samples. E, is the ex-
citation energy. .

presence of a fast decay that increases as the
efficiency decreases, and a slow component that

is practically independent of the efficiency, is
clearly evident. As before we obtain the relative
strength of the two components by extrapolating the
intensity of the slow decay back to /=0, and com-
paring it with the initial intensity. The ratio of
these values is plotted in Fig. 3 against the rela-

RELATIVE LUMINESCENCE INTENSITY

1 1
1072 107!
RATIOR

FIG. 3. Plot showing a linear relation between the cw
luminescence intensity and the relative magnitude of the
slow and fast decay. R is the intensity obtained by ex-
trapolating the decay at 20—40 psec back to £ =0, divided
by the actual £ =0 value, in the data of Fig. 2.
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tive luminescence intensity. The observed linear
relationship is in agreement with our previous in-
terpretation of the nonradiative transition in
terms of tunneling to defect states. !

In order to investigate the radiative recombina-
tion it is advantageous to minimize the nonradia-
tive component of the decay. For this reason
most of the experimental results refer to a single
sample that had the maximum observed efficiency.
This sample was deposited with low rf power (1 W)
and undiluted SiH, (100%). The absolute quantum
efficiency of this sample was estimated by meas-
uring the luminescence intensity with a calibrated
power meter, and correcting for the collection
optics of the apparatus. In this way we obtain a
maximum quantum efficiency of 50%-100%. This
maximum is observed at ~50 K and is about twice
the intensity at 10 K (see Sec. III E). Thus the
low-temperature efficiency is estimated at 25%-
50%.

B. Luminescence decay

Figure 4(a) shows some examples of the lumin-
escence decay following a short excitation pulse
(the minimum pulse length used in 20 nsec) at
different temperatures. As described in Sec. II,
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FIG. 4. Upper diagram (a) shows the decay of lumines-
cence in response to a short excitation pulse (~20 nsec)
atdifferent temperatures. The lower diagram (b) shows the
corresponding distribution functions 7 G(r), normalized
to the same value of f G(t)dT. The solid lines in the
upper diagram are the fits to the data obtained from the
distribution functions.

these curves are constructed from about ten sets
of data using differing time scales. These data
are taken at a luminescence energy of 1.3 eV.
Measurement at a higher energy tends to enhance
the fast decay at the expense of the slow, as is
described in more detail in Sec. IIIC. For most
of the decay, the data is independent of the ex-
citation intensity, as reported previously. How-
ever for measurements of time constants of 1-10
msec, using excitation pulses of 100 usec or
longer an intensity dependence is observed and
this feature of the decay is discussed further in
Sec. IIID. As far as possible, Fig. 4 represents
the low intensity limit.

The distribution of decay times G(7) is obtained
from the data of Fig. 4(a) as described in Sec. II.
Figure 4(b) shows the function 7G(7) for the three
measurement temperatures. The solid lines in
Fig. 4(a) are the fits to the experimental data ob-
tained from these G(7). In each case an accurate
fit is obtained except below 100 nsec. The func-
tion 7G(7) is chosen because of the logarithmic
time scale, since

G(nd7=7G(7)d(In7). (9)

The most striking feature of the decay data is that
the distribution of lifetimes extends over more
than five orders of magnitude in time. As is well
known, the observed lifetime can be a combina-
tion of both radiative and competing nonradiative
rates:

=P +P, . ' (10)

Thus our estimate of the low temperature quantum
efficiency implies that the radiative component
differs from the observed values by at most a fac-
tor 2—4, Since this is a relatively small factor
compared to the width of the distribution, it is
clear that the data provide a reasonable approxi-
mation for the radiative rate. Furthermore we
have already shown in Fig. 2 that the nonradiative
component is mostly evident at times less than 10
usec, so that the distribution at longer times
should be an accurate description of the radiative
component. In the discussion of the data in Sec.
IV we therefore neglect any nonradiative com-
ponents.

C. Spectral dependence of the decay

* To observe the spectral dependence of the decay,
it is convenient to measure time-resolved lum-
inescence spectra, and some examples are shown
in Fig. 5. There is a systematic shift of the spec-
trum to low energy by about 0.15 eV as the delay
time after excitation is increased. However there
is no discernible change in the shape of the spec-
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FIG. 5. Time-resolvedluminescence spectra for delay
times between 1078 and 1072 sec. The data at 1.5 msec is
measured with a Si photodiode, whilst the remainder use
a photomultiplier. The cw luminescence spectrum is also
shown for comparison.

trum. The cw spectrum measured for the same
excitation photon energy lies, as expected, within
the set of time-resolved spectra. The energy of
the luminescence peak of the time-resolved spec-
tra are plotted as a function of delay time in Fig.
6. It is evident that the time-resolved shift can
be separated into two components. First there is
a shift that starts within the time resolution of the
apparatus, and continues until about 1 usec. Then
the spectrum is almost unchanged up to 100 usec.
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FIG. 6. Peak energies of the time resolved lumines-

cence spectra and the cw spectrum, from the data of
Fig. 5.

Finally at longer times there is a further shift of
the peak to low energy. - The time-resolved shift
of the peak is smaller than the width of the lumin-
escence line, and therefore the shift has only a
small effect on the overall decay data. For ex-
ample, it can be seen in Fig. 5 that at 1.3 eV, the
intensity of both the fastest and slowest time-resol-
ved spectra are within a factor of 2 of their peak
intensity. This factor of 2 has to be compared
with an intensity change of 10° over the whole de-
cay curves of Fig. 4(a). We also note that the
present data do not conflict with our previous
measurements that found no spectral dependence
of the decay except near 1.5 eV.'" Those meas-
urements were restricted to times less than 50
usec, and so are dominated by the flat region of
the data in Fig. 6.

D. Intensity dependence of the decay

Previous measurements also found that the de-
cay is independent of the excitation intensity,
from which it is deduced that the decay is mono-
molecular. We now show that this result is mod-
ified when long pulses and long decay times are
involved. Figure 7 illustrates the luminescence
decay after a 5-msec pulse and its dependence on
excitation intensity. As the intensity increases,
the decay gets faster, and the effect is particu-
larly strong just after the end of excitation. The
experiments use laser intensities of less than 1
mW (with a 1-mm? spot size) so that sample heat-
ing is insignificant. Also the total luminescence

T [ T ] —
aSi:H

100% 1W

E _13eVv

12K

50 usec GATE  INCIDENT LASER
INTENSITY (mW/cm?)
« 28

RELATIVE LUMINESCENCE INTENSITY

TIME (msec)

FIG. 7. Dependence of the luminescence decay after a
5-msec excitation pulse, on the incident laser intensity.
At the excitation wavelength (5145 A), the 10-K absorp-
tion coefficient is 1.2 X10° ecm™!.
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FIG. 8. Plot of the relative luminescence intensity
after a decay time of 1 msec, vs the excitation intensity
showing the onset of an intensity dependent decay, ‘for
different pulse lengths. The transition between the two
regimes is defined by extrapolating the high intensity
data as shown. The excitation densities (photon/cm?) at
the transitions are indicated.

intensity remains proportional to the excitation
intensity. As a measure of the intensity depend-
ence of the decay we compare the relative decay
of luminescence after 1 msec. In Fig. 8 the data
of Fig. 7, and data for other excitation pulse
lengths is compared. We find that for each pulse
length there is a low intensity region where the
decay is unchanged and a high intensity region
where it varies. It can be seen that as the exci-
tation pulse length increases, the intensity at
which the decay becomes intensity dependent de-
creases. Thus the reason why our previous mea-
surements did not observe this effect is that the
maximum pulse length used was only 5 usec. The
data of Fig. 8 suggest an intensity of more than

2 W/cm? would then be needed to observe the in-
tensity dependence, and such high excitation pow-
er was never used in those measurements.

At 5145 A, the 10-K absorption coefficient of
the sample is measured to be 1.2 x 10° cm"™!.
Therefore, assuming an absorption length of 825
A the total density of absorbed photons for each
pulse length was calculated, and is indicated in
Fig. 8 for the point at which the data begins to
show an intensity dependence. From the distrib-
ution of lifetimes G(7) we can then calculate the
density of electron-hole pairs at the end of the
pulse, by integrating Eq. (1) over the known dis-
tribution. We find that the onset of the intensity
~ dependence occurs at approximately the same pair
density for each pulse length, the value being 1.5
%10 cm™3. Allowing for the nonuniform illum-
ination (due to absorption) and the uncertain effect
of nonradiative recombination, this value is

probably accurate to no better than a factor of 2.
For a random distribution of electron-hole pairs
of density N, the mean separation is approximate-
ly (3/47N)!/3, Thus the onset of the intensity de-
pendence of the decay occurs at a pair separation
of ~55 A with an anticipated uncertainty of 20%—
30%.

E. Temperature dependence

Figure 4 contains examples of the temperature
dependence of the decay and of 7 G(7). As the
temperature increases the peak of the distribu-
tion shifts to lower 7 and above 45 K the width of
the distribution decreases. In Fig. 9 the reduc-
tion of the slow decay components as the tempera-
ture increases is shown in more detail. We have
also investigated the temperature dependence of
the cw luminescence intensity, in order to deter-
mine whether the observed change is due to the
radiative or nonradiative component of the de-
cay. Figure 10(a) shows the variation of lumin-
escence intensity up to 150 K. The measure-
ments are performed at a fixed luminescence
energy near the peak of the spectrum, and the
results are corrected for the change in the shape
and position of the spectrum (see Fig. 11). Thus
the data represent the total luminescence output.
As reported previously® for a sample of somewhat
lower efficiency, the luminescence intensity in-
creases by nearly a factor of 2 up to 50 K. Above
50 K the intensity decreases, and in Fig. 10(b)
the data are plotted as I,/I-1 vs 1/T, with I, taken

T T T T T

180 .
aSi:H
100% 1W
E 136V
GATE 50 usec
10| ¢ TEMPERATURE

RELATIVE LUMINESCENCE INTENSITY

-
T

TIME (msec)

FIG. 9. Illustrating the temperature dependence of
slow decay components, showing that there is a de-
crease in T between 12 and 90 K.
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FIG. 10. Temperature dependence of the total cw
luminescence intensity, showing the low temperature in-
crease in (a) and the high temperature decrease in (b).
Note the different vertical scales in (a) and (b). The
error bars in (b) represent a 10% change in I,.

as the intensity at 50 K. The resulting curve has
an activation energy of ~50 meV at 100 K, in-
creasing to 230 meV at 250 K. These results are
very similar to other reports!® !4 except that we
find a larger high-temperature activation energy.
Between 10K and 50K, the increase inthe lumines-
cence intensity implies a decrease in the ratio
of the nonradiative to radiative contributions.
However a decrease in the nonradiative rate
would lead to an increase in the measured decay
times, contrary to observation. Thus we con-
clude that the faster decay must be due to an in-
crease in the radiative recombination rate, at
least for temperatures up to about 80 K. "At high-
er temperatures, the strong thermal quenching
probably dominates the decay through the non-
radiative channel.

Figure 11 shows examples of the luminescence
spectrum at different temperatures, plotted on a
logarithmic scale, showing the relative intensity
of the emission. As also reported by Austin et al.,'*
the peak shifts rapidly to low energy, and the
width increases with temperature. Figure 12 con-

T T T T

a-Si: H
100% 1W 60 K
E, 2.335eV

10° -

107~ 180K .

10+ 1
210K

RELATIVE LUMINESCENCE INTENSITY

1 | 1 1
0.8 1.0 1.2 14 1.6 1.8

LUMINESCENCE ENERGY (eV)

FIG. 11. Luminescence spectra at various tempera-
tures plotted on a logarithmic scale showing the rapid
decrease in intensity above 60 K, the shift of the peak to
low energy.

tains plots of the temperature dependence of both
the peak position and linewidth. Data are shown
for two samples at differing excitation photon
energies. Above 50 K the peak energies are iden-
tical. However below 50 K the curves diverge,
and a weak dependence on the excitation energy is
evident, a lower energy resulting in a higher
energy of the luminescence peak. In Fig. 12(b)
the linewidths are shown for the same samples
and excitation conditions. Below 150 K the line-
widths are independent of temperature, but depend
on the sample and the excitation energy. Above
150 K the widths increase rapidly and are appar-
ently identical for the three sets of data. - Also
shown in Fig. 12 is the temperature dependence
of the absorption edge at two absorption coeffic-
ients. It can be seen that the temperature shift
of the edge is smaller than the shift of the lumin-
escence peak energy by about a factor of 5, and
that at least up to 300 K, the slope of the absorp-
tion edge changes very little. As pointed out by
Austin et qgl.,' the temperature dependence of the
linewidth cannot readily be explained by phonon in
interactions, without unreasonable values for the
phonon energy. The much smaller temperature
dependence of the absorption edge slope also ar-
gues against this model, since it is believed that
phonon broadening is at least partially responsible
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FIG. 12. (a) Temperature dependence of the lumines-
cence peak energy, and of the absorption edge. The shift
in the luminescence is much larger than that of the edge.
Below 50 K the luminescence peak position depends on
sample preparation and excitation wavelength. (b) Tem-
perature dependence of the luminescence spectral width

" showing a rapid increase above 150 K, and low-temper-
ature values that depend on sample preparation and ex-
citation wavelength.

for the slope of the absorption edge.? A possible
explanation of the temperature dependence of the
spectral shape is given below.

IV. DISCUSSION
A. Decay measurements

Previous measurements of luminescence decay
in doped and undoped a-Si:H indicate that the rad-
iative decay is observed at times in excess of 10
usec in all samples whilst the nonradiative mech-
anism is responsible for a fast initial decay whose
magnitude increases as the luminescence effic-
iency decreases. !’ Figures 1 and 2 demonstrate
this correlation for a series of undoped samples
whose relative quantum efficiencies span two de-
cades and confirm this interpretation of the decay.
In the sample selected for study, which has a max-
imum quantum efficiency in the range 50%-100%,
the decay at 10 K has a distribution of lifetimes
that extend from 1078 sec up to 107% sec with a -
mean lifetime defined by Eq. (8) of approximately

107% sec. The high quantum efficiency of this
sample ensures that the observed distribution rep-
resents closely the radiative rates. The mean
radiative lifetime of ~10~3 sec compares with prev-
ious estimates of 107® sec! and 3 x 107 sec. !’ As
the analysis of Sec. II shows, the response to
pulsed excitation for a distribution of decay times
can be deceptive as it strongly enhances the effect
of the short time constant components. We em-
phasize that complete decay curves are required
before a reasonable estimate of 7 can be deduced.
The predominance of the long decay components
can be seen in Fig. 7T which shows the response to
a long excitation pulse. In the low excitation pow-
er regime, the intensity has dropped by less than
a factor of 3 at 1 msec after excitation.

We interpret the luminescence in ¢-Si:H at 1.3-
1.4 eV as originating from a transition between
electrons and holes in band-tail states.*® Mott!®
has pointed out that the thermalization of an elec-
tron hole pair into their lowest-energy level de-
pends on two conflicting considerations. On the
one hand, the Coulomb interaction is maximized
if the pair overlaps strongly forming an “exciton”.
On the other hand, the carriers can lower their
energy by thermalizing down the band tails. How-
ever since they then occupy levels with a smaller
density of states, the mean separation of the elec-
tron and hole increases, reducing the Coulomb in-
teraction. Whether the exciton or the separated
pair represents the lowest-energy configuration

~depends on the relative magnitude of the Coulomb

energy of the exciton compared with the width of
the band tail.

The radiative recombination rate of the exciton-
like configuration is expected to be %1

T, (11)

where M is the ratio (s1) of the electron and hole
wave-function radii. The equivalent rate for an
electron and hole separated by R with weak overlap
16

is

T=1, exp (2R/R;) , _ (12)

where R, is the radius of the larger wavefunction.
7y is determined by the oscillator strength and

the spin selection rules. No orbital selection rules
are expected to apply to an amorphous semicon-
ductor. Recent studies of spin-dependent lumin-
escence'’ and magnetic properties'® indicate that
the transition in zero magnetic field is not strongly
forbidden by spin, and thus we take 7,~107% sec.

To account for the observed decay within the ex-
citon model requires M~ 102, which is an order

of magnitude larger than might reasonably be anti-
cipated. On the other hand, large values of 7 can
easily result from Eq. (12) if the carriers are well
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separated. The similarity of the second mechan-
ism and donor-acceptor (D-A) pair recombination
has already been noted,'! and it is well known that
very long lifetimes, even in excess of 1 sec, are
observed from D- A pairs due to weak overlap. !¢
We therefore conclude that the magnitude and dis-
tribution of 7 rules out the exciton model for most
recombination events, and that radiative tunneling
occurs instead. According to the recombination
model described by Eq. (12) the distribution of
pair separations R corresponds to the distribution
of InT. Thus the measurements of 7 G(7) shown
in Fig. 4 give directly that the most probable val-
ue of R/R, is ~5 and that the half width of the dis-
tribution of R/R, is ~2.

The model of radiative tunneling implies that the
width of localized states at the band edge is great-
er than the exciton binding energy which has been
estimated to be ~0.1 eV.! An estimate of the
magnitude of band tailing can also be obtained
from the luminescence data. Time-resolved spec-
tra show a montonic shift of the peak to low ener-
gy by ~0.15 eV with increasing time after excita-
tion while no change is observed in the shape of
the spectra. These observations are consistent
with a model in which the major contribution to
the linewidth is the electron-phonon interaction,
as identified from excitation spectra measure-
ments.? The distribution of zero-phonon ener-
gies is a smaller effect and is responsible for
the shifts in the time-resolved spectra. We con-
clude that the observed shift of 0.15 eV is a mea-
sure of the band tailing,® because carriers in ex-
tended states above the mobility edge are expec-
ted to have a thermalization time much smaller
than the time resolution of our experiments. A
more detailed discussion of the time-resolved
spectra is given in Sec.IV B.

It was reported previously that the decay curves
are independent of the excitation intensity and
therefore that the recombination kinetics are mon-
omolecular. !’ By extending the experiments to
larger times using longer excitation pulses, we
observe a departure from the monomolecular be-
havior as shown in Figs. 7 and 8. The onset of an
intensity-dependent decay occurs when the den-
sity of excited electron-hole pairs exceeds ~1.5
x10® cm™3. The result is the same whether this
density is achieved with a short intense pulse or
a longer weaker pulse. Two explanations of the
effect seem possible. Firstly, the high intensity
may saturate the available low-energy states with
slow decay, forcing electron-hole pairs to occupy
higher-energy states with faster decay times. A
consequence of this model is that the spectrum
should shift to higher energy as the intensity in-
creases. In practice, a very small shift is ob-
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FIG. 13. Luminescence spectra of a sample at two
different excitation intensities. There is a very small
shift of the peak to higher energy by ~10 meV as the in-
tensity increases. The illuminated area was 4 mm? and
the intensity is such that sample heating should be negli-
gible.

served (Fig. 13) but it is only about 10 meV, and
it is doubtful whether this is sufficient to account
for the large change in 7.

The second explanation is that there is a transi-
tion to bimolecular recombination. Monomolecu-
lar kinetics are assumed to occur because elec-
trons and holes recombine geminately. The just-
ification of this model is that the electron and hole
will diffuse apart only a short distance during
thermalization, and once they occupy tail states
they are not expected to diffuse further if the
temperature is sufficiently low. As described in
Sec. IV D, the absence of large scale diffusion is
clearly indicated by the decay data. However, if
the excitation intensity is such that the mean dis-
tance between pairs is less than the electron-hole
separation of a pair, then an electron has several
holes available for recombination, and the kinet-
ics will be bimolecular. The transition to an in-
tensity dependent decay occurs at a density when
the mean separation of pairs is 55 A. Since we find
that the mean electron-hole separation of a pair
is 5R;, we conclude that the average value of R,
is 11 A. This wave-functionradius is a reasonable
estimate for a band tail and in fact agrees with
our previous estimate of 12 A based on nonradia-
tive transitions to defect states with spin. 4
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Fortunately, the explanation based on the satura-
tion of tail states leads to an identical value of
R,. The argument is that saturation will only ef-
fect the decay if the majority of the radiative
transitions occur from the saturated states. Thus
the onset of saturation at a pair density of 1.5x%
10! ¢m=? implies a mean electron-hole separation
of 55 A and a wave-function radius of 11 A as be-
fore.

Figure 7 shows that the intensity-dependent re-
gime is obtained with an excitation intensity of -
3 mW/cm? at 5145 A and a 5-msec pulse. This
low power means that ¢w measurements of the
spectra can easily operate in this regime, and

the possibility of bimolecular recombination should

not be overlooked.

B. Time-resolved spectra

The time-resolved shift of the luminescence
spectrum demonstrates that there is a distribu-
tion of zero-phonon energies contributing to the
recombination of at least 0.15 eV. There are two
plausible mechanisms for the time-resolved shift
of the spectrum, which we refer to as thermaliza-
tion and localization:

(a) Thermalization. After photoexcitation the
electrons and holes are excited well above the
band edge, and they will thermalize before re-
combining. It is expected that thermalization
within the extended states will occur within ~10-1?
sec.!® However once the carriers reach the local-
ized states below the mobility edge, further ther-
malization will be by tunneling which can be
much slower. The tunneling rate depends on the
available density of states, and is expected to
decrease exponentially as the carriers drop deep-
er into the tail states. If radiative recombination
occurs before thermalization is complete, then
the motion of the carriers down the band tails will
be observed as a time-resolved shift of the lum-
inescence.

(b) Localization. Even if thermalization is
complete, a time-resolved shift of the spectrum
can be observed if the luminescence energy is
correlated with the decay time. The lifetime of
a pair recombining by radiative tunneling depends
exponentially on R/R, where R is the electron-
hole separation and R, is the radius of the larger
wavefunction. Since the radius of a localized
state decreases as the binding energy increases,
the lowest energy pairs will have the longest de-
cay times. In general we expect this mechan-
ism to be prevalent at long decay times, since a
shift in the spectrum will only be observed after
a sufficient fraction of states with small R/R,
have decayed.

The experimental data show two regimes in the
time-resolved shiftof the spectrum, and we sug-
gest that both mechanisms occur. We interpret
the fast component of the shift, at times less than
1 usec, as thermalization. The initial excita-
tion energy is at 2.4 eV so that the measurements
(Fig. 6) observe only the final 0.07 eV out of a
total energy loss of 1.0 eV. This is consistent
with the expectation that most of the thermaliza-
tion will occur faster than the time resolution
of our apparatus. Davis!® has estimated that in
selenium during thermalization the electron-hole
pair separates to about 40 A for 1 eV of excess
energy. Similar estimates for silicon result in
a smaller value.! Nevertheless we believe that
the observed separation of ~55 A is consistent
with thermalization. The Davis model also pre-
dicts that the separation, and therefore the rad-
iative lifetime depends on the excitation energy.
We have not attempted to confirm this directly,
but we do observe (Fig. 12) that at 10 K, cw ex-
citation at 6471 A results in a luminescence peak
at slightly higher energy than with excitation at
5309 A. We suggest the reason is that the elec-
tron-hole pair is less separated and so recom-
bines with a higher efficiency during thermaliza-
tion, giving an enhanced high-energy contribu-
tion to the spectrum. It is reported elsewhere®
that the position of the spectrum is sensitive to
the excitation method because of different ther-
malization properties. We also note that since
thermalization apparently continues up to ~1 usec,
tunneling from site to site in the tail states may
dominate the separation of the electron-hole pair.
In this case no dependence of the decay on the
excitation energy is expected. Experiment might
resolve this point.

It seems extremely unlikely that the time-resol-
ved shift of the spectrum between 100 usec and
10 msec can be explained by thermalization be-
cause of the very long times involved. Instead
we interpret this region as originating from the
decrease in R, with increasing binding energy of
the carriers. The range of decay times involved
indicates about a 40% variation in R;. An inter-
esting feature of the time-resolved spectra is
that the spectral linewidth is independent of time,
within the experimental uncertainty. The broad
line results from an electron-phonon coupling,
and it is to be expected that the strength of the
coupling would increase with the binding energy
of the carriers. In Sec. IVE we argue that only
holes are self-trapped, and electrons are not
strongly coupled. Thus a possible explanation of
the time resolved spectra is that holes are self-
trapped very rapidly, and that virtually all the
shift of the spectrum originates from the electron
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energy. In this case the conduction band tail
would have an estimated width of 0.15 eV, which
is in good agreement with other estimates.?’

C. Temperature dependence

Above about 60 K the luminescence efficiency
in g¢-Si:H decreases strongly, which is generally
attributed to the activated diffusion apart of elec-
tron-hole pairs. It is also found (Fig. 10) that at
lower temperature, between 10 and 50 K, the
luminescence efficiency increases by about a fac
tor of 2. Lifetime measurements show that be-
tween 10 and 50 K the decay lifetime decreases.
Clearly, therefore, the radiative rate is increasing
since the reduced nonradiative contribution can only
increase 7. Furthermore, even at higher temp-
eratures, the decrease in 7 cannot be fully ex-
plained by the nonradiative decay. For example,
at 80 K the peak of 7 G(7) has decreased by more
than an order of magnitude while the luminescence
is only 20% below its peak. However, above
100 K, when the luminescence intensity decreases
strongly the nonradiative transition presumably
dominates the decay.

One proposed mechanism for the low-tempera-
ture increase in efficiency is that the barrier to
self-trapping is more easily overcome.® How-
ever, since this process does not compete with
the radiative decay, no change in the decay time
should be observed. Thus the decrease in 7
appears to rule out this interpretation. The
mechanism of radiative tunneling is itself not ex-
pected to give a temperature-dependent recomb-
ination rate. We suggest instead that both the
high-temperature quenching and the low-temper-
ature enhancing may be due to carrier diffusion
based on the Onsager model. %! 1t is well known
that the diffusive motion of an electron-hole pair
is such that at low temperature (7 <T,) the elec-
tron and hole tend to come together, whilst at
high temperature (7 >T,) they move apart. If in
addition the diffusion rate is thermally activated,
then at very low temperature there will be no
motion at all. Thus we suppose that below 10 K
there is no carrier motion; between 10 and 50 K
the pair has an increasing tendency to move to-
gether, enhancing the radiative rate; and above
50 K the pair separates and recombines nonradia-
tively. The transition temperature T, is given by

ET,=e’/8meR. (13)

Our estimate of R~50 A gives T,~ 150 K which is
larger than that observed, but possibly the Cou-
lomb interaction is partially screened. A further
discussion of the influence of carrier diffusion

on the low-temperature decay is given in Sec. IV D.

The luminescence peak energy shifts rapidly to
low energy with increasing temperature (Fig. 12).
This shift cannot be explained by the temperature
dependence of the band gap which is about five
times smaller. The linewidth also increases
rapidly above 150 K, suggesting a phonon mech-
anism. However, both effects are larger than can
reasonably be explained by phonon broadening.
Instead we interpret these observations as a fur-
ther consequence of the distribution of zero-
phonon energies. If thermal quenching is due to
activated carrier diffusion, then the electrons and
holes furthest down the band tails will require the
highest temperature for release and will corres-
pond to the lowest-energy luminescence. It can
be seen in Fig. 11 that at an energy of, say 1.0
eV, thermal quenching is not significant until 120-
160 K. According to this interpretation of the '
temperature dependence, the activation energy for
quenching at any temperature should roughly equal
the shift of the luminescence peak from its low
temperature value. A comparison of Figs. 10
and 12 shows that this is indeed the case. We
further suggest that the increase in line broaden-
ing above 150 K originates because thermal ex-
citation of the self-trapped carrier can also occur.
Carriers with the largest electron-phonon coup-
ling will necessarily have the largest binding ener-
gy. From the temperature-dependence data of
Fig. 12, we deduce a distribution of zero-phonon
energies extending 0.2-0.25 eV (allowing for the
shift of the band gap and the increased electron-
phonon coupling). This distribution is greater
than that observed in time-resolved spectra pos-
sibly because in this experiment there is a con-
tribution from both electrons and holes.

D. Influence of diffusion

The initial discussion of the decay data assumed
that at low temperature, electrons and holes are
immobile after thermalization and recombine
either radiatively or nonradiatively by a single
tunnelling step. At elevated temperatures, the
reduced radiative rate indicates that diffusion is
possibly significant. Here we discuss in more .
detail the evidence for diffusion and its contribu-
tion to the radiative decay. It is clear that at
least up to 80 K, diffusion over distances much
greater than the pair separation does not occur.
The reason is that if, for example, an electron
occupies many different sites during its lifetime,
then the observed decay will be a spatial average
which should be the same for all electrons. In-
stead, the observed decay times are widely dis-
tributed. However, diffusion over a limited dis-
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tance is possible and Hong and Noolandi have dis-
cussed its effect on the recombination rate of the
Onsager model.?* Three distances are important
in this problem; first, R, the separation of the
electron and hole after thermalization; second,

the Onsager radius R, defined by Eq. 13; and third-
ly, the recombination radius R, defined such that
when R <R, the recombination rate exceeds the
diffusion rate. As noted before, at low tempera-
ture R, is large and diffusion apart of carriers is
negligible. The importance of diffusion depends
on the relative magnitude of R and R;. Calcula-
tions show?®? that for R >R, the onset of lumin-
escence after an excitation pulse should be delayed
by a time of the same magnitude as the observed
decay time because of the requirement that the
ccarriers diffuse together to the distance R;. No
such delay is observed within an experimental time
resolution of 1078 sec. Since the low-temperature
data can be explained satisfactorily without diffu-
sion, we conclude that there is no evidence for the
dominance of diffusion. On the other hand, there
is evidence for its significance at higher temper-
atures.

E. Model for recombination in a-Si:H

In this section, we attempt to relate the results
of this investigation to the general models for elec-
tronic transitions in g-Si:H. One important issue
is the role of the electron-phonon interaction of
the electron and hole. The decay data show that
during recombination the electron and hole are
well separated and overlap weakly. Thus we infer
that the observed phonon coupling must apply to
the individual particles, and that there is a neg-
ligible contribution from the electron-hole inter-
action. Nevertheless, we also find that one of the
carriers hasa wave function of radius ~11 A. This
size seems to be incompatible with strong self-
trapping. Therefore we conclude that only one of
the carriers is strongly coupled.

Strong coupling of a carrier in a band tail state
does not necessarily imply polaron formation of
all the carriers inthe band. Mott and Stoneham?3 have
shown that a molecular polaron has abarrier to self-
trapping and that the barrier decreases if the state is
localized before self-trapping occurs. Thusitis
plausible that self-trapping only occurs at a fairly
small density (e.g., 10% cm™) of localized states
within the band tail, and that the remaining states
in the band are uncoupled. We propose that holes
are self-trapped in this way and that electrons do
not couple strongly. A density-of-states diagram
illustrating this model is shown in Fig. 14(a). The
self-trapped hole band is shown split off from the
valence-bandtail by the distortion energy W,. In

transport experiments we expect this type of self-
trapped state to act as a hole trap because the
relatively large separation would suppress polar-
on hopping. The evidence for our model that can
be obtained from experiments other than lumin-
escence is as follows: (1) Electrons are more
mobile than holes.?”** Transport measurements
have been interpreted as electron motion in a band
tail of width ~0.15 eV, and the wave-function rad-
ius is generally estimated to be 10-20 A. (b)
Holes have a low mobility with an activation energy
~0.25-0.35 eV.? A distortion energy of ~0.2-0.25
eV and an additional localization energy of ~0.1 eV
would account for this result. (c) We have shown
that nonradiative transitions occur by tunneling of
the larger wave-functionparticle intodeep states
and that these transitions predominate if the den-
sity of states exceeds ~10'" cm™¢. Field effect
measurements® show that samples with high lumin-
escence efficiency have a density of states of at least
10 ¢cm™® ~0.3-0.4 eV above the valence-band mobil-
ity edge but a much smaller density of electron traps.
Figure 14(b) illustrates the density of gap states
derived from field effect' measurements by the
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FIG. 14. (a) Model density of states diagram, illus-
trating band-tail states, self-trapped hole states split off
from the valence-bandtail, and defect states. (b) A typi-
cal density of states obtained from field effect measure-
ments by the Dundee group (Ref. 25).
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Dundee group.”® The applicability of this data to
our results is uncertain because their samples are
prepared under different conditions. However,
those samples also show efficient luminescence,
with apparently similar decay properties, although
the luminescence peak isata lower energy than in
our samples.?!* We therefore expect that the
same general features are present in the density
of states of our samples. We note also that Singh
and Cohen® have reanalyzed the Dundee field ef-
fect data and conclude that the electron trap E,
has a smaller density of states and a larger bind-
ing energy than is shown in Fig. 14(b). It is not
clear whether that analysis also modifies the peak
E,.

3’The qualitative similarity between Figs. 14(a)
and 14(b) leads us toisuggest that the peak E, is in
fact the self-trapped hole band. Spear originally
considered that both E, and E, are different charge
states of a single defect.?’ However the large dif-
ference in density of states that subsequently be-
came apparent? precludes this possibility. We
assume that E, is indeed a defect state, and that
any corresponding hole trap for the defect makes
only a minor contribution to E, [see Fig. 14(a)l.

Of the many possible electronically active de-
fects in g-Si:H, the two most frequently discussed
are the divacancy (or small void) and the dangling
bond. In the divacancy, bond reconstruction is
assumed to occur so that the neutral defect con-
tains paired electrons. On the other hand the
neutral dangling bond contains an unpaired elec-
tron. These types of defect are therefore distin-
guishable by their ESR activity. It has been shown
that the luminescence efficiency of different a-Si:H
samples is correlated with the observed spin den-
sity.? It was also deduced that nonradiative recom-
bination was by tunneling to localized states in the
gap, and that the spin density N was at least pro-
portional to the defect state density Nj;

N,=BN, . (14)

The wave-function radius of the tunneling particle
was found to be 1287/3 A. In this study we obtain
a radius of 11 A +20% and therefore conclude that
B~1. Thus we find that essentially all the non-
radiative centers are traps with unpaired elec-
trons. However even this result is not yet suffi-
cient to identify the E, centers. In a recent paper
on photoconductivity, Anderson and Spear28 pro-
pose that nonradiative recombination in undoped
material is by capture of an electron by a posi-
tively charged trap near the Fermi energy, and
that the neutral E, are not significant as recomb-
ination centers despite their larger density of
states. The justification for this model is that
the capture cross section for a charged state can

be many orders of magnitude larger than for a
neutral state. However in luminescence at low
temperature, capture is by tunneling rather than
by diffusion and there will be little to distinguish
charged and neutral states. This result indicates
that the singly occupied electron traps that dom-
inate nonradiative recombination at low tempera-
ture are the majority of electron traps and so can
be identified with the states E,. These states
therefore have the spin properties of dangling
bonds and the total density of states of E, from
Fig. 14(b) is ~10!" cm™ (based on the analyses of
Singh and Cohen the density is ~10® cm™). In our
previous measurements correlating luminescence
intensity with spin density,* we found that samples
with <10'" cm™3 spins had high luminescence effi-
ciencies. Thus, according to this model, the field .
effect data is completely consistent with samples
having a high luminescence efficiency.

V. CONCLUSIONS

The principal results obtained in the study are as
follows:

(a) In undoped g-Si:H samples covering a wide
range of luminescence quantum efficiencies, both
radiative and nonradiative recombination is ob-
served. The correlation of the rates for the two
transitions with the cw luminescence intensity,
provides further confirmation of a model in which
the electron-hole pair recombines radiatively un-
less it is excited within some critical distance
from a defect.

(b) The radiative decay time constant has a
distribution extending from 10 to 10-? sec. The
extremely broad distribution and the long decay
times are indicative of a radiative tunneling
mechanism.

(c) When the electron-hole pair density exceeds
about 1.5x10'® cm™3, the decay becomes excita-
tion-energy dependent. The reason is probably
that at high pair densities, the recombination is
no longer geminate, and the decay kinetics become
bimolecular. The critical pair density corres-
ponds to an average pair separation of ~55 A.
Combining this result with the distribution of de-
cay times, we obtain a tunneling parameter for
the radiative recombination which corresponds
to a wave-function radius of 11 A:&:ZO%.

(d) Time-resolved spectra exhibit a shift to low
energy of ~0.15 eV over the investigated time
scale (10-8-10"% sec). The spectral shift is ex-
plained by carrier thermalization at times less
than 107® sec, and by the relation between the
wave-function radius and binding energy of car-
riers, at times greater than 10! sec. The shift
of 0.15 eV is due to a distribution in the zero-
phonon recombination energies, and is thought to
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originate from band tailing.

(e) The temperature dependence of the decay and
and of the cw luminescence intensity is seen as
evidence of thermally activated carrier diffusion.
Between 10 and 50 K, the increase in luminescence
intensity and the decrease in the decay times can
be explained by diffusion together of an electron
and hole under the Coulomb attraction. The
thermal quenching above 50 K is explained by pair
ionization. '

(f) The large temperature-dependent shift of the
- luminescence peak energy is further evidence for
a distribution of zero-phonon energies due to the
width of the band tails.

(g) Based on a combination of the present data

STREET 19

and transport measurements reported by other

“groups, we propose a model in which tail-state

holes are self-trapped with a distortion energy of
0.2-0.25 eV, whilst electrons are not strongly
coupled to the lattice. We tentatively identify the
self-trapped holes with the E, band reported in

the field effect density of states. Finally, the data
suggest that over the specific range of deposition
conditions that we have investigated, the predom-
inant defect is of the dangling bond type.
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