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Starting from a ground state in which the spins have been frozen in random configurations we have
analyzed the equations of motion for single-spin deviation excitations. The equations of motion involve two
amplitudes at each site, just like an antiferromagnet. Making simple statistical assumptions about spin
orientations in the ground state, we have analyzed the localization characteristics of these excitations. For a
spin-glass model with short-ranged interactions, an explicit form of the localization function is derived. ,The
local densities of states for spin deviation excitations have been calculated using a continued-fraction method
for two models, namely (i) a small concentration of spins distributed randomly on a fcc lattice and
interacting via a Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction, (ii) spins on each lattice site but
interacting via a random exchange integral having a Gaussian distribution. In each case we find a finite
density of states at zero energy, and thus explain the low-temperature behavior of the specific heat. For the.
RKKY model, the density of states at zero energy is found to increase with decreasing concentration, and
thus we are able to show the approximate concentration independence of the linear term of the specific heat.
Our density-of-states curves agree fairly with those obtained in Monte Carlo calculations on finite numbers
of spins.

I. INTRODUCTION

This paper is concerned with developing a theo-
retical understanding of the low-temperature
properties of dilute magnetic alloys which exhibit
the so-scalled spin-glass behavior. ' Among the
low-temperature properties, the most striking
one is the presence of a large contribution to the
specific heat which is linearly proportional to the
temperature and nearly independent of the con-
centration of the magnetic impurity. ' The other
low-temper ature properties worth mentioning
are (i) the low-temperature resistivity goes as
Z'31' in a large number of spin-glasses' and (ii)
the recent measurements of neutron scattering
cross sections show the possible existence of
spin-wave-like excitations. 4

A theoretical explanaNon for the specific-heat
behavior was provided by Marshall' as long ago
as 1960. Marshall's theory is based on the follow-
ing two assumptions: (i) the spine on magnetic im-
purities interact according to the Ruderman-
Kittel-Kasuya-Yosida (RKKY) interaction; (ii) the
spins may be treated as Ising spins. Marshall
treated the problem within the molecular-field
approximation. Since the magnetic impurities are
randomly distributed, and interact via a, long-
range interaction, each impurity experiences a
different molecular field given by

k, = QZ(R, q)(S~).

Marshall, and later with greater refinement,
Klein and Brout' and Klein' showed that the prob-

ability distribution of the molecular field P(h)
should be a cutoff Lorentzian, whose width 6 is
proportional to the concentration of impurities.
The two factors, i.e. , (i) P(0) finite and (ii) P(0)
proportional to the concentration, are sufficient
to explain the specific-heat behavior.

A major criticism against Marshall's theory and
its developments, which has also been a point of
much confusion in the recent literature, ' is the
use of the Ising model for the spins. The actual
spins are vectors and hence the random molecular
field should also be a vectorial quantity. Ander-
son' by a simple phase-space argument, showed
that for a vector h, the probability of finding a
given magnitude of h falls like h' as h -0. This
makes the leading contribution to the specific heat
proportional to 7'. Some authors' have argued that
below the spin-freezing temperature, the distri-
bution relevant for thermodynamic properties is
the one-dimensionaL projection of the vector mo-
lecular field, in the direction in which the spin
has frozen. This argument seems untenable to us
because the field at site i, within the molecular-
field approximation, is independent of site i, i.e. ,

The confusion arises owing to the fact that the
probability distribution of ~K;~ and that of 5, e,(i)
are quite different, and for the molecular-field
argument it is the former distribution which is
relevant.

Another difficulty of Marshall's theory is that
the spin-hopping terms are completely ignored. '
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It is well known that the molecular-field theory is
wrong for the low-temperature properties of ferro-
magnets and antiferromagnets owing to the pres-
ence of spin-wave excitatioris. Clearly the spin-
hopping terms which are responsible for spin
waves would be of importance in determining the
spectrum of the lowest-energy excitations in
spin-glasses also. The purpose of the-present
paper is to determine the nature and density of
states of such excitations.

Recently, Walker and Walstedt" have calculated
by the Monte Carlo method the density of states
of spin-flip-excitations in a system of a finite num-
ber of spine (V=96) interacting via the RKKY in-
teraction. They find that the density of states for
such excitation is finite at zero energy and thus
explain the specific-heat behavior in a far more
convincing manner.

To determine the low-energy excitation spec-
trum, the first requisite is the knowledge of the
ground-state wave function. The determination
of the ground state of spin-glasses which are
characterized by competing and random positive
and negative exchange interactions is a well nigh
impossible task. So a detailed calculation of the
excitation spectrum is out of the question. How-
ever, questions like localization characteristics
of excitations, averaged single-site density of
states, etc. , are amenable to treatment, as these
involve only statistical properties of certain
parameters of the ground state. The statistical
properties of the ground state like the probability
distribution of the local field, the average angle
between two spins, etc. , can be obtained by making
simple assumptions. In treating coupled-spin
systems in which all exchange interactions are not
positive, one usually considers spin excitations
from the classical ground state and works out the
zero-point motion about the classical State from
the spin-wave spectrum. In three dimensions the
zero-point motion turns out to be small. The
theory here is developed on the same assumptions.

The paper is organized as follows. In Sec. II,
starting from a ground-state configuration in
which various spins are frozen, in various direc-
tions, we derive equations of motion for spin-
deviation excitations. These equations are analog-
ous to those obtained for an antiferromagnet and
thus require two amplitudes to be specified at each
site. In Sec. III, we present a localization theory
for such excitations which is a generalization of
the arguments put forth by Anderson" and Econo-
mou and Cohen. ~ An explicit form of the localiza-
tion function is derived for short-ranged exchange
and some qualitative discussion is given for the
RKKY interaction. In Sec. IV, we describe the
method for calculating the local density of states

II. EQUATIONS OF MOTION

The system is taken to be a set of exchange-.
coupled spins 8,. The Hamiltonian is given as

e = --,' g ~(R„)5, 8, . (2.1)

The exchange interactions j(R,,) is taken to be
random. The specific models of randomness of
J(R,,) are discussed in later sections. The equa-
tion of motion for a given spin is

—5, = Q J(R„.)g, x gq .
dt

(2.2)

Since we are interested in small deviations from
the ground state, at each site we associate a set
of three mutually orthogonal right-handed sets of
vectors h„(i), e,(i), and e,(i) "Th.e vector e,(i) is
taken to be along the direction in which the spin

5,. lies in the classical ground state. The zero-
point motion about this state can be considered in

the same manner as for an antiferromagnet. It
is anticipated to be small in three dimensions. "
Writing 5, =Se,(i) +58„we can get a linearized
equation for 5$,. These equations are best expres-
sed in terms of the usual boson operators

(2.3)

Using Eq. (22), one finds the following equations
for the a&'s:

z —a, =Iz(a, + ~ (A, ,a, +B,,a, ), .
(g wj)

-i a; =Iz;a, + (A,*;a;+—Bp~a, ),d t=. t 1
~(«)

where

(2.4a)

(2.4b)

k, =S QZ(R„)e,(i) e,(j),

A„=A(; =-SZ(R,J)e,(i) ~ e (j),
B„=B„= SJ(R,,)e,(i-) e,(j)

with

e, (j) = e„(j)~ ze,(j) .

(2.6)

(2.7)

(2.8)

by the continued-fraction method, as developed

by Haydock et al." A new' procedure of self-con-
sistent termination of the continued-fraction expan-
sion is employed. The calculations are made for
two models: (i) impurity spins coupled by the RKKY
interaction and (ii) spins coupled by a short-ranged
randoM exchange. The numerical results on den-
sity of states and specific heat are presented in
Secs. V and VI. Our conclusions and the summary
of the results are presented in Sec. VII.
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h,. denotes the magnitude of the zero-temperature
molecular field at site i due to all other spins.
This follows because the direction of the spin at
site i is along the direction of the molecular field,
and the molecular field is given by

Gab '(E) — e»»»»Gbb. '(t)d t
» Do

HI. LOCALIZATION

(2.15)

h» =SQJ(R»»)e, (j}. (2.9)

h,. =S p J(R»»)[cosH» cosH,. +sin8,. sing
s( «)

x cos(Q,- —f,.)], (2.10)

A»» =-—,
' SJ(R,,)[(1+cosH; cos8»)cos(P» —

»t»»)

+sin8,. sin8, +i sin($, —P»)

Below we shall impose explicit expressions for
quantities h, , g, , , and 9,.&

which may be given in
terms of angular coordinates of the spin at site i,
referred to a fixed-coordinate system. These are

The question of the localization of the excita-
tions in disordered solids has received a tremen-
dous amount of attention. But in all this work,
only those excitations have been considered whose
wave functions can be represented by a single
complex amplitude at each site. For excitations
in spin-glasses, we require the specification of two
complex amplitudes at each site to describe the
wave function. To consider the localization of
such excitations, the presently available theory
has to be extended.

Using a matrix notation for Green's functions,
we may write a locator expansion as follows:

x (cos8,. +cos8,.)], (2.11)
G;;(E) = g;(Z)3,;+ Pg,y„G„, (3 1)

8»» = --2 '(R„)[(l—cos 8,. cos8, )cos(y» —p, )

—sinH, sin8, +i sin(»t», . —p»)

x (cos8,. —cos8,.)]. (2.12)

where

g;(E) =
o

-(E+t»») ' (3.2)

The above equations show the detailed dependence
of the coefficients occurring in equations of mo-
tion in the ground-state configuration. The task of
determining the ground-state configuration for a
given configuration of J(R,, ) is extremely difficult
and perhaps fruitless, as finally one is interested
only in certain statistical properties.

In order to consider questions of localization
and density of states for spin excitations, the
language of Green's functions is most appropriate.
Accordingly, we define the following Green's
functions:

=(1-g»«) 'g» ~ (3.4)

The expression for b.
» follows from Eqs. (3.1) and

(3.4):

A]) 8)
(3.3)t j

fj fj

With the help of Eq. (3.1) we define the local self-
energy matrix 6,. as follows:

8& +@~~&8& +g& +i@& +t L& +

G';";=-te(t)&01[a;(t} a';(0)]10&

G', ,'. = -te(t)(0 l[a;(t), a»(0)] lo&,

G, ,'. =-te(t}(01[a;(t},a,.(0)]10&,

G", = -te(t)&o l[a»'(t), a»(0)] lo& .

(2.13a)

(2.13h)

(2.13c)

(2.13d)

V»bg» Vb
n( ~i)

(3 5)

G';,'=1/(Z —k» - Z';)
with

(3.6)

+ P V»bg Vb»g» V»»+' ' '
u, t (~ f)

It is helpful to record some of these equations
more explicitly, e.g. ,

The equations of motions for the frequency-trans-
formed Green's functions may be written

(Z - h») 5;» —A;,

(E +1)5»»A»»,*,-

ls 0

gc t aa t abt ba/(E+g +t bb) (3 7)

Similar expressions can be written for other com-
ponents of Green's functions.

The problem of localization of spin excitation
may now be formulated as follows. At time t =o,
we create a spin excitation at site i, so that the
initial wave function is
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At a later time t, the wave function will be of the
form

hop or B hop) at each site. A typical term X& hss
the following appearance:

~4 (t)) = g [u~(t) a&~+ v& (t) a~] I0) .

The excitation will be localized if

(3 9) X =A .G'-' B .G ' 'j ot. c

x B G "'~ . G'"''j ~ ~ ~ Af~ & m 'mO' (3.15)

(3.10)

The quantity P may be written in terms of the
Green's function as

P = lim — dE [G",, (E +is)G';(E —is)

=ff&n&dE.

+ G,",(E +i s)G ( ) (E —is)]

(3.11)

The eigenstate at energy E is localized if f(E) t0
and extended if f(E) =0. Following the development
presented by Economou and Cohen, " the question
of localization may now be related to the analytical
properties of self-energies t), I" (tu, v = a, 5). It
should be noted that only two of the self-energies
are independent. It is easily verified that

Our next task is to find the probability distribu-
tion of X, , which is a complicated exercise, as
here, besides the well-known difficulties of the
Anderson model, we have some additional compli-
cations: (i) the hopping integrals A, &

and B,&
are

random and are correlated to the h, 's and among
themselves and (ii) two kinds of hopping and two
kinds of propagators are involved. In view of these
complexities we shall be content with obtaining
simple estimates. Following Anderson, "we shall
ignore the self-energies of G'„'"'j"', etc. , while
the random nature of the A, j's and B,j's can be
taken into account reasonably by a simple approxi-
mation; their correlations with h, have to be ig-
nored except in some simple models of disorder.
Employing these approximations I.yo" obtained a
fair description of localization in antiferromagnets.

Following approximations of Refs. 11, 12, and
16, the localization function is obtained as

L(E) = +exp(L, a, ) " (3.16)
Further, from Eqs. (3.7) and (3.11) it is seen that
in the energy region where the states are extended,
either one or both of the independent self-energies
(t),", and A',.') should have branch cuts. On the
other hand, in the region where the states are
localized, each of the 6,"' should be analytic and
it should be possible to have for each 6,"' a con-
vergent renormalized perturbation expansion.

The convergence of the perturbation expansion
is considered by examining the behavior of higher-
order terms. The terms in the respective series
for 4&' and 4&" differ by only one factor, so it is
expected that the two series will have same con-
vergence properties. Thus we conclude that it is
sufficient to examine the renormalized perturba-
tion series for 6&' alone, which may be written

where La& =(In'). The sum T~ in Eq. (3.16) is
evaluated in the following manner:

L
&V' ) =n gnxp&n&&n&G;I& +&n —n)&ln)G)l&I

Lc„

x (-1) " p exp(pz(ln(A[) -qz(ln(B[)),

(3.17)
where L, =L!/n!(L —n)!; p~ and q~ denote the num-
ber of A bonds and B bonds, respectively, in a
walk configuration in which G"s occur n times and
G"s occur (L-n) times. Evaluation of this expres-
sion is again tedious, but a simple approximation
is obtained if we require the localization function

L=1
(3.13) to give correct limits in case of zero disorder

(for a pure antiferromagnet this kind of approxi-
mation cannot lead to correct answer, however,
in this case the following approximation reduces

(ak)L
TL (3.14)

'The sum j runs over all possible self-avoiding
walks of length I.. For large I., the number of
such terms is (2'')~, where K is the connectivity
constant of the lattice. This is so because each
of the KL self-avoiding walks can be traversed in
2~ ways, corresponding to two possible hops (A

to that of Ref. 16).

L(E) = 2'exp(-(» IE' - I l I))

x (exp(lnjA[) —exp(ln(B[))'. (3.18)

Here K has also been replaced by g to produce
the correct result for zero disorder. A feature
worth pointing out about this formula is that the
presence of two kinds of hoppings (A and B) in-
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Flo. 1. Plot of the localization function according to
Eq. (3.18).

creases the extent of localization in comparison
to the cases of ferromagnets (only A hops) or anti-
ferromagnets (only 8 hops). A calculation of the
averages occurring in Eq. (3.18) has been per-
formed as described in Secs. IV and V. The result
is plotted in Fig. 1. The figure shows that the
states of energy smaller than 4.2WS (see Sec. V for
units) are extended and those with energies above
this value are localized. It must be stressed tha'
the approximation used here underestimates
localization as has been discussed by Anderson. "
Thus the true mobility edge should occur at con-
siderably lower value of energy. The Monte Carlo
studies' " show a much greater extent of localiza-
tion, which is quite understandable from our argu-
ments.

The above type of theory may also be considered
for RKKY interactions. Using Anderson's argu-
ments for interaction falling off as r 3, it would
follow that all states in such systems should be
extended. However, there are two factors which
preclude such a conclusion. Firstly, the hopping
matrix elements are random and secondly there
are two kinds of hoppings which in some sense
inhibit delocalization. The effect of the first fac-
tor is not qualitatively important; we have not
been able to assess quantitatively the role of sec-
ond factor for long-range interactions.

IV. DENSITY OF STATES

The local density of states for spin-deviation ex-
citations is given in terms of the Green's functions
by the following formula:

p»(Z) =—lim Im[G',.',.(E-i~) —G»,'(E —ie)]. (4.1)

%e are interested in calculating the configuration-
ally averaged density of states. The coherent-
potential-approximation (CPA) and its cluster ex-
tensions have been extensively employed in recent
years to calculate configurationally averaged
Green's functions in disordered systems. How-
ever, this type of formalism is not quite appli-
cable here for the following reasons. Firstly, for
the realistic spin-glass systems like CuMn, the
spins are coupled by the RKKY interaction, which
means the spin excitations can hop over long range.
Whereas CPA-type theories by virtue of their basic
approximation are valid only for short-ranged
hopping. Secondly, the hopping interaction is also
random which makes the application of the
above procedure very cumbersome. Finally, we
expect the states to be localized over majority of
the band and CPA-type theories are not applicable.
for calculation of density of states of localized
states.

For these reasons we employ the continued-
fraction method as developed by Haydock et aL"
This method is particularly su'table for calculat'. ng
local quantities and provides approximations which
are. amenable to configurational averaging. The
method yields the Green's function in the form

Gaaii
t 1»&bi-
o'2 —P2»

Q ~ ~ ~ ~

I
P»»

o'2» - P2;

(4 2)

1
+ li Pli ~

(4.3a)

(4.3b)

This procedure would have been satisfactory if we
were dealing with one-component excitations like
in a ferromagnet. For a two sublattice antiferro-
magnet, the more appropriate procedure is

As discussed by Haydock eI, al. ," the practical
calculations are done by terminating the continued
fraction in a self-consistent manner which yields
a Herglotz function. Terminating the expansion
at the nth stage gives a density of states whose
first 2n moments are exact. In the present prob-
lem, since a configurational averaging is to follow
the above calculation of density of states, we intro-
duce the approximation at the second state. The
usual procedure is
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n2, = — E-h& A. ,&
—E+8& B,& ~1

Plf

+g l.A, &(A,*,AA, +BP, B»)
g,k

+Bu(+*a Bag+B*aA»)~ (4»)

—E+h~ A]~ + E-k] B]~
1

I I I I I I

0 1 2 3 4 5 6 7 8

+ g lA(y(Av+B&„B~&)f,k

+ B,*,(A„B»+B„A,*,) ~'I . (4.7b)

JS
FIG. 2. Comparison of the density of states calculated

according to Eqs. (4.9) and the exact calculation of Ref.
25, Eg. (4.4), yields the formula

jo(&) = (~'+12)304

[(8-~)/(8+&)]' '
[30(q —8)) +64(q +12)(8 —g)/(g + q)

The expressions for P, and P' are very .long and
will be given elsewhere. " For' performing the
configurational averaging the following approxima-
tion is introduced. The quantities 9, and 8, are
obtained from averaged values of na„P„, n,'„
and P,'„ i.e. , 9, is obtained from the equation:

(4.8)

[(a +8)/(8 —e)]
[30(e -8)] +64(e +12)(8+a)/(6 —e) where a,' =(a,',), etc.

Thus the configurationally averaged expression
Q is obtained as

gaa ~&b1 1

Plgb +I P19a

1 . 1

~.-P 9. ' ' ~&-Plg&

(4 4.a)

(4.4b)

G)g = I', k
1

and

(4.9a)

This procedure, while being exact for a one-di-
mensional antiferromagnet, gives a fairly good
account of- density of states for a bcc antiferro-
magnet for which detailed comparisons with the
numerically calculated exact density of states"
is. shown in Fig. 2. For other lattices, similar
comparisons are obtained. In all cases, the upper-
band limit is correctly obtained. The equations of
motion in the spin-glass case are neither like an
antiferromagnet nor like a ferromagnet. So we
tried both of the procedures given in Eqs. (4.3)
and (4.4), respectively. We found that the pro-
cedure of Eq. (4.4) is found to be more satisfactory,
though the general form of the density-of-states
curves is somewhat similar.

For the random problem, the coefficients o.„and
p„are dependent upon i and are random quantities.
Their explicit values are listed below:

(4.5)
I

Pw Pi» Q(IA&g I
+-IB&g -I ),

G,", = J P(p, h.) dpda,-E -h — 9, (4.9b)

p( ph2, (4.10)

where P(P, k) is the joint probability distribution
function of p„and h, . In practice, it is quite in-
tractable to obtain the joint probability distribution
of P and h. So, we have obtained the distributions
of P and h separately and then taken into account
the correlations of p and h by means of a simple
constraint. The most important aspect of correla-
tions between P and h comes from considerations
of stability. Clearly the energy of all the excita-
tions must be non-negative. For this to be true
each eigenvalue of the matrix (h5„+A,~) should be
positive and be greater than the corresponding
eigenvalue of the matrix (B„).' This restriction
is rather difficult tO impose mathematically, be-
cause both the matrices are random. However, it
is easier to think about this restriction in terms
of quantities h and P. The above restriction may
be roughly written in the form



2770 REN U BHARGA VA AND DEEPAK KUMAR 19

where p, is a constant whose value may lie between
P ~ and unity. For random systems, a precise
value of g cannot be estimated. In most of the cal-
culations we have taken g =1. Thus we take the
probability distribution P(p, h):

P(p, h) =P(p)P(h)e(p- qh') . (4.11)

We have done explicit calculations for these
probability distributions and density of states for
two cases: (i) &c spine are distributed randomly
on a fcc lattice of N sites and interact via the RKKY
exchange interaction and (ii) the spins are present
on each lattice site but the exchange integral obeys
a Gaussian distribution. The calculation and re-
sults are discussed in Sec. V.

(5.2)

where 0 may be chosen to be a small number
(0.01 to 0.2 in our case). g =0 corresponds to
complete randomness. In the Gaussian model,
the J,J's distribution is

P(Z) = (I/v'2 v W)e ' " (5.3)

P(h) =&2/v (h'/a')e "" (5.4)

The quantities of main interest are h and p. As-
suming complete randomness of spin orientation,
the distribution of 0 has been shown to be Gaus-

ian 20

V. GAUSSIAN MODEL

To proceed further with the calculation, we
shall have to make specific assumptions about
certain statistical properties of ground-state con-
figurations. The simplest assumption which has
been often employed is that of complete r andom-
ness in spin orientation, i.e. ,

where

(5.5)

In calculating the probability distribution for P,
we find that it makes little quantitative difference
if we average over azimuthal angles to begin with,
but the algebra is simplified considerably. The
following expression for P,. is used:

P(e„y,.) dQ, =dn, /4v. (5.1)
p, =-,' g ~Sd(R, ,) ~'l I+cos'(e, e,)]— (5 6)

We use a slightly generalized form of Eq. (5.1),
namely, Using standard methods [(5)-(7)], we find

dp; &
. 1 (ipW'9)'"+(I+2ipW'S')'"

~fp W2S' (1+ipW'9)'~' (5.7)

For Z=12, P(p) ~ p' for small p and P(p) ~ p
'"

for large p. Keeping in view the constraint (4.10),
we replace this complicated distribution by

P(P) =+, 0 & P & 16. (5.6)

&~.) =-'«- &h) &o'.) = 2«- &h& (5.9)

with

h = (6Z/9v)'"WS. (5.10)

The expressions for &P,) and &P') are given in
Ref. 19.

The results for the density of states are shown
in Figs. 3 and 4. The energy unit is taken to be

The specific choice is made to yield the correct
value for the average. In first-order approxima-
tion, the effect of a nonzero value of 0 is neglected
in obtaining distributions P(P) and P(h). The
average values of the other continued-fraction co-
efficients are easily evaluated with the help of
Eqs. (5.2) and (5.3). These are given as

W5. Figure 3 shows the plot for density of states
when p, =1. Curves of a similar nature are obtained
for other values of p, . Also shown is the plot when
no restriction is imposed on the values of P. In
Fig. 4 we exhibit the density-of-states curves for
different value of o parameter. We find that curves
are not too sensitive to values of 0, in the range of
small values of o. The general shape of these
curves is quite like those obtained in Monte Carlo
calculations. ' " The significant point is the non-
zero density of states at zero energy. The ques-
tion of interest is what may be the nature of these
low-energy collective excitations. Clearly the
low-energy excitations involve a large number of
spins. Monte Carlo calculations" have shown that
the ground-state energy is a rather insensitive
function of spin configurations close to ground-
state configurations. This means that there are
a large number of configurations differing much
in spin orientations but little in energy, and the
lowest-energy excitations may consist of tunneling
among these configurations. The excitations cal-
culated here may well correspond to this picture.
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VI. RUDERMAN-KITTEL-KASUYA- YOSIDA MODEL

In this model we use the long-range form of the
RKKY interaction, i.e. ,

gft, ~) = (Q/~ 8,, ~')cos2kFR,
& . (6.1)

Here again the probability distribution of h is
available in the literature, "and is given by (as-
suming complete randomness in orientation of
spins)

(6 2)

where

(6.3)

where a is the lattice parameter and c the concen-
tration of magnetic atoms. In the present case

We have used this exc itation density to calculate
the specific heat, which is shown in Fig. 5. C is
fairly linear up to 0.1T,.

the calculation of P(P) can also be done exactly,
in fact, a result for a similar quantity was ob-
tained by Anderson. " Using his expression, es-
sentially, we find,

P(p) = ' -„, exp[ (0 271m-'"c.)'/p],0.563mc
pS/2 (6.4)

where

where p = p(/gS c/P)'. Using the probability dis-
tributions of Eq. (5.2), we obtain the various
averages as

(u, ) = —,
' Eo —(h) + 36

ac�(31n3

—~ 1n2) (+o + &~ o ),
(6.5a)

(n,') = ', Ev —(h) +36m—c—(31n3 —~4ln2)(~ +~ o ),
(6.5b)
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FIG. 5. Calculated specific heat as function of temp-
erature for the Gaussian model. (Ã.is the total number
of sites, 4 is the Boltzmann constant. )

The calculation of (h) has been made with the h«p
of the distributions given in Eq. (6.2) with a further
provision that the maximum value of I( is AS/cP,
which is of the order of the field experienced'by a
spin due to its nearest neighbor. The averages
have been carried out correct to order c'. The
expressions for (p,) and (p,') are recorded in Ref.
19.

For the long-ranged interaction we could not
find a satisfactory expression for the constraint
arising due to stability requirements. The calcu-
lations without incorporating any constraint have
been shown for three concentrations in Fig. 6.
Several points about this calculation are worth
noting. The density of states at zero energy is
finite and decreases with the increasing concen-
tratjons. Most of the excitations have energies
below AS/d' —which is the exchange energy be-
tween two spins in the nearest-neighbor positions.

~005

0 I

0 001
I ( ( l (

002 003 0 04 0.05 006
C

FIG. 7. (a) Plot of the density of state at zero energy
p(0) as function of concentration. (b) Plot of p(0)c as
function of concentration.

In Fig. 7, we have plotted p(0) and the product p(0)c
versus concentration c. It is seen that p(0)c is
nearly constant with concentration which implies
that the linear (in temperature) contribution to
specific heat is nearly independent of the concen-
tration. All the above points are in accord with
the experiments and the Monte Carlo calcula-
tions. 'o" Our calculations also show some reso-
nance structure at higher energies. The positions
of the resonance peaks do not depend upon the
concentration. %e have not been. able to find any
physical interpretation for these peaks.

%e have also performed the calculations with
the constraint P&(('. These are shown in Fig. 8.
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FIG. 6. Plots of the den-
sity of states for the RKKY
model for three concentra-
tions. No restriction on
values of p is imposed.
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of states for the HKKY
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The general nature of the curves is similar. But
the density of states at zero energy gets reduced
by a factor of the order of 5 to 10. The numerical
agreement for specific-heat calculation gets worse.
In fact, in this calculation any constraint of the-
form p& p, h' leads to a similar large reduction in
the density of states at zero energy. It is quite
possible that there is an energy gap in the excita-
tions at fact which is consistent with the measure-
ments of Wenger and Keesom. "

VII. CONCLUSIONS

In this paper we have obtained a description of
the low-temperature excitations in spin-glasses.
Qur description is in good accord with that obtained
in Monte Carlo studies of finite numbers of
spins. ' " In terms of the low-temperature exei-
tations discussed in our paper and in Refs. 10 and
17, one is able to obt;ain a better understanding of
low-temperature properties, particularly specific
heat. The present understanding seems to us far
more convincing than that obtained on the basis of
molecular-field theory. As far as we know, ours
is a first analytical calculation of the density of
states of excitations in spin-glasses. Thus it is
complementary to the Monte Carlo calculations
done earlier. The specific results obtained in this
paper are the following:

(i) The localization characteristics of spin-glass
excitations are studied and an explicit form of the
localization function is obtained for short-ranged
exchange. The low-energy excitations up to one-
third of the bandwidth are found to be extended and
the higher-energy excitations are found to be lo-
calized. Qur approximation underestimates local-
ization.

(ii) For the RKKY interactions, we have not been .
able to reach any quantitative conclusions regard-
ing localization. A simplistic application of Ander- .

son's arguments for interactions falling off as r ~

suggests that in this case all the excitations must
be extended. We point out some arguments as to

why this may not be so.
(iii) We have extended the application of the con-

tinued-fraction method to excitations described by
two complex amplitudes at each site. A procedure
for the self-consistent termination of a continued
fraction is given. This procedure gives a good
description of the density of states of pure anti-
fer rom agnets.

(iv) The above method is applied to (a) the Gaus-
sian model and (b) the RKKY model. In both models
one finds a finite density of states at zero energy.
The density of states in the Gaussian model is
quite featureless and has the same general shape
as found in Monte Carlo calculations. The density
of states for the RKKY model shows considerable
structure with resonancelike modes at high ener-
gies. Most of the states occur with energies below
the exchange energy corresponding to two spins at
nearest-neighbor sites. Qur calculation for the
RED model is not as reliable as that for the Gaus-
sian model.

(v) The zero-energy density of states for the
RKKY model is fourid to decrease with the increas-
ing concentration. The product p(0)c is seen to be
nearly constant. The contribution to the magnetic
specific. heat which is linear in temperature in-

' volves p(0)c. Thus, it is seen that this coefficient
is approximately independent of concentration is in
accord with experiments.

Finally, it should be mentioned that the further
correctness of our calculational method can only
be established if we can provide an explanation
of the other low-temperature properties, namely,
(i) the T'" law for the resistivity and (ii) the
presence of spin-wave-like excitations through a
calculation of the dynamic structure factor S(q, u).
Work is in progress on both these calculations.
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