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The microwave absorption spectrum of amorphous sputtered Gd„Al, „ films at 9.13 GHz exhibits a single
broad line which is studied as a function of temperature and composition x. In the paramagnetic regime, the

g factor has a composition-independent positive shift of 0.006+0.004 above 1.992 of the free Gd + ion, in
contrast to negative shifts previously reported for crystalline GdAl. The shift is.interpreted as arising from an
exchange interaction J@ of the Gd f shell with electrons of d character. The g-shift contribution of the
exchange interaction Jf with s electrons is presumed to be hidden because of a "thermal bottleneck. " This
latter exchange interaction has a minimum value of 0.1 eV, as deduced from paramagnetic Curie
temperatures. Using the observed temperature dependence of the resonance linewidth plus approximate band
parameters from analogous dilute crystalline systems, the spin-lattice relaxation rate of amorphous
Gd„Al, „ is estimated to be 10"x Hz, in order-of-magnitude agreement with dilute crystalline systems. At
lower temperatures the field for resonance shifts down, strongly for x = 0.37 but less strongly for higher Gd
concentration. This shift is interpreted as an effective anisotropy field arising from local demagnetizing fields
of an inhomogeneous (spin-glass) system. The composition dependence of the shift indicates that with

increasing Gd concentration, the alloy becomes more magnetically homogeneous, gradually approaching
simple ferromagnetism.

I. INTRODUCTION

We report here on a microwave magnetic-reso-
nance study of amorphous intermetallic alloys
Gdgl, „with x=0.37, 0.56, and 0.81. Studies of
this type have been done on the corresponding
crystalline alloys, ' ' and the results have given
information about the magnetic structure, in par-
ticular about the couplings between localized mo-
ments and conduction electrons. The magnetic-
resonance study of the amorphous Gdhl alloy is
particularly interesting because its previously de-
termined properties differ so radically from the
corresponding crystalline Gdhl alloys. For ex-
ample, magnetic measurements show that crys-
talline GdAl, is a ferromagnet while amorphous
GdAl, exhibits spin-glass behavior, as first re-
ported by Mizoguchi and co-workers. ' ' More re-
cent specific-heat measurements have indicated
that in the spin-glass matrix, there is some de-
gree of magnetic inhomogeneity arising from par-
tially ferromagnetic clusters of dimension 35 A. '
Small-angle scattering measurements have also
indicated structural inhomogeneities of comparable
dimensions. '

In Sec. II, we describe experimental techniques
and present results on the resonance curves, in-
cluding their field position, shape, and linewidth.
In Sec. III we correct for demagnetizing effects
and extract the intrinsic g shifts and field shifts.
Key differences with crystalline alloys are a small
g shift of the opposite sign at high. temperature
and a huge line shift to lower fields at low temper-
atures. In Sec. IV we use the Huderman- Kittel-

Kasuya- Yosida (RKKY) theory to interpret the

g shift and temperature dependence of the line-
width at temperatures well above the spin-glass
ordering. We discover that the exchange inter-
action between the localized gadolinium moment
and the conduction electrons appears to have the
opposite sign from that in the crystalline counter-
parts. We attempt to relate these differences to
the previously observed magnetic properties. In
Sec. V we discuss the field shifts at low tempera-
tures in terms of a local anisotropy field arising
from a columnar magnetization distribution and
strong exchange coupling. We describe a detailed
model of this effect, which fills out the simplified
version described in an earlier paper. "

II. EXPERIMENTAL TECHNIQUES AND RESULTS

The samples were prepared'"' by sputtering in
argon from arc-melted targets onto high resistiv-
ity polished silicon substrates with a small sub-
strate bias voltage (25-50 V). The purpose of the
bias voltage was to reduce void structure which
often appears in zero-bias sputtering, but the
voltage was kept low to minimize structural an-
isotropy of the type that appears for example in
GdCo bias-sputtered films. Thicknesses given in
Table I were measured by Talysurf on samples
where small areas were etched. The common
method of masking a small area of the substrate
during deposition was found less reliable for thick-
ness measurement because the presence of the
mask perturbs the film growth in its vicinity,
leading often to an overestimate of the thickness.
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TABLE I. Parameters of amorphous GdA1 films.

Al

Ar

Mo

35 51

40

9

78

19

Nominal composition
(atom fraction X 100) Gd36A163 Gd, 6A144 Gds& A1, 9

0.06

0.05

0.04

0.03

0.02

Gd~7 A16~

o FORCE BALANCE

(H=I, 2, 3, or 6kOe)
x RESONANCE

(a)

h (j(Lm)

EF (eV)

dg (+0.004)

J,f (dg) (+0.015 eV)

d~/d T (Oe/K)

I I (Korringa)

e(z)

sfmin (eV)

~ (10» cm-3)

2m'A, (A)

3.7
9.5
0.007

0.03

3.1

0.011

30

0.11

4. 1

35

2.4

0.008

0.03

0.013

104

0.16

3.4
60

2.0

7.9

0.004

0.015

3.7

0.013

110

0.14

3.1

O.OI

0.5—

0.4—

100

(b)
O. I2

E BALANCE

2, or 4 kOe)

ONANCE

—O. IO

—0.08

x ~X—— —~
200 300

-0.06 X

There was also considerable nonuniformity in
thickness over the sample surface; so the thick-
ness is only reliable to +20/o.

The three samples have nominal film composi-
tions (metals only) of 0.37, 0.56, and 0.81 atom
fraction Gd. We use these values to identify the
samples and relate them to other papers. How-
ever the true film compositions were measured
by electron microprobe and are given in Table I.
In addition to Gd and Al, all samples have a sig-
nificant amount of argon which dilutes the mag-
netic system. Some oxygen is also present but
cannot be accurately determined from electron
microprobe. It dilutes the system and is presumed
to tie up a certain amount of Gd in Gd, O, . The
small amount of Mo content in the first sample is
a stray impurity. The third sample, with the
highest Gd concentration, has been overcoated in
situ after deposition with a l-p, m-thick layer of
Si,N4 to avoid oxygen contamination w'hich other-
wise might occur after removal from the deposi-
tion chamber. W'e believe that oxygen contamina-
tion of the second sample is responsible for a res-
onance "surface mode" which will be discussed
further below. The overcoatingonthe third sample
reduced but did not eliminate evidence of a sur-
face mode.

The microwave resonance data were taken using
a standard Varian spectrometer at 9 GHz (X
band). The cavity had two holes to insert a heli-
um-gas flow dewar. The temperature was con-
trolled by manual regulation of the voltage across
a small resistance heater inserted inside the tube.

—0.04

O. I— —0.02

I

IOO

~8
200 300

0.6

0.5—I

0.4

0.06
(c)

Gd Al
Bl 19 —0.05—o FORCE BALANCE

, or 4kOe)
NANCE 0 04

X 03 —003 X

0.2 —0.02

O. I

X

I

IOO

T (K)

I

200

—O.OI

~~x
l

300

The samples of area -1 && 5 mm' were attached
with a small amount of vacuum grease to a quartz
rod which could be inserted, rotated or removed
during the experiment. The resonance spectrum

FIG. 1. Volume susceptibility X vs temperature T of
three amorphous GdA1 films: (a) Gd3'(A163 (b) Gd56A144,
and (c) Gd8~A1~~. Faraday force balance measurements
represent I (at the indicated field H applied in the plane
of the film) divided by H. Resonance measurements rep-
resent Eq. (3.7) of the text.
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was measured for two orientations of the external
dc magnetic field, perpendicular a,nd parallel to
the plane of the sample.

The magnetic properties of the films were mea-
sured previously by a Faraday force balance, '"'
and Fig. j. shows some of the results foi the vol-
ume susceptibility y =M/H determined with the
applied field H in the plane of the sample. The un-
certainty in thickness mentioned earlier, coupled
with the problems of accurate subtraction of sub-
strate contributions, limits the absolute accura. cy
of the magnetic measurements to about 30%%uo. At
high temperatures the susceptibility follows a
Curie-Weiss law and the paramagnetic Curie tem-
peratures 0 are given in Table I. At lower tem-
peratures there a.re susceptibility maxima which
become most pronounced for the sample with least
Gd {see Fig. 1). Since these susceptibilities are
determined with the applied field in the plane of
the sample, the downturn in susceptibility at low
temperatures is not likely to be a shape demag-
netizing effect. Nor is it likely to be an anisotropy
effect since Gd is believed to be an 8-state ion
with negligible single-ion anisotropy or anisotropy
of exchange. . As discussed elsewhere, ' ' the most
likely explanation is that these samples show some
degree of spin-glass behavior, although the sam-
ples with higher Gd concentration are predomi-
nantly ferr omagnetic.

Some typical resonance curves, representing the
conventional field derivative of the absorptive com-
ponent of the microwave susceptibility, are shown
in Fig, 2. The curves have fairly large linewidths
and are asymmetric. In many eases reported in
the literature, ' ""such asymmetry a,rises from
the complex metallic impedance which exists when
the electromagnetic penetration length is less tha. n
the sample dimension. Our samples have thick-
ness of 2-4 p, m. The penetration length (2j/up p)'~'
can be estimated to be 8 p m, assuming an angular
frequency ~=2m&& 9 GHz, and a resistivity p= 200
pQ cm, and provided we assume the permittivity
of free space p, = 4w x 10 ' henry/m. In fact the
permittivity should be larger because of the un-
saturated nature of our specimens, and therefore
the penetration depth should be smaller. We fol-
low the conventional approach' '&" in analyzing the
curves E(x) as a superposition of the derivative
of the real and imaginary parts of a Lorentzian:
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FIG. 2. Resonance signals, i.e., field derivatives of
the absorptive component of the rf. susceptibility, at 9.13
0Hz for Gd37A163 at (a) 294 K, (b) 90 K, and (c} 17.5 K.
In (a) the solid line is the experimental result and the
crosses are the Lorentzian line shape fit E(x) |see Eqs.
(2.1) and {2.2)]. In {b) the crosses represent the differ-
ence between the solid experimental curves and the E(x)
fit.

E(x) =A.(l -ax —x')/(1+x')',

x = (fI a,)/~a. (2.2)

Here A. and a are fitting parameters, H is the ap-
plied field, Ho is the "true" line center and 4H is
the half-power half-width of the absorption part
of the resonance line. Henceforth, when H is ap-

plied in the film plane, we call the true line cen-
ter H„and the linewidth 4H, . When H is normal
to the film plane, we call them H~ and dH~, re-

spectivelyy.

An example of the fit of Eg. {2.1) to the data, is
shown by the crosses in Fig. 2(a). Such results
were obtained for Gd»A163 above 200 K, for
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Gd„A144 above 30 K except for a shoulder in the
II, curve below 110 K, and for Gd„hlj g above 60
K. Figure 2(c) shows resonance curves at lower
temperature, where a large offset develops be-
tween H~ and Hi, In an intermediate temperature
range, as shown in Fig. 2(b), one can see that

there exists an apparent curved baseline. The
minimum is indicated by II „. This effect is rel-
atively important below 200 K for Gd37A163 It
might possibly be interpreted as a secondary res-
onance mode with a very large linewidth. The
resonant cavity gives a linear polarization, which
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FIG. 3. Resonance fields Hi and Hi) magnetizations
47|Mi and 4~Ii, at those fields (as deduced from force
balance measurements), and H& o~ and H&„,i

[from
Eqs. (3.9) and (3.10)], as a furiction of temperature T in
the three GdAl films (a) Gd37Al63 (b) Gd)6Al44, and
(c) GdsiAlgg.
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means that for the positive values. of the rg.agnetic
field which we apply, we can get a superposition
of the right circularly polarized mode and of the
tail of-the left one which occurs for the negative
field values. The admixture of these two opposite
modes becomes very important if the center of
each mode occurs at field values smaller than or
equal to the half linewidth. A precise determina-
tion of the resonance field of the second mode is very
difficult in this case, but one can make a rough evalu-
ation of the temperature dependence of the linewidth,
whichis 45+ 100e/Kfor 50& T&200 K. This value is
much larger than the value obtained for the main
mode (see below), which suggests tliat some addi-
tional relaxation mechanism is involved. We spec-
ulate that one possibility for such relaxation is
surface relaxation; another involves different re-
gions of the sample as suggested by the inhomo-
geneity or cluster picture of Sec. V. We have not
investigated this mode in any more detail and at-
tempt no further interpretation.

The values of H„or H, determined in the fit us-
ing Ecis. (2.1) and (2.2) are plotted in Fig. 3 for
the three samples. The perpendicular resonance
is always shifted to higher fields than the parallel
one, because of a demagnetizing effect which will
be considered further in Sec. III. In addition there
is a dramatic shift of both resonances to lower
fields in Gd»A163 below the paramagnetic Curie
temperature. There is a relatively small such
shift in Gd56A1~4. The shift is not observable in
Gd„Al„although a shift cannot be ruled out since
remanence effects (see below) prevent accurate
determination of the resonance fields below 40 K.

hII is plotted for the parallel and perpendicular
field configuration in Fig. 4. The linewidth de-
creases roughly linearly with decreasing tempera-
ture at high temperatures, and the rate of change
db.H/dT is given in Table I. At low temperatures
approaching the paramagnetic Curie temperature,
the linewidth increases once again with a roughly
inverse temperature dependence. It is interesting
to note that for Gd»A163, one finds within experi-
mental error 4H„/4H, =H„/H, . A special compli-
cation occurs iri Gd56A144 where there is evidence
for an extra resonance appearing as a shoulder in
the H, spectrum below about 150 K. The presence
of this shoulder complicates the determination of
the linewidth of the main line, and there is accord-
ingly a noticea, ble anomaly in Fig. 4(b). Such a
shoulder could arise from a surface layer with al-
tered properties, for instance due to oxidation.
An attempt was made to avoid such an effect in
Gd yA ly, by ov ere oating with a protective layer.
While there was no evidence of a shoulder, there
is still an anomaly in bH~

I Fig. 4(c)]. Apparently
the overcoating was unsuccessful in eliminating all
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f ='9.lh GHz

X0
oo

00)
C) X

ox

Xox'
Xoxx xx o00 oo

X0

X
X
0

X

00
I

IOO 200

Gd56 AI44
f = 9.ISGHz

0 X
0)
O

X

0 X

0 &HII
x QH~

0 X
0 0

0X
X

X
X 00

00
I

IOO

T(K)
200 300

Gd81 All9

f = 9.13GHz

(c)

0
X

Hll

x QH

0)
O

&l

0
X

X
X

X
xx oo

X
X X X X 00 l.

Oo+

00 I

IOO
I

200

FIG. 4. Resonance linewidths 4H as deduced from
Eqs. (2.1) and (2.2) vs temperature T for the three Gdhl
films.

surface layers, but the effect has not been inves-
tigated further. Below 60 'K the curves become
distorted from the shape of Eg. (2.1) and only ap-
proximate values of 4H and H, can be determined.
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The area under the resonance absorption curve
can be shown to be proportional to (A+8)EH2,
where A and B are the amplitudes of the positive
and negative peaks of the derivative signal and hH
is the field difference between them, as illustrated

in the insert to Fig. 5. The relative area is plotted
in Fig. 5 for the Gd»A163 sample and shows a peak
in the vicinity of the susceptibility maximum. A

complication in the determination of the resonance
cur'ves is illustrated in Fig. 6. The position of the
resonances at low temperature depends on the
history of the field- and temperature-dependence
of the sample. While an extensive study of these
properties was not undertaken, a rough measure
of the isothermal remanence was obtained by mea-
suring the difference 6H, in peak positions with
fields increasing from zero or decreasing from
-14 ko in the film plane.

III. DETERMINATION OF g FACTORS
AND LOCAL ANISOTROPY FIELDS

En this section w'e give a phenomenological de-
scription of the temperature-dependent resonance
fields H, i

and H~ for the parallel and perpendicular
configurations, respectively. The analysis allows
us to extract the g factors and effective local an-
isotropy fields from the data. We discuss the
microscopic origins of these effects in later sec-
tions.

The primary features of H„and Hi are that H~

-H„ increases as temperature decreases and that
as the freezing temperature of the spin glass is
approached, both fields shift strongly downward.
The increase of H~ -H„ is a dwell-known charac-
teristic of paramagnetic or magnetic films and

may be understood in the following way: For a
material of volume susceptibility X, the magnetiza-
tions -induced by applied fields H„and H, parallel
and perpendicular to the film plane are

0
200—

0
IOO—

I„—XHii,

M =)t(l+4vx) 'H .
(3.1)

(3.2)

lD

50—O

40 (oy '= [H„(H„+4'„)]'i', (3.3)

The well-know'n resonance equations for the par-
allel and perpendicular configurations are

(oy = H~ —4'~, (3.4)

IO— where v = 2', f is the microwave frequency, y
~ 2mgpz/h is the gyromagnetic ratio. , g is the g fac-
tor, p, z is the Bohr magneton, and h is Planck's
constant. Substituting Eqs. (3.1) and (3.2) in (3.3)
and (3.4), one finds for the parallel and perpen-
dicular equations

0= I I

20 50
~y"'=H, (1+4vy.) ',
ay '=H„(1+4vx)'i'

(3.5)

(3.6)

FIG. 6. Isothermal remanence 6H~ of resonance line
position as a function of temperature. 6H~ was deter-
mined as the difference between the line position sweep-
ing up from zero field down from j.4 kG.

which may be solved to give

X=(4v) '[(H H ')'i' —1]

g =V145fH ' 'H ' '
(3.V)

(3 8)
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I
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T (K)'

I
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FIG. 7. Effective g factors, according to Eq. (3.8) of
the text, vs temperature T, for the sample Gd37A163.
Dashed line shows expected g factor of 1.992 for the free
Gd3' ion.

for f in 6Hz. Equation (3.7) shows that the differ-
ence between H~ and H„ is related to a no@zero sus-
ceptibility X.

Application of Eq. (3.7) to the resonance data,

gives the results shown as crosses in Fig. 1.
Above about 100 K, the X deduced from resonance
agrees within 50%%ua with that deduced from mag-
netic measurements. This agreement is consid-
ered reasonable because of the large error in the
absolute magnetization measurement. At lower
temperatures agreement is not expected because
Eq. (3.7) breaks down due to the appearance of a
nonlinear magnetization curve and local anisotropy
fields (see below).

The g factors deduced from Eq. (3.8) are shown
for Gd„Al„ in Fig. 7. Similar results are ob-
tained for the other samples. The results indicate
that at high temperatures g is essentially constant
for all three samples and has a value close to the
free-ion value" of 1.992. However on the average
there is a small shift to higher g values. In Table
I we give this g shift as determined at room tem-
perature where the operating stability was great-
est, for the determination requires measurement
of peak positions to within a few oersteds. Of
course, the quoted values also depend sensitively
on our use of the formalism of Eqs. (2.1) and (2.2)
to extract H~ and H„. Within experimental accu-
racy, hg is the same for all three films. We will
return to a discussion of the physical significance
of 4g in.Sec. IV. The g shift appears to be essen-
tially temperature independent until at lower tem-
peratures the g values begin to deviate strongly
upw'ards, as shown in Fig. 7. For reasons to be
discussed at the end of Sec. IV, we consider these
stronger g shifts to arise from a breakdown of
Eqs. (3.7) and (3.8).

One reason for this breakdown is that at low
temperatures the magnetization curve is no longer
linear with field, as shown by the dependence of
X=M(H on the field H in Fig. 1. In addition there
is the possibility of effective anisotropy fields
arising from the local dipolar field. Calling the
effective anisotropy field H„, and assuming it acts
in the direction of the applied dc field H, we may
generalize the conventional resonance equations
(3.3) and (3.4) to

(dp
' = [(H„+H„„,) (H„+H„„,+ 471M„)]

'

&y '=H~+H„„—4

(3.9)

(3.10)

Here M and M, are taken to be the induced mag-
netization at the resonance fields H„and H~, re-
spectively, and H„„I and H„~ are the effective
anisotropy fields in the parallel and perpendicular
configurations, r'espectively. We return to an in-
terpretation of these anisotropy fields in Sec. V,
and here we simply treat them on a phenomeno-
logical basis. In Fig. 3 are shown M, and M~ de-
duced from magnetic measurements, as well as
H„~ and H„,q

from Eqs. (3.9) and (3.10), assum-
ing g= 2 independent of temperature. In Gd37A16„
H„„gradually increases with decreasing temp-
erature, and below the paramagnetic Curie tem-
perature both Hy ))

and Hy g increase strongly. In
Gd56.Al44 this tendency is slightly evident but is ab-
sent altogether in Gds, A1,9.

IV. INTERPRETATION OF HIGH-TEMPERATURE

BEHAVIOR

Because of the well-defined magnetic state of Gd
and because of the well-shielded nature of its 4f
electrons, direct exchange between Gd ions is
unlikely. It is common in metallic systems con-
taining localized moments to consider the domi-
nant exchange interaction to arise from the indi-
rect interaction via the conduction electrons,
which is call.ed the RKKY interaction. In this sec-
tion we apply the RKKY theory" " to the interpre-
tation of our results.

The RKKY interaction is given by the forrvulas

E, =-2J;S, 8), (4.1)

J;J ——, mnoE~ J 'g(2k—~r,q), (4 2)

Ii(q) = q '(sinq —q cosq) . (4.3)

Here S,- is the spin vector of the ith Gd atom, E„.
is the interaction energy between the ith and the
jth atoms, J,, is the effective exchange interaction
between these atoms, x, , is the distance between
the atoms, n, is the number of conduction electrons
per atom, J,&

is the q= 0 component of the Fourier
transform of the interaction integral between a
localized-electron spin S and a conduction-electron
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FIG. 8. RKKY function I" (q) [Kq.{4.3)] and the Gd atom
fraction x fEq. {4.5)] as a function of q = 2k&r in Gd„A1&
{After Mizoguchi, see Ref. 8.)

k~= 2m (3no/8mv, )'~',

one finds

x = [(3no/8m)(4mr/q)' —v„,]/(vo, —v„,) .

(4.4)

This relationship is plotted in Fig. 8. It indi-
cates that q= 2k+x for GdAl falls in the range from
10 to 12.5, spanning the second zero of the RKKY

spin s (defined by the approximate Hamiltonian K
= —J,&8 s), Ez is the Fermi energy, and kz is the
Fermi wave vector. A plot of the function E(2k', z)
is shown in Fig. 8. As is well known the function
oscillates, giving ferromagnetic interactions be-
tween atoms placed with r,.;.& 4.5/2k~, antiferro-
magnetic interactions between atoms at 4.5/2k+

&r„&7. 72./zk, ferromagnetic interactions between
atoms at 7 7/2kz&r. ,,&10.9/2k+, etc.

The oscillating interaction is damped above and
beyond the falloff given in Eqs. (4.2) and (4.3) by
electron relaxation caused by the finite electron
mean free path. In our amorphous matt. rials,
with a resistivity of about 200 pQ cm, the mean
free path is only about a nearest-neighbor dis-
tance; so only nearest-neighbor interactions are
presumed tobe of importance. )8izoguchi et al. "

have estimated the value of q= 2k~ x„assuming the
Gd-Gd nearest-neighbor distance x„=3.6A for Gd
and a simple free-electron picture with n, = 3. As-
suming the atomic volumes v«= 33 A' for Gg and

gr» = 16.6 A' for Al, one takes the average atomic
' volUme p for Qd A ly „ to be a linear interpolation
between these endpoints. Since

8 = 2S(S+ l)zx J', ,/3k, (4.6)

where S is the Gd spin value (-'), g is the number
of nearest neighbors ( 12), x is the atom fraction
of Gd and J;, is the average nearest-neighbor ex-
change. Thus a minimum value for J,&

can be de-
termined from Egs. (4.2) and (4.6) by taking the
maximum value for E(q). Using the free-electron
mass to determine

E~= (k'/2m) (3no/8mv„) '~ ',
we find E~ and Jgf mjg as given in Table I.

(4.7)

The result for J,& j„ in the Gd37A163 sample is
supported by specific-heat measurements of Coey
et al. ,

' who give a spin wave stiffness coefficient
D = 6.6 x 10""erg cm' defined as E= Dk', where k
is the wave vector of the spin wave. Using an ear-
lier calculation" of the micromagnetic exchange
stiffness A, one finds D given by

D= (p)J;;Szxr,', (4.8)

Determining a minimum J,&
from (4.2) and (4.8),

one finds a result within 5%%uo of J,& „in Table I.
The good agreement is merely a reflection of the
good agreement between D and 8 previously re-
ferred to by Coey it al. '

The results for J,& j„ in amorphous GdAl may
also be compared to results of magnetic measure-
ments on other amorphous Gd systems, '"~" in-
cluding GdCu, GdAg, GdAu, and GdNi. As pointed

oscillation. The possibility of a spread in the
nearest-neighbor distances arising from the amor-
pbous structure implies the possibility of both
ferromagnetic and antiferromagnetic exchange in-
teractions as q= 2k+ r, , varies above or below 10.9.
It is in this way that Mizoguchi et al. ' ' have ra-
tionalized the occurrence of spin glass behavior in
amorphous GdAl and the trend to ferromagnetism
with increasing Gd concentration.

In fact the paramagnetic Curie temperatures 9
of all three samples are strongly positive. Since
8 is in theory proportional to the sum of all ex-
change interactions, ferromagnetic interactions
must predominate in each sample. By contrast
Fig. 8 suggests that below about x= 0.55, GdA1
should be predominantly antiferromagnetic. To
rationalize this discrepancy within the framework
of the free-election model, one can invoke a mere
20%%uo drop in electron concentration, which would
shift the x(q) curve by about one unit of q to the
left.

The maximum possible ferromagnetic interaction
in this range of E(q) occurs at q= 9 where E(q)
= 0.0013. Assuming nearest-neighbor interactions
only and a molecular-field model, the paramag-
netic Curie temperature is
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hg= 3n,J~/4E~= J,~ri, , (4.9)

where g, is the s-electron density of states per
atom per spin direction. (We note that this formula
differs by a factor of 2 from Yosida's original re-
sult merely because Yosida defined J,&

in terms
of the Hamiltonian X= -2J,P s, instead of the cur-
rently more widespread convention that we use,
namely, K= —J,zS s.) Using the observed g shifts,
we deduce the positive J,&

values shown in Table
I. Within the admittedly large experimental error,
there is no significant shift in J,&

with composition.
The Korringa relation"

db H/dT = v(b g)'k/g pz (4.10)

relates the rate of change of linewidth [defined as
in Eg. (2.2)] with temperature to the g shift. Us-

out recently by Heiman and Kazama" (see their
Fig. 2), the ordering temperatures of all these
systems are broadly consistent, rising roughly
linearly with Gd concentration above about x= 0.3.
(We note however that if the results of McGuire
et a/. ,

' Hauser, "and Boucher" are included on
Heiman and Kazama's plot, the scatter at any given
Gd concentration can reach a factor of 3.) This
rough consistency means that if we use a nearest-
neighbor mean-field analysis like the one we used
above, we will find similar J,&

„values for all
these systems, independent of Gd concentration.
For example, using a similar method, Poon and
Durand" determined J,&= 0.19 eV in amorphous
Gd,gu „consistent with our J,& „in Table I.
Such values in the range of J,&= 0.2 eV are also
roughly consistent with values observed in crys-
talline systems. For example, J,&= 0.16 in Gd
metal" and 0.45 eV in crystalline GdAT, .' Doubt
about our assumption of nearest-neighbor interac-
tions has been raised recently by the measure-
ment of BKKY interactions in a dilute system,
amorphous La,gu». Gd. ' From measurements
of the approach to magnetic saturation, values of
J,'z within 50Vo of those for amorphous Gd,gu„
were found. In summary, the question of the
range of the BKKY interaction in amorphous ma-
terials has not yet been resolved, but for the pur-
poses of further discussion and for comparison
with spin resonance, me tentatively take J,&-0.2
eV as a rough value indicated by magnetic mea-

surementss.

Next we apply the BKKY theory to the interpre-
tation of the "high-temperature" spin-resonance
results. By "high-temperature" we refer to the
temperature range in mhich 4g is essentially con-
stant (e.g. above 70 K in Fig. 7) and in which hH
increases lineai. ly with T (e.g. , above 70 K in Fig.
4(a)). The simplest RKKY theory implies a g shift
according to the formulai6

ing the observed AH/dT, we calculate dg values
close to but slightly larger than those observed
directly (see Table I).

If w'e ignore the slight discrepancy between these
two values for 4g and if we compare the J,&~ de-
duced from these values to J,& „deduced from 8
as discussed above, we find a large discrepancy
of at least a factor of from 4 to 10 (see Table I).
Within the context of the simple BKKY model, pos-
sible sources for this discrepancy could reside in
our choices of 3 for n,

'
and of the free-electron

mass for m. However values from 16 to 100 times
smaller (J2&~ /J2&, „) for either of these param-
eters mould be required to explain the discrepancy.

A similar difficulty emerges from the results of
the only other comparable spin-resonance study of
which we are aware, namely, a study of amor-
phous GdAg by Charles et al. ,

"although in this
study there are serious complications due to the
presence of crystalline phases. Nevertheless,
just as we do, they find rough agreement between

g shifts and the simple Korringa relation. Fur-
thermore, if we assume a free-electron model,
we deduce J,&

values from their observed g shifts
which are in most cases significantly smaller than
the values mentioned earlier from magnetic mea-
surements.

A.possible origin of the discrepancy may lie in the
wave-vector dependence of the sf exchange inter-
action. Davidov et a/. "have proposed a partial-
wave expansion for J,&(q) and have given general-
ized formulas for hg, AH/dT, and J,,(r,&), in.
terms of the parameters J', J', J', ete. which
correspond to the coefficients of the partial-wave
expansion. For Gd" they a,rgue that all these pa-
rameters are likely to be positive and the lowest-
order terms dominant. In this ease and for 2k', z

&10, it can be shown that the apparent net J,&
from

magnetic measurements [their Eq. (9)] will be
smaller than J,&

from spin resonance [their Eg.
(2)]. But our results indicate the opposite. Thus
the partial-wave idea cannot explain the discrep-
ancy. In what follows we assume only the first
partial wave is significant and this leaves our pre-
vious formulas [Eqs. (4.2) and (4.9)] unchanged
(i.e. , J'-=J,q).

A more likely possibility to explain the discrep-
ancy comes from another model proposed by '
Davidov et al."to account for resonance results
in Gd„La, gl, intermetallic crystals These a. u-
thors considered several additional effects to ex-
tend the RKKY theory. First they considered the
possibility that the conduction bands have both s
and d character and can give rise to separate con-
tributions to the g shift (bg, and bg~) and to the
relaxation. Second, they included "thermal bottle-
necking, "which occurs mhen the relaxation rate
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~,~ of the conduction electrons to the lattice is
smaller than their relaxation rate &,& to the mag-
netic f shell of the Gd ions, that is, when the
quantity $= &,~/5, &

is small. Such an effect re-
duces both the resonance linewidth and the g shift.
Davidov et al. further assumed that such a bottle-
necking effect could be present for s electrons but
could be ignored for d electrons because of their
more rapid spin-lattice relaxation. Third, they
included the effect of electron-electron interac-
tions in terms of the "enhancement factors" a„
o(„, K,(o.,), and K~(o(~), as defined by Narath and
Weaver" or Shaw and Warren, ' which lie between
0 and l. In addition they included a factor F~(&l)
which accounts for d-level degeneracy at the Fer-
mi energy. They also considered so-called "dy-
namic effects, " but w'e ignore these here since
they are only relevant when the g shift is tempera-
ture dependent. "

Given the above assumptions one can write the
following equations for the g shift 4g and the tem-
perature derivative ddH/dT of the linewidth:"

(4.11)

= tr)g 'g()' (Ag~)'E~K~+ (6g,)'K, ( )] .

(4.12)

In applying these equations to an amorphous ma-
terial, we first note that Eq. (4.12) contains no

cross terms in the relaxation between s and d elec-
trons, which is valid in cubic symmetry" but in-
valid in the lower symmetry amorphous structure.
Since no theory is available at present for these
cross terms, we ignore them and use Eq. (4.12) as
it stands, recognizing the uncertainty this assump-
tion introduces into the following analysis.

We can immediately see from the form of Eqs.
(4.11) and (4.12) how the discrepancies we men-
tioned earlier can be resolved. If the s electrons
are bottlenecked, the bg we observe is primarily
due to 4g„, which could be considerably smaller
than dg, . The large values of 0,& „in Table I
would then be interpreted as arising primarily
from sf interactions. The discrepancy between
the two values of ~g in Table I can also be ex-
plained by arguing that if $ = 5,z/&, &

is sufficiently
small, the 6g, term in Eq. (4.11) is negligible
while the corresponding term in Eq. (4.12) is not.

To make these possibilities more concrete, we
avail ourselves of data taken on three crystalline
systems, "'"'"LaA.l» YAl» and LuAl, with dilute
Gd impurities. These systems show unbottlenecked
g shifts 4g, = 0.09 a 0.02 and unbottlenecked db, H/dT
values of 60 +20 Oe/K. The enhancement factors
are roughly o.,=0.6 and K,(n, ) =0.45. Further,
from comparison of specific-heat measurements

on LaA1, and YAl„Davidov et al."have deduced
the density of s states to be p, = 0.35 states per eV
per atom per spin. However a recent reinterpre-
tation of these systems by Chock et al."uses un-
published band calculations to deduce g, -0.06
states per eV per atom per spin, a value 5 times
less than the former.

Davidov's value for the density of s states of
these crystalline systems is within 50% of the
free-electron result, suggesting that the s bands
are approximately free-electron-like. It is then
plausible to imagine that the various s-band pa-
rameters, including the density of s states, the
enhancement factors and the sf exchange interac-
tion, do not change significantly (e.g. , by more
than 50%) in going from the crystalline to the
amorphous state. Thus, assuming that a, = 0.6,
K,(o(,) = 0.45, and hg, = 0.09 for the amorphous sys-
tem, we can solve Eqs. (4.11) and (4.12) for hg„
and $, using our observed averaged values of hg
= 0.006 and AH/dT= 3.6 Oe/K from Table I. We
find bg„=-0.006 and )=0.04, with the term con-
taining EP„ in Eq. (4.12) being negligible.

Next we estimate the spin-lattice rel~ation rate
5,~ from g= &,~/5, &, using the modified Overhauser
formula"

5,q
——2mS(S+ 1)(bg, )'K,(o.,)(1 —n, )x/3hq, , (4.13)

which ignores the effect of d eJ.ectrons and of mag-
netic interactions but includes enhancement fac-
tors. We assume that this formula is not struc-
ture sensitive, i.e. , that it applies equally well to
amorphous and crystalline systems independent of
concentration. This is made plausible by the de-
tailed balance condition" X&6&,= X,6,&, where g&

and X, are the Gd and conduction electron suscep-
tibilities, respectively, and 6&, is given by the
Korringa relation; for according to this condition,
if X&, X„and &&, are not structure sensitive, 6,&
should not be, either.

Using $= 0.04 and Eq. (4.13) with previously
given values for K„n„and q„we find 6,~ -10"
Hz per atom fraction Gd for our amorphous GdAl
system. (If we had used Chock's value for q„we
would have obta. ined a value 5 times larger). This
result compares remarkably well to the spin-lat-
tice relaxation rates for the dilute crystalline sys-
tems LaAl„YAl„and LuAl» which range from
1 && 1Q" to 6 x 1Q" Hz per atom fraction Gd."'""
The order-of-magnitude agreement is plausible
because the disorder of random Gd impurities in
crystals is qual. itatively similar to that in con-
centrated amorphous systems, and so the spin-flip
scattering per Gd atom arising from the disorder
should be similar. This point still needs to be
verified theoretically, for example, by application
of Helrpan's theory to our case." Our determina-
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tion of the spin-lattice relaxation time in amor-
phous GdAl is one of the first in an amorphous
system, the only related earlier work of which we
are aware being on liquid lithium, sodium, and
potassium by conduction electron spin reso-
DRDCe.

The value of 4g, used in the above analysis im-
plies an sf exchange interaction J,&

accnrding to
the formula bg, = Z,p,l(1 —n, ), which is a gen-
eralization of Eq. (4.9) to include the effect of
electron-electron interactions. Using g,. accord-
ing to Davidov et al."one finds J,&-0.1 eV, which
is a factor of 2 smaller than the values from mag-
netic measurements discussed earlier. Using g,
according to Chock et al."one finds J,&-0.5 eV,
which is larger than the values from magnetic
measurements. Such discrepancies are perhaps
not very surprising since the HKKY theory is gen-
erally found to give the correct functional form of
the magnetic interactions but often fails quantita-
tively to explain experimental results. Further-
more the above values come from measurements
of diluie crystalline systems, and our analysis
does Qot Rllow us to obtalQ J,n indepeQdent splD-
resonance value for J,&

in the amorphous case.
Clearly measurements in a lower Gd- concentra-
tion range would be of interest to open the bottle-
neck and make possible such a, direct measure-
ment.

Such a measurement would be of particular im-
portance since our resonance value dg„= 0.006,
implying a positive J„&, contrasts with the result
for crystalline GdAl, of hg= -0.01, lmplylng a
negative J~&. From thi change one might be led
to conclude tha, t the amorphous structure can have
a drastic effect on the exchange interactions. Yet
the relative independence of J,&

on structure, as
deduced from magnetic measurements, indicates
the opposite. One may rationalize the situation by
speculating that because of their low'er symmetry
d electrons are more sensitive to structure than
s electrons. Furthermore theory" indicates that
J,&

consists of two contributions, one arising from
the direct-exchange interaction Rnd being inherent-
ly positive, and the other arising from conduction-
electron interactions with virtual bound states and
being usually negative. II'e speculate that the bal-
ance of these two effects might be very close for
d electrons and thus J„& could be tipped from posi-
tive to negRtlve by structural changes. Unfortu:-
nately a detailed theory of such effects appears to
be lacking at present.

Finally we turn to the g shifts at lower tempera-
tures, where, as shown in Fig. 7, a rapid increase
in g value sets in, attaining values up to g=4. 5 at
the lowest temperatures. We can compare the size
of these shifts to those of crystalline GdAl„"""

or of dilute Gd in LaA1„YAl„and LuAl„"'"'"
where tI1e maximum sllift is oDly 0.11. A vast I1ost
of other Gd-containing systems has been reviewed
by Taylor, ' and the g shifts are usually tempera-.
ture independent Rnd no larger than. a, few
tenths. '&" These shifts are all clearly smaller
than our observed low'-temperature effect, indi-
cating that our effect cannot be explained in tern1s
of conduction-electron polarization as in Eq. (4.9).
A more recent interesting case ' is that of
LR,„„84.6d where Rt low temperatures conventional
Korringa behavior is observed with a. g shift of up
to 0.03, but at somewhat higher temperatures a
non-Korringa-like linewidth is observed and sim-
ultaneously the g shift gaes through a peak with
temperature, attaining a value of 0.4. This effect
was attributed to an excited bound state of 5d char-
acter which becomes thermally populated at high-
er temperatures. The effect differs from ours in
its temperature dependence. In summary we can
find no precedent among Gd-containing systems
for the large g shifts we observe at low tempera-
tures. For these reasons we have posited in Eqs.
(3.9) and (3.10) the existence of an additional an-
isotropy field, which is somehow connected to the
phenomenon of spin glass ordering in this ma-
terial, but which has nothing to do with the small
intrinsic g shifts we have been considering in this
section. In Sec. V we propose a theory for this
anisotropy fieM.

V. INTERPRETATION GF LOK-TEMPERATURE BEHAVIOR

In this section we elaborate on an explanation
proposed earlier" for the shifts of the resonance
to lower fields with decreasing temperature shown
in Fig. 3. While the basic features of the explana-
tion remain the same as before, we describe here
two aspects not previously covered: (i) We derive
the range 2mA, of the exchange interaction. (ii) We
discuss the composition dependence of the field
shift. Such field shifts have been observed before
in other inhomogeneous magnetic systems, in par-
ticular CuMn, ""and the relationship of our re-
sults with these earlier results has been discussed
in Ref. 11.

Tm'o kinds of experiments, namely specific heat'
Rnd small-angle x-ray scattering' have suggested
that there exists some kind of magnetic or struc-
tural inhomogeneity on a scale of 35 A in the GdAl
amorphous films. %e presume that this inhomo-
geneity consists of regions or clusters in which
there is a predominance of ferromagnetic inter-
actions imbedded in an environment with more
competing (i.e. , ferromagnetic and antiferromag-
netic) interactions. The clusters could arise ei-
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FIG. 9. Schematic inhomogeneous magnetic medium
in applied field H. Enclosed shapes represent regions
of high susceptibility. Intervening regions are also mag-
netic but show less net magnetization because of com-
peting ferromagnetic and antiferromagnetic interactions.
Needles oriented in the field direction respond most
strongly to the applied field.

M(x, y) =M, +M, sinkx sinky,

.4(x, y) = A„+A, s inkx s inky .
(5 I)

(5"":)

ther from a. locally increased Gd concentration,
or else from a configurational order in which, be-
cause of statistical randomness, the Gd-Gd near-
neighbor distances tend to be less than the average
(see Fig. 8). Statistically, these regions will have
a variety of shapes —spherical, probate, oblate,
as illustrated in Fig. 9.

( onsider the magnetic system at a temperature
near to, butabove, thespin-glass ordering temper-
ature so that the incipiently ferromagnetic re-
gions have a high susceptibility X. As argued ear-
lier„" those regions which are needle-like point-
ing along the applied-field direction will magnetize
most 'strongly because of their low demagnetizing
factor. Other regions„either spherical or needle-
like but pointing perpendicular to the applied
field, will magnetize much less because of their
larger demagnetizing factor. For example con-
sider ellipsoids of revolution with their axis along
the field direction and described by a demagnetiz-
ing factor B ranging from 0 for a needle to 4' for
a pancake. The magnetization M is given by
XH/(I +Dy), so that if )(» I, it requires only a
small change of D from 0 to D& X

' to cause M to
drop from gH toward H/D. The regions between
the incipiently ferromagnetic regions also mag-
netize weakly because of the competing exchange
interactions. Thus as shown in Fig. 9, one can
visualize the magnetic distribution of the inhomo-
geneous medium as needlelike regions of strung
magnetization oriented along the applied field in
a matrix of nonuniform but generally weaker mag-
netization. The axis of the magnetized needles
follows the applied dc field, as also shown in Fig.
9, and for different field orientations, the needles
which are magnetized are different.

Next we describe a very simplified but explicit
calculation for the microwave resonant response
of such R system. We use a micromagnetic model
Rnd approximate the magnetization M and the ex-
change stiffness A. by

Here M, and A., are constants describing the mag-
netic distribution, and we assume M, and A., are
are small compared to 31, and A, . Such a mag-
netic distribution is a checkerboard-type coluln-
nar distribution with a periodicity d described by
the wave vector k= 2m/d. " Thus it is a simple
case of the needlelike magnetization distribution
inferred for our material in the previous para-
graph. Further we consider the case that the dc
magnetic field II, lies along the z axis normal to
the plane of the film and along the columnar axis,
and we assume the film thickness is large com-
pared to the columnar periodicity.

Next we assume that the resonant response of
the system to a spatially uniform microwave ex-
citation in the plane of the film has the form

0 = L9, + ~, s in' s inky, (5.3)

(5.4)

where e and Q a.re the conventional polar coordi-
nates relative to the z direction, ~ is the angular
microwave frequency, and ~, and ~, are constants
describing a nonuniform precessional mode. It
can be shown that spatial variation of the phase
angle g can be ignored in lowest order. We make
one further key assumption, namely, that during
the precession, the magnitude of the local mag-
netization M(x, y) is preserved, i.e. , the relaxa-
tion rate of ~M(x, y)

~

is small compared to the
precession frequency.

As shown in the Appendix, consideration of de-
magnetizing, applied field, and exchange ener-
gies, along with use of the I.andau-Lifshitz equa-
tions, then leRds to the r'elRtlons

~y'=H —4' +II „,
e,/e, = (M,/M, )(I+q-')-',

where

H„,=(m M,
' /2M)(l +q ') ',

i) = (2kA, )'=- (47iA,/d)',

W, = (W,/2~M.')'~'.

(5.5)

(5.6)

(5.7)

(5.8)

(5.9)

Next we discuss the physical significance of these
results. Equation (5.5) shows that: the resonance
frequency is shifted from that which would occur
in R uniform magnetic system. The field shift II
(Eq. 5.7) is proportional to the square of the mag-
netization nonuniformity M, . The origin of this
field shift can be seen from Fig. 10 which shows
schematically the resonance mode in the inhomo-
geneous medium. In the limit of strong exchange
coupling between the magnetizations„one may ex-
pect all the magnetization to precess at the same
angle e, (i.e. , 8, -0). In this case the in-plane
component of the magnetization M(x, y) sin8 is non-
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STRONG-COUPLED W EAK- COUPLED

I

erage exchange stiffness"

A.,=,' NJs'x'z~',

the average magnetization

(5.11)

FIG. 10. Schematic precession modes of an inhomo-
geneous columnar magnetic system. The columnar axis
is assumed to be vertical. In the strong-coupled limit,
exchange, represented by the springs, holds precession
cone angles constant. The spatially varying magnitude
of the magnetization then leads to varying horizontal
components and localized magnetic charge, as indicated
schematically. This is the origin of the local anisotropy
energy. In the weak-coupled limit, exchange is weak and
the precession cone angles can adjust to make the hori-
zontal magnetic components constant, thus reducing the
anisotropy energy.

uniform and gives rise to in-plane demagnetizing
fields H„which, for a columnar magnetization dis-
tribution, are just 2m[M(x, y) -M, ] sing, where 2m

is the demagnetizing factor of a column. This im-
pl. ies a demagnetizing energy ,HPI~, w—here M~
= [M(x, y) —Mo] sing. This energy has the form of
a uniaxial anisotropy E„sin 0 and thus gives rise
to the effective anisotropy field H„,= 2K„/M„"

(5.10)

Here { ) represents a spatial average. Equation
(5.10) reduces to Eq. (5.7) if q-~ and the magneti-
zation of Eq. {5.1) is substituted.

If the exchange coupling is weak, then the oppo-
site limit pertains, as illustrated in Fig. 10. The
in-plane demagnetizing energy can be reduced if
8 varies spatially, in particular if 8 is smaller in
those regions where M is larger and vice versa.
The criterion for weak or strong exchange coupling
is determined by the parameter q in Eq. (5.8). 7)

is determined by the ratio of the length A, = (Ao/
2mM,')'~' to the period d= 2m/A, of the magnetization
inhomogeneities. Thus Ap is large if exchange is
large and vice versa. Ap is a common parameter
in micromagnetic theory and represents the range
over which exchange holds spin angles constant
against perturbing demagnetizing torques. Thus
if 2mA, & d/2 (7)& 1), that is, if the range 2mA, ex-
ceeds the width of one column 2d, the strong-ex-
change-coupling limit prevails and the field shift
is primarily determined by demagnetizing energy.

It must be noted that in the limit of weak ex-
change coupling (q «1), our derivation is invalid
because the system cannot be considered to be de-
scr ibed by the single-resonance mode of Eqs. (5.3)
and (5.4). Instead each region precesses quasi-in-
dependently. Thus our derivation serves chiefly
to determine the criterion (q&1) for the validity
of the strong-coupled limit. The range parameter
2mAp may be estimated from formulas for the av-

Mp= gSP~xN, (5.12)

and the Curie temperature in the molecular-field
model

kTc = pzxS, (S,+ 1)Z. (5.13)

H„,= 2m V, (1 —V, )(M, —M2)'/(M),

{M)= (M, —M2) V, + M, .

(5.14)

It is important to recognize that H„, arises from
an anisotropy which is field induced and whose
axis therefore follows the direction of the average
dc internal field in the sample. In parti. eular, for
applied field either perpendicular to or parallel to

Here N is the number of atoms per unit volume,
J is the average Gd-Gd exchange constant (defined
as E,J= -2JS,.S&), S is the average temperature-
and field-dependent Gd spin value, Sp is the zero-
temperature value of S (= -', ), x is the atom frac-
tion of Gd, z is the average number of nearest
neighbors, x is the Gd-Gd interatomic distance, g
is the g factor, p~ is the Bohr magneton, and k is
Boltzmann's constant. Of course formulas (5.11)—
(5.13) pertain only to a uniform ferromagnetic
medium. However since both Ap and M,' go as 8',
spatial variations in S drop out of the calculation
for A, = (4,/2mM, ')'~', and therefore Eqs. (5.11)—
(5.13) can also be used in first approximation for
calculating A, in the inhomogeneous medium.

Taking the atomic volumes 6d (33 A'),
Al(16. 6 A'), Ar (53.4 A'), and Mo (15.4 A') and
adding an additional 5' to account for the typical
volume expansion of an amorphous material, "we
arrive at the values for N and hence 2mAp given in
Table I. As mentioned earlier, evidence for in-
homogeneities with a dimension of approximately
35 A has been obtained from specific-heat and
small-angle x-ray scattering measur ments on the
Gd„Al„material. Since the values of 2mAp are
equal to or larger than 35 A in all the samples, it
appears that the strong-coupled limit is at least
approximately valid.

Assuming the strong-coupled limit, one can now
extend the theory for H„, by using Eq. (5.10) and
taking M, to be the spatial average {M) of an ar-
bitrary magnetization M(x, y). That is, we relax
the condition M, «Moused in deriving Eqs. (5.5)—
(5.9). For example in the idealized case where
the columnar ferromagnetic regions have magneti-
zation M, and occupy volume fraction Vy of the
sample, while the remainder of the sample has
magnetization M„one f inds
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the plane of the film, the induced-anisotropy field
lies along the same respective directions. There-
fore one can simply add Hgog to H wherever H ap-
pears in the resonance Eqs. (3.3) and (3.4), and
thus one obtains Eqs. (3.9) and (3.10). H„„, and

H„„, the local fields in the parallel and perpen-
dicular configurations, will in general be differ-
ent. Their size depends on the inagnitude of the
average internal fields which induce the columnar
magnetization, and these internal fields H~ —4mIVI~

and H)) are in general not the same. Furthermore
there is the possibility of structural anisotropy,
for example a preponderance of the needles of Fig.
9 being oriented perpendicular to, rather than par-
allel to, the film plane. In this case H„„would
exceed H„,~~.

The values of H„„) and H„„for the three sam
ples are shown in Fig. 3. The overall magnitude
oi H„, is largest for the sample Gd»Al„and de-
creases to zero in Gd„Al». According to Eq.
(5.1), the degree of inhomogeneity must therefore
be decreasing as the amount of Gd increases. This
agrees with the f inding of McGuire ef, aL. ' that as
the amount of Gd increases the average magnetic
properties of Gdgi, „become more ferromagnetic
in character. The interesting point in our work is
that the resonance field shift gives a semiquantita-
tive measure of the degree of inhomogeneity and
thus aids in characterizing what appears to be a
smooth transition betw'een spin-glass behavior and
fe rromagnetism as a function of composition.

The theoretical prediction for the magnitude of

H„, cannot easily be tested because there is insuf. -
ficient. independent knowledge about the nature of
the magnetization inhomogene ities. Adopting the
simplest possible model of Eqs. (5.14) and (5.15),
we can guess that i.n a spin glass the magnetization
of the ferromagnetic regions should be at least as
large as the magnetization of the corresponding
uniform ferromagnetic material [Eq. (5.12)]. We
can also guess that the volume fraction of aligned
ferromagnetic needles must be quite small, typi-
cally a few percent, since only a small fraction of
a.'l the possible shapes are needlelike in any given
di. rection. Working backwards from the observed
maximum H„,= 1900 Oe and 4''Mp '850 G at T 12
K in Gd»A163 [Fig. 3(a)], and taking 4', = 11.5 kG
(the magnetization of the corresponding ferromag-
netic material), one predicts V, = 0.03 and 4vM,
= 600 G, which are reasonable values. A similar
calculation for Gd56Al«at T=- 8 K yields H„,= 1500
Oe, 4mM = 7.3 kG, 4@M, = 14.5 kG, V = 0.3, and
4m', =-4 kG. In this sample a much larger volume
fraction appears to be ferromagnetic.

It is interesting to speculate about the signif i-
cance of such a gradual transition from spin glass
to ferromagnetic behavior. A ferromagnet w'ith

domain walls and coercivity exhibits many of the
characteristics of a spin glass, for example an
average magnetization that can be zero in zero
field, a susceptibility peak (net magnetization
dropping off at low temperatures because of de-
magnetization) and thermal remanent effects (be-
cause of coercivity). Qf course there are quantita-
tive differences but from a qualitative point of
view a spin glass may be viewed as a ferromagnet
with a very small domain size or a very large
number of domain walls. This is particularly true
if one does not ignore (as so many theories have
done) magnetostatic effects but includes them on
an equal footing with exchange interactions in de-
termining the favored magnetic structure. Thus
one can visualize a smooth transition between spin
glass and ferromagnet as a function of domain
size. Gd„Al„apparently falls in this continuum
with a domain size of order 35 A. The gradual
homogenization of the magnetization indicated by
the magnetic resonance may imply a steady in-
crease in the domain size with Gd concentration.
Specific-heat studies or direct microscopic do-
main observations would be of interest to confirm
this hypothesis.

Finally we comment briefly on the linewidth
(Fig. 4), intensity (Fig. 5), and remanence (Fig.
6) of the resonance signal. It is not clear if the
increase in linewidth at low temperatures is di-
rectly related to the shift of the resonance field.
Increase in the linewidth is observed near the or-
dering temperature of many ferromagnets even
where there is no field shift. In the context of our
strong-coupled model, the linewidth can be attri-
buted to magnetic inhomegeneity on a, scale larger
than 2mA„because that part of the inhomegeneity
which is on a smaller scale and which gives rise
to the field shift should be exchange narrowed.
The fact that the intensity of the resonance signal
(Fj.g. 5) has a maximum near the susceptibility
maxi. mum is reasonable because resonance signals
generally increase with the magnetization. We
have not yet attempted a quantitative theory of the

intensity.
The isothermal remanent effect shown in Fig. 6

follows a logarithmic law. This result is in ac-
cord with the theory of Holtzberg, Tholence, and
Tournier" who treat the behavior of the inhomo-
geneous magnetic system as a collection of inde-
pendent magnetic subsystems each with its local
ani. sotropy arising from dipolar interactions. Such
a theory is related in concept to our proposed
origin for the anisotropy field, although it differs
in that we consider a field-induced anisotropy,
without which the shift of both H„and H, would be
hard to explain. Another difference is that Holtz-
berg. . et ul. assume the magnetic subsystems are



MICRO%AUE MAGNETIC RESONANCE IN AMORPHOUS GdA1. . .

superparamagnetic above the apparent spin-glass
freezing temperature and that there is a distribu-
tion of blocking temperatures at which the sub-
systems freeze. In this case there should still be
a substantial remanence at the susceptibility max-,
imum, which, however, is not observed in the
GdAl amorphous films. ' '

In conclusion, magnetic resonance data, in con-
junction with earlier magnetic data, have allowed
us to make a detailed test of the RKKY theory in
an amorphous alloy and to follow for the first time
the evolution of local anisotropy fields of an in-
homogeneous magnetic system in a transition from
spin-glass to ferromagnetic behavior.
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respect to the dynamical variables X„one ob-
tains Gag, d8

+ My'sine

(A4)

Here we interpret 8, and 8, to be the dynamical
variables K, Since &P/&X', = 0 and dP/dt= ~ ac-
cording to Eqs. (5.4), the equations simplify to

J 6zv
dV = sly '

) dVMsin8,
0

(A5)

l ~m
dV = ~y ' dVM sin8 sinkx sinky. (A5)

1

Next we evaluate w, which is comprise/ of mag-
netostatic, field, and exchange terms. The mag-
netostatic contribution has two parts, one arising
from the in-plane components of the precessing
magnetization and the other arising from the av-
erage demagnetizing field along the z direction.
As described by Cargill and Mizoguchi, "the in-
plane part gives rise to an energy

APPENDIX: DERIVATION OF RESONANCE MODE IN AN

INHOMOGENEOUS SYSTEM

zv p=my ' dt/' j/I (A7)

d8/dt= -y(M sin8) '5w/5$,

dP/dt=y(M sin8) '5w/58,

(A1)

(A2)

where y is the gyromagnetic ratio, M the local
magnetization as in Eq. (5.1), and w the local
static-energy density. To solve these equations
we write a variational form ' of Eqs. (A1) and (A2)

5w = (5w/5y) 5(f) + (6w/58) 58. (A3)

Substituting Eq. (Al) and (A2) for 5w/5p and 5w/
6~, integrating over space and differentiating with

We consider the checkerboard columnar mag-
netic system described by the spatially sinusoidal-
ly varying magnetization M(x, y) of Eq. (5.1) and
exchange stiffness A(x, y) of Eq. (5.2). A dc field
IIo is applied along the z axis perpendicular to the
film plane. The periodicity d= 2v/k of the colum-
nar structure is much smaller than the film thick-
ness. We seek to determine the resonant response
of such a system to microwave excitation. We use
a perturbation approach and assume the response
will be described by Eqs. (5.3) and (5.4), i.e. , by
the angular resonance frequency (d and the spatial
variation of the precession amplitude 8,/8, .

The motion is governed by the Landau-Lifshitz
equations:

where

M&- M, 8,+ (M,8, + M, 8,) sinkx sinky (A8)

is the in-plane component of the magnetization and

M„„-y-' d VM, =M,e, (A9)

is the spatially averaged in-plane component.
Here we have assumed 8, and 8, are both small
and have kept terms to first order only. Thus one
finds

d~~ p= « ~ieo+ei~o (A10)

P' dgze „=V ' dV2wM„M„ (A11)

where

M„= (MD+M~ slIlkx Slllkg) t1 —2(80+ 8~ Slllkx S1Ilky) ]

(A12)

is the instantaneous normal magnetization and

M„„is its spatial average. Thus one finds

The other magnetostatic contribution, arising from
the average demagnetizing field in the z direction,
18
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V d Vsv „=+ 2mMO 1 —&0 —g 82 —mMO M, 1908, .

The field contribution is similarly

V" d Vs@~= V dVM„HO

(A14)

sion and thus gives no first-order contribution to
H„,. The sum of Eqs. (A10), (A13), (A14), and
(A16) gives the total energy. Taking the deriva-
tive of these expressions with respect to 8, and
evaluating the right-hand side of Eq. (A5), one
flnds

—.~M, (M,8, + 8,M, )+(H, 4~M-, )(M,e, i ,'M, e,-)

= (oy '(M, e, + —,'M, e, ) . (A17)

The local exchange energy is

w„=A[(se/Bx)'+ (98/dy)']

which leads to

V ' dVze =28'O'A .

(A15)

Proceeding similarly with ~, and evaluating the
right-hand side of Eq. (A6), one finds

e,k AO+ ~ (Ho —2mMO)(M08, + 8 M )

= 4&y '(Moe, + 8,M, ) . (A18)

It is noteworthy that A, drops out of this expres-
These equations can be solved to give Eqs. (5.5)
and (5.6) of Sec. V, which is the result we sought.
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