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Phase smearing and magnetic interaction in lead
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Previous Ineasurements of magnetic interaction on the de Haas-van Alphen effect in Pb were found to be

in contradiction with the Shoenberg conjecture if a uniform magnetic induction was assumed to exist over the

sample. A detailed numerical calculation of the de Haas-van Alphen effect has been developed that includes

the phase smearing due to crystalline imperfections proposed by Shoenberg. It is found that reasonable,

although substantial, amounts of phase smearing can account for these results. The g factor for the [110] y
orbit is treated as one of the fitting parameters, and a determination is made of it.

I. INTRODUCTION

The Shoenberg conjucture' (SC) proposes that
the electron-electron magnetic interaction can be
accounted for by replacing the applied field with
the magnetic induction in the Lifshitz-Kosevich
(LK) noninteracting theory for the de Haas-van
Alphen (dHvA) effect. We have previously re-
ported the results of an investigation of the mag-
netic interaction effect in ellipsoidal samples of
Pb, ' referred to hereafter as I, which could not
be accounted for by substituting the sample
averaged magnetic induction into the LK theory.
Since it is the induction on the scale of the elec-
tron's cyclotron orbit that is appropriate for the
SC, one reason for this could be that the sample
averaged induction differs from that averaged over
a cyclotron orbit. 'The results of this investiga-
tion tend to support this possibility.

Shoenberg4 has suggested that the presence of
macroscopic crystalline imperfections can cause
a smearing of the dHvA phase. This phase
smearing is produced by slight shifts in the
dHvA frequency over the volume of the sample.
While such phase smearing does not reduce the
local amplitude of the dHvA oscillations, as is the
case with scattering, it does cause the various
portions of the sample to be out of phase with one
another. In this way the sample averaged os-
cillatory contribution to the magnetization can be
substantially reduced from that averaged over a
cyclotron orbit. Phase smearing then can cause
a spatial inhomogenity in the magnetic induction.
We show below that the results of I can be ex-
plained within the context of the SC with reasonable,
although substantial, amounts of phase smearing.

II. .CALCULATION

In I the period of the weak high-frequency 0.
oscillation along (110) in Pb was measured as a

function of the applied magnetic field. Along this
crystallline direction there are only two other
dHvA oscillations, called y, which have frequen-
cies somewhat less than one ninth that of the n
oscillation and form a beat pattern of some 42.8
oscillations. An antinode of this beat pattern
occurs in the vicinity of 50.7 kG, and at this field
and a temperature of 1 K the combined y oscilla-
tion is strong enough to cause a substantial modu-
lation of the apparent n frequency. 'The ellip-
soidal samples were cut so that (110) directions
were along the longest and shortest of the ellipsoid
axes. The samples were rotated in situ, and the
primary results from I are the apparent f requency
extremes along these two crystallographically
equivalent directions with substantially diff erent
demagnetizing factors in each of the samples.

To compare with the experimental results, the
dHvA effect must be solved for the application of
the SC to the LK result. An exact analytical solu-
tion is not possible because of the self-consistency.
We have developed a numerical method of cal-
culating the observed signal that retains any
desired number of dHvA harmonics and is limited
only by the fineness of the grid over which the cal-
culation is made and our understanding of the
phenomena involved. The LK result modified by
the SC for the ith dHvA oscillation is

T exp[-nqm*, (T+X,)/8]
o' ~t J3' t'n' I' 1 —exp(-2nqm fT/8)

nttgt m*, . 2ntr f, trx cos sin + n&f&,

where T is the sample temperature, B is the
magnetic induction appropriate to a cyclotron
orbit, q =14692"I G/K, m*, is the electron's cyclo-
tron's mass in units of the free-electron mass, X,
is the scattering Dingle temperature, f, is the
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dHvA frequency, P,. is the phase constant, and g,
is the spin-splitting factor. The absolute ampli-
tude M«depends only on the curvature of the
Fermi surface and is generally not known with

any accuracy. The total oscillatory magnetization
M is a sum of terms of the form of Eq. (1), one
for each dHvA oscillation present. If the mag-
netization is uniform over the sample, the proper
expression for B is

It is uniform over the sample volume and amounts
to the field to which each region is exposed.

In I detection was made with the field-modula-
tion method, and the detected signal is propor-
tional to dM//dt, the phase averaged value of
dM„ldt. It is shown in Appendix A that the demod-
uj.ated contribution at the lth modulation harmonic to
dM„/dt for the nth harmonic of the ith dHvA os-
cillation is given by

B =H+4v(l —q)M, (2)
2lurM-„, ,Z, (X„;)sin(4„;+ ~ I v) (7)

where II is the applied field and q is the demag-
netizing coefficient for ellipsoidal samples that
varies from 0 for the infinite rod to 1 for the
infinite disk. However, if the magnetization is not
uniform another approach must be 'developed. We
suppose with Shoenberg4 that the lattice distortion
causes a distribution of the dHvA frequency and
therefore of the phase over the volume of the sam-
ple and that the sample may be approximated as a
collection of regions of different shapes and phases
over each of which the dHvA phase is constant.
The induction within such a region will depend on

H, the shape of the region, the phase within the
region, as well as on the regions surrounding it.
If we assume that the effect of the surrounding
regions is equivalent to a homogeneous medium
of the volume averaged magnetization M, the in-
duction within the region is given by

B~ ~ =H+ 4v(1 —rl, )Mq, —4v(q —q, )M,
where M~, is the magnetization within the region
and g, is the local demagnetizing factor depending
on the region's shape. The dHvA phases (P) and
the shapes (s) of the regions are distributed over
the sample volume. We suppose that the two dis-
tributions may be treated as statistically indepen-
dent. If an average is first taken over the region
shapes,

Bp, =H+4vMq, —4vq, Mq, , —4v(q —9', )M ~

(4)

This may also be written

B„=H'+ 4v(1 —rl')M„,

H' =H- 4n'(q —q")M,
(5)

(6)

g" =q,'. If the regions have an effective spherical
shape, which seems the most likely, we expect that

We will assume that q'=g" and initial-
ly take it to be —,. The magnetization within a
region M„ is taken to be given by Eq. (1) with the
field given by Eqs. (5) and (6). This magnetiza-
tion is then phase averaged over the sample
volume, as discussed below', to obtain M. The
"pseudofield" H' is a calculationhl convenience.

where the total dHvA amplitude has been written
M $0 and the total phase 4 „;. The Bessel function
argument depends on dM„/dB„and on its phase
averaged value dM/dH' While. it is possible to
calculate dM/dH' exactly, much less computer
time is used if we approximate it by V(dM„/dB„),
where V is a phase smearing coefficient de-
scribed below. The results of the calculation,
particularly the frequency modulation, are not
measurably affected by this approximation, and
we have used it in the interest of economy. ' The
calculation procedure is to select an appropriate
range of values for B„and calculate corresponding
values for M„and dM„/dB„ from Eq. (1) and for
H' from Eq. (5). Then, M„ is phase smeared as a
function of H' to obtain M, and H is calculated
from Eq. (6). In the same steps dM„/dt is cal-
culated on the H' scale from Eq. (7) and phase
smeared to obtain the detected signal on the H
scale,

Shoenberg' has shown that for the cases in which
the phase distributions over the sample for a high-
frequency oscillation and a low-frequency oscilla-
tion are Lorentzian and are either statistically in-
dependent or completely correlated, the effect of
the phase smearing is to multiply each frequency
component in the dHvA spectrum by Dingle-like
exponential factors. It has been shown previous-
ly, ' referred to hereafter as II, that under the
approprj. ate conditions, which are satisfied in Pb,
the most likely case of partial correlation be-
tween the two phase distributions can be treated
as fully correlated with appropriate interpretation
of the phase smearing parameters and apparent
high-f requency oscillation amplitude. Four phase
smearing coefficients are appropriate for partial
correlation, one each for the correlated and un-
correlated portions of the phases of the high- and
low-frequency oscillations. Here we are applying
the same phase smearing to both y oscillations
which seems reasonable since the cyclotron orbits
are of almost the same size and shape. If u refers
to the n oscillation, v to the combined y oscilla-
tion, the subscript u to uncorrelated smearing,
and the subscript c to correlated smearing, it is
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shown in II that in the case of u, &v„ the effect of
phase smearing is to reduce the n oscillation by

(z„u,). the nth harmonic of the y oscillation by
(v„v,)", and the mth sideband of the frequency
modulated n oscillations by u„(v„v,)™u,". The
plus sign on the exponent of u, occurs for positive
correlation, positive sideband and negative cor-
relation, negative sideband, and the minus sign
occurs for the other two cases. Positive correla-
tion refers to the case where the correlated por-
tions of the phases of the two oscillations increase
and decrease in the same portions of the crystal,
while for negative correlation the one phase in-
creases where the other decreases. The term
positive sideband refers to the sum frequencies
and negative sideband to the difference frequencies.
Since u„always occurs in the numerator with ex-
ponent 1, it can be absorbed directly into the local
or unsmeared n amplitude, and since v„and v,
always appear as a product they can be replaced
by a single phase smearing coefficient V. Thus,
in the phase smearing calculations each sideband
is reduced by a factor V' u". Phase smearing
must be applied to both M„and dM„/dt. To ac-
complish this M„and dM„/dt were Fourier ex-
panded on the H' scale. The frequency components
were reduced by the appropriate phase smearing
factors, and the functions were recalculated by
integrating the reduced Fourier components.
While the phase smearing occurs on the H' scale,

the experimental filtering occurs on the H scale.
To complete the determination of the calculated
signal, dM/dt was Fourier expanded on the H
scale and its frequency components reduced to
correspond to the experimental filtering. The
reduced components were integrated to give the
calculated signal which was plotted against H '.
This reproduced the chart recording and alternate
zero crossings were used to determine the fre-
quency modulation in the same manner as with the
experimental data. The calculated signal shown in
Fig. 1 corresponds to the experimental result
shown in Fig. 4(b) of I. The calculated results
then were treated very much in the same manner
as the experimental results. Great care was
exercised in I to remove any possible systematic
bias in determining the frequency modulation.
However, if any did remain it should have been .

treated equally in the determination of both the
experimental and calculated results and not affect
the conclusions of this investigation.

III. RESULTS

The effect of magnetic interaction on the a mag-
netization is to generate sidebands, and the result
on the H' scale is a frequency modulated 0. oscilla-
tion. However, as has been pointed out by Shoen-
berg and Vuillemin' and Alles and Lowndes, the
frequency modulation introduces an amplitude
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FIG. 1. Calculated o.
oscillation for the fit ob-
tained in sample 3 with g
= 6.25 and second harmonic
detection. The amplitude .

of the modulation field h
= 1.94 G, the appropriate
experimental filtering has
been applied, g=0.056,
and g'= 3. The other cal-
culation parameters are
given in Table II. This
corresponds to the experi-
mental result shown in
Fig. 4 of I except that eddy
current effects have not
been included.

19.56 19.61 19.65 19.70

IO /H (G ')
18.75 19.79 19.84
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modulation into dM„/dt. This FM-AM effect alters
the frequency modulation slightly through the am-
plitude modulation of M in Eq. (6). Phase
smearing appreciably affects both the frequency
and amplitude modulations. Plummer and Gordon'
have shown that the effect of eddy currents is to
produce an effective skin depth that oscillates with
the y frequency. The sample volume contributing
to the detected signal then oscillates introducing
an additional contribution to the amplitude modula-
tion. However, since this occurs on the H scale,
the frequency modulation is not affected. Horn-
feldt, Ketterson, and Windmiller" have shown that
an inhomogeneous applied field also affects the
amplitude modulation on the JI' scale. However,
in I the applied field was sufficiently homogeneous
that the effects on both the amplitude and frequency
modulations were negligible. Thus, the frequency
modulation is generated directly by magnetic in-
teraction and is altered almost exclusively by
phase smearing and to a much lesser degree by the
FM-AM effect. On the other hand, while the ampli-
tude modulation of the magnetization is generated
partly by phase smearing, it is generated for the
most part through the experimental artifacts such
as the FM-AM effect and eddy currents, and the
signif icant eddy curr ent contribution can only be
crudely estimated as discussed below. Thus the
primary results of I are taken to be the frequency
modulations of samples 2, 3, and 4 at two crystal-
lographically equivalent (110) directions with dif-
ferent q.

In order to perform the calculation the values of
the parameters in Eq. (1) must be known. The
temperature vras measured and the values for the
dHvA frequencies and the phases were extracted
from the data. The values for the cyclotron masses
were taken from Phillips and Gold" and the orbit
assignment from Anderson, Lee, and Stone." Un-
fortunately, the total Dingle temperature, scat-
tering plus phase smearing, mere not measured.
Thus the X, in Eq. (1) were not known for a choice
of the phase smearing parameters. The phase
smearing equivalent temperatures evaluated here
are large. Since these are good samples, the scat-
tering contribution to the Dingle temperature must
be fairly small. We find that the frequency modula-
tion is not much affected as long as X„ is not larger
than 1 K. It is rather unlikely that the scattering
Dingle temperatures are as large as this, and the
X',. 's in Eq. (1) were arbitrarily set to 0.2 K. The
frequency modulation is determined by the a,mpli-
tudes and phases of the sidebands. The leverage
we have over the phases is through the LK har-
monic content. The spin-splitting g factors have
a much more pronounced effect on the LK harmonic
content than do the X,'s, and the values selected

for the g 's do significantly affect the frequency
modulation. In the calculation, we arbitrarily
selected the same value for the g factors of both

y oscillations. Phillips and Gold" have proposed
the value of g =4.7, but have not determined a
value for g, . The above value for g mas used in
the calculation, but the n oscillation is sufficiently
weak that the result is unaffected by this choice.
The value of g' was initially set to —,

' and later
varied to determine its effect. The unknown pa-
rameters that affect the calculation are the ab-
solute amplitudes, g„u„and V. The relative
amplitudes were determined from the data, and
the absolute amplitudes were represented by the
single parameter a =8n(M„» f„+M„»f„)/H'
which is the net local or unsmeared a factor at
the beat pattern antinode. Since the second I.K
harmonic will have a more pronounced effect than
the higher harmonics, me initially considered
three sets of values for g„: those for which

cos(kg~ I„*)/cos(—,'xylem„*) =1,0, -1. As it turned
out, the spin splitting zero for the second har-
monic, the zero value for the above ratio, al-
lowed us to fit the data quite well, while we were
not as successful for the other two cases. Within
the first modulus the four values of g„ that result
in cos(wg„*m„*)=0 are 0.89, 2.68, 4.46, and 6.25.
The spin-splitting cosine factor for the third
harmonic has the same magnitude as that of the
fundamental but opposite sign for all four g, values.
However, the spin-splitting cosine factor of the'
fourth harmonic has the opposite sign from the
fundamental for the first and last g„values, while
for the two middle values it has the same sign.
The next distinction occurs for the eighth harmonic.
As discussed below, we find that we can obtain a
better all around fit with the data for g„=6.25 than
me can for g„=2.68. We will present the results
for g =6.25 and later discuss the effect of varying
it.

Although the quality of the data for sample 4 of
I was as good as it was for that of sample 3, the
data for sample 3 mas somewhat more abundant,
and we mill use the results of sample 3 to deter-
mine the best values for g„and g'. Values were
selected for g', g„u„and V and the calculation
was performed over a range of a„values incre-
mented by 0.05. The calculated signal dM/dt was
plotted against H ' to display the amplitude modu-
lation. The frequency modulation determined
from alternate zero crossings was also plotted
against H ', and the maximum and minimum
apparent frequencies mere determined by sketching
a smooth curve through these plots." The maxi-
mum and minimum apparent frequences were
plotted against a„and the curves corresponding
to ri' =-,', g„ =6.25, and u, =V = 1 (i.e., zero phase
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FIG. 2. Calculated frequency modulation for sample
3 with no phase smearing, g' = 3, and g„=6.25 vs the
amplitude of the y oscillation a„. The outer curves
correspond to the small demagnetizing orientation g
= 0.056 and the inner curve to the large demagnetizing
orientation g = 0.859. The experimentally determined
maximum and minimum apparent frequency values are
shown as horizontal lines. The experimental values for
g= 0.859 intersect the calculated curves at a~ values that
are greater than those plotted.

smearing) are shown in Fig. 2. The outer curves
correspond to the small demagnetizing factor in
sample 3 and the inner curves to the large de-
magnetizing factor. The experimentally deter-
mined values are shown as horizontal lines. If
the calculation reproduces the experiment, all
four af these lines should intersect the curves at
the same value of a„, and they clearly do not. The
values of u, and V were varied for both positive
and negative correlation until a good fit was obtained.
The curves for u, = 0.88, V= 0.60, and negative
correlation are shown in Fig. 3. The experi-
mental values intersect the curves at a„=0.35
within 0.5 x 10' G which is much less than the ex-
perimental uncertainty. The fit appears to be
unique in that no other fit could be found for other
choices of u, and V and either positive or negative
correlation.

The value of g' was set to 0.2, while the values
of the other parameters were retained. The ex-
perimental frequency values fit to within 1 & 10'
G, which is still within the experimental uncer-

FIG. 3. Calculated frequency modulation for sample
3 that is the same as that shown in Fig. 2 except phase
smearing has been included with N, =0.88 and V=0.60.
The intersections with all four of the experimental
values (horizontal -lines) are within 0.5x 106 G of the
calculated values at g~ = 0.35.

tainty, at a„=0.31. The value of g' was set to 0.5,
and the fit was within 2 && 10' G at a„=0.39. These
fits could most likely be improved with small
variations of u, and V. This variation of a„with
g' is more or less what should be expected. As

is increased the contribution of M„ to 8„is de-
creased and the amplitude of the oscillation must
be increased to compensate for it. It is also ap-
parent that the fitted values for u, and V are only
weakly affected by the value for g' at least in the
vicinity of —,'.

The value of g„was set to 7.14 for which the
spin splitting factors are 1 for all harmonics. A
search was made for values of u, and V from 0.6
to 1 and for both positive and negative correlation.
No fit to near the experimental uncertainty was
found. Next g„was set to 3.57 where the spin
splitting factors are -1 for the odd harmonics and
+1 for the even harmonics. The best fit that could
be obtained was to within 2 x 10' G for u, = V=0.6
and negative correlation. While this fit is not as
good as that obtained with g„=6.25, it cannot be
rejected out of hand. The value of g„was set to
2.68, and a fit to within 0.5 ~ 10' G was obtained
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m, =(A,„-A „)/(A +A „) .

Eddy currents have not been included in the cal-
culation but do make a significant contribution to
the amplitude modulation. The problem has been
solved by Plummer and Gordon only for the infinite
rod. Sample 3 for the small demagnetizing direc-
tion looks like an "edge-on" plate. If we assume
that the rod solution is applicable for this orienta-
tion in sample 3 we find that m, should be in-
creased by about 0.15." As seen in Table I,
adding this to the value of m, =0.58 for g„=6.25
accounts for nearly all of the amplitude modulation
observed in sample 3 for g =0.056. %e are not in
a position to make a similar comparison for g
=0.859, where the sample shape is very definite-
ly not rodlike. Thus, it appears that g„=6.25 gives
very close to the observed harmonic content, and
we conclude that g„ is close to 6.25 or one of its
corresponding values. The calculated 0. oscilla-
tion for the fit obtained with g„=6.25 is shown in
Fig. 1. The amplitude modulations were deter-
mined from plots of this type.

The frequency modulations of samples 2 and 4
of I were also fit for g'=-,' and g =2.68 and 6.25.
The results for the best frequency fits obtained
for all three samples are shown in Table II with
the experimental results. " The agreement with
the experimental results for all three samples
with g„=6.25 and for samples 3 and 4 with g,
=2.68 is actually nearly 0.5 x 10' G. awhile the
experimental uncertainty makes this sort of agree-
ment not too meaningful, the ability to gain such
agreement does point out the sensitivity of the cal-
culation to the values of u, and V. The best fits
that could be obtained for sample 2 with g„=2.68
and for sample 3 with g„=3.57, while still within
the experimental uncertainty were not nearly this
good. The width of, the spread of the e frequency
over the sample volume caused by the correlated
portion of the smearing, 5f„„ is related to u, by

u, = exp[ (-2m(5f, )/H],

with corresponding expressions for the other
three phase smearing parameters. The nth har-
monic of a dHvA oscillation is multiplied by such
factors raised to the nth power. It is convenient
to define a Dingle-like Shoenberg, or phase-
smearing, temperature by

S, = —H(lnu, )/qm,* .

The correlated and uncorrelated Shoenberg tem-
peratures add to the scattering contribution to give
the total Dingle temperature. The correlated n
and the total y Shoenberg temperatures defined in
this way are also listed in Table II.

The uncertainties in the fitting parameters can
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best be estimated by noting the effect of their
variation on the frequency modulation. Variation
of u, and V by 0.02 and a„by 0.01 move the cal-
culated frequency modulation over the experimen-
tal uncertainty. This places uncertainties on the
Shoenberg temperatures of about 0.001 K on $,
and 0.02 K on (S,„+S „„) .

IV. DISCUSSION

The anomalous frequency modulation of I has
been accounted for with reasonable amounts of
phase smearing by including local demagnetiza-
tion. We were not able to obtain a fit neglecting
local demagnetization. " While the local-field
approximation given by Eqs. (5) and (6) is cer-
tainly not exact, some degree of local demag-
netization is necessary to account for the experi-
mental results. As well, the y harmonic content
must be properly included. The calculation is
sensitive enough to the f itting parameters that the
uncertainties in these parameters are reasonable,
and any error in them is due to the appropriate-
ness of the model rather than to the fitting.

The amount of computer time required to per-
form this calculation precluded us from varying
g, as we would have liked. It was fortunate that
the value of g, =6.25 reproduced the y line shape
so well. Considering the uncertainties in the ex-
perimental values any better agreement would be
meaningless. However, by varying g about 6.25
we could obtain an uncertainty for this fitting pa-
rameter. Hopefully, we will do this in the future
when the appropriateness of the model is some-
what better established.

Samples 2 and 3 were cut from directly adjacent
portions of the same boule while sample 4 was cut
from an entirely different boule. We would expect
samples 2 and 3 to have the same impurity and
dislocation content. The dislocations and to a
lesser degree the impurities will cause local
lattice variations in a more or less random man-
ner. Since the sizes of the o, and y cyclotron
orbits differ substantially, this mechanism will
contribute to both the correlated and uncorrelated
parts of the phase smearing parameters 3,nd cause
partially correlated phase smearing. The way in
which the samples were prepared lent itself to an
orientational smearing which would be primariLy
correlated. The samples were etched into el-
lipsoids, placed on a flat quartz plate, and an-
nealed for three days at a temperature 7 C under
the melting point, and at this elevated tempera-
ture the edges may well have sagged. One (110)
axis was perpendicular to the plate, and with this
sagging it would have been tilted away from the
normal near the perimeter of the sample intro-

ducing an angular dispersion. However, it is
doubtful that the correlated smearing was pro-
duced in this way. Sample 4 had much more
mechanical strength than samples 2 and 3 which
had very nearly the same shape. However, u,
has the same value for samples 3 and 4 and a
somewhat smaller value for sample 2. The dif-
ference in the values for u, are within the com-
bined uncertainties, and as far as can be deter-
mined all three samples have the same corre-
lated smearing of the n oscillation. Since sample
4 was cut from different material it may well have
had lesser impurity and/or dislocation contents
than the other samples. In this case, the uncor-
related smearing of the y oscillation would have
been less which might well account for the larger
value of V, and the scattering would also have
been less which could account for the larger value
of a . This is also consistent with samples 2 and
3 having the same values for V and a, .

While it seems clear that there should be some
degree of correlation between the phase smearings
of the a and y oscillations, it is not so obvious
whether the smearings are positively or negatively
correlated. Since the metal is compensated, posi-
tive correlation might be expected for an isotropic
lattice distortion. However, negative correlation
would not be unexpected for uniaxial strain. Dis-
locations, which we think are the primary cause
of the lattice distortion, cause for the most part
a uniaxial strain. Since the results are fit with
negative correlation and not positive correlation,
this view tends to be supported.

Phillips and Gold" have determined possible g
values for the m, P, and 6 orbits on the third zone
hole surface in Pb by comparing their experimen-
tally measured oscillation amplitudes with those
predicted by the nonlocal pseudopotential calcula-
tion of Anderson, O' Sullivan, and Schirber. " One
possible value for the 5 orbit along (111) is 6.10
which is the closest to 6.25 for the possible g
values of any of these three orbits. The closest
possible values for the w and P along [110] are 9%
and 6% below 6.25, respectively. Gold and
Schmor" have determined possible values of g for
the P orbit along [100] by a very precise method of
comparing the amplitudes of the first three dHvA
harmonics. Although there does not seem to be a
direct correspondence between the possible values
determined by the two methods, Gold and Schmor
do obtain a possible value of 6.12 which is quite
close to the value of 6.10 obtained by Phillips and
Gold. However, Gold and Schmor are able to make
an unambiguous determination of @=2.01 +0 03
when they compare their results to the pseudopo-
tential calculation of Ref. 17. No evaluatj. on has
yet been made for either of the y g factors or an
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average of them. It is certainly not necessary nor
expected that the g factor averaged over a cyclo-
tron orbit be the same over the entire third zone
hole sheet of the Fermi surface. However, the
difference from 6.25 to 2.01 is fairly large and
perhaps more than might be expected, and a value
of g„=2.68 might be closer to what one might ex-
pect. The distinction between g„=2.68 and 6.25 is
made entirely on the line shape of the y oscilla-
tion and the amplitude modulation of the n oscilla-
tion. As seen in Table I the fits are most likely
fortuitously good and the tendency is to put un-
warranted confidence in them. The dHvA ampli-
tudes are affected in so many ways in the presence
of magnetic interaction that one can not be really
sure that all the significant effects have been pro-
perly taken account, and any conclusions drawn
from amplitude data must be somewhat suspect.
While it is clear that g, is near a spin-splitting
zero for the second harmonic, not too much con-
fidence should be placed in our ability to dis-
tinguish between these possible values based on
amplitude data and the effect of inverting the phase
of the fourth harmonic.
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APPENDIX A

In the local-field approximatioL used here we
assume that the electron carries out its orbit in
an ellipsoidal region throughout which the mag-
netic induction B„is constant in magnitude and
phase. The shape and orientation of the region
corresponds to an effective demagnetizing factor

The magnetization within such a region is
M„(B„)and the volume averaged magnetization is
M(H') with the fields given by Eq. (5) and (5). If
a time oscillating field of angular frequency ~ and
amplitude h is superposed on the quasistatic ap-
plied field H, M„and M are then functions of

B„*=H'*+4m(1 —q') M(B+),
H'* = H+ h sin(ut —4m(q —q')M(H'*),

respectively. Since h is much smaller than H in
these experiments M„(B„*)and M(H'*) can be ex-
panded about B„and II', respectively,

M„(B„*)=M„(B„)+„,' (B„* B„)=M„(B-„)+," (4v(1 —q')[M„(B+)-M„(B„)]
dM„ dM„

—4v(q —q')[M (H'*) —M(H')] + h sinu&t),

M (H'*) =M(H')+, (O'* —H') =M (H')+,„(-4v(q —rt') [M(H'*) —M(H')] + h sin&A) .
dM, , —,de

H~ 00

These equations may be solved to yield

M„(B~)—M„(B„)= —", heine&t,a„ 1 a /(1+a)

M(H'*) —M(H') =(a/4w)(1+a') 'bein&A,

where

B„*=B„+I' h sin~t,
with

1 —a '/(1+ a ') a '
(1-a„') (1+a ')

The nth harmonic of the ith oscillation may be
written

dM„~ —
4

dM
dB* ' da'*B„ H~

M„;—Mo„& sin 2' f,. +n(b; + —'m
B„+I'h sin&st

a„'= (1 —q')a„, a '= (q —q')a .
'Ihe time-dependent local field may be written

where the field and temperature dependence have
been absorbed into M,„,. Since 1"h«B„, the
argument may be expanded;
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M„,. =M,„,sin[ C„,—X„,sin~t ],
C,„,=2' f)/B„+nP, a 4 m,

A.„,=(2wnf;/B~)I'h .
The standard Bessel-function expansion may be
differentiated to yield

2l(oM „,. Q g, (y„,.)
l -"&

x sin(C„, + —,'lm) sin(l(et+-,'lm) .
The total detected signal is obtained by summing
over all dHvA harmonics of all oscillations present.
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